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Abstract

A theory of data abstraction in modular programming is presented that explains why this technique leads to correct programs.

Data abstraction allows users and implementers to take different views of a specification: While users may depend on a specification as it is, implementers need not provide program entities that satisfy the specification, but merely a "representation" of such entities. This means that the users may be supplied with program entities that do not satisfy the specification, and so an explanation is needed that their code functions correctly nevertheless.

It is shown that data abstraction leads to correct programs if the modules of the programs are "stable", and it is suggested that programming languages for data abstraction should guarantee stability of their modules. The stability criterion corresponds closely to the intuitive idea of "limited access" to encapsulated data types, and to "representation independence" properties of the typed λ-calculus.

The theory is developed in the general framework of an "institution" and uses an abstract notion of "representation". Specifically, the institution of partial many-sorted algebras is considered and the representation relations "behavioural inclusion", "behavioural equivalence" and "standard representation" (the popular concept based on abstraction functions) are studied. These relations are characterized by certain kinds of relations between algebras, called "correspondences", which provide useful practical proof methods for the correctness of data representations.

Behavioural equivalence is found to be superior to standard representation in that "representation bias" of a specification no longer restricts its range of implementations, and in that it allows more constructs to be included in a data abstraction programming language.
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Chapter 1

Introduction

This thesis presents a theoretical explanation for the correctness of programs obtained from a modular programming discipline using data abstraction. Data abstraction is viewed as a technique that allows users and implementers to take different views of a specification. While users may depend on a specification as it is, implementers are only required to provide program entities that "represent" program entities satisfying the specification, but that need not satisfy the specification themselves. This means that users of a specification may be supplied with program entities that do not satisfy the specification on which they base their correctness arguments. Thus, an explanation is needed that this kind of data abstraction leads to correct programs.

In the following section, the role of data abstraction in modular programming is explained in more detail, motivating the view that data abstraction consists in allowing users and implementers to view a specification differently.

Section 1.2 reviews the explanations given in the literature for the correctness of data abstraction. As we shall see, only a few papers have dealt with the problem.

Section 1.3 outlines the approach of this thesis to the problem: A theory of modular program construction is presented in the framework of an "institution"—a notion due to Goguen and Burstall [GB 84] and related to the ideas of "abstract model theory" [Barwise 74]. Data abstraction is based on an abstract "representation" relation between program entities. It is proved that correct programs result from modules that are "stable" and that are "simple implementations" of their specifications. The "simple implementation" property
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describes the proof obligation of a programmer, while "stability" is a property to be guaranteed by the programming notation in which the modules are written.

As a concrete example of the abstract theory, partial many-sorted algebras are considered, which model functional programs. Three representation concepts are introduced and compared: "standard representation", the well-known notion based on Hoare's paper [Hoare 72], "behavioural equivalence", a notion which has more recently received attention in the literature, and a new notion, "behavioural inclusion". New proof methods for the behavioural representation concepts are given, and it is shown that these concepts, unlike standard representation, are tolerant of "representation bias" in specifications.

Section 1.4 presents an example of modular program development using data abstraction, which will be used in the remainder of the thesis to illustrate the theoretical concepts. Also, the example shows an important advantage of "abstract model" over "implicit" specifications: Only an abstract model specification of a data type allows one to develop and refine access operations independently of each other.

1.1 Data Abstraction in Modular Programming

Modular programming is a strategy to reduce the difficulty of designing, verifying, or modifying a program by structuring the program into a number of subcomponents, called "modules", with precisely defined interconnections, called "interfaces". The idea is that the correctness of the program as a whole should follow from the correctness of the individual modules with respect to their interfaces, so that the modules can be considered separately. Accordingly, each module has associated interfaces that describe

- the properties the module must guarantee ("export interfaces"), and

- the properties the module may depend on ("import interfaces").
An interface thus describes some properties of the program or its components; it may be the export interface of one and the import interface of a number of other modules.

The relations between the modules and interfaces of a program can be expressed as a graph, which will be called a "design graph". Such a graph consists of the elements shown in Figure 1-1. For example, Figure 1-2 shows the design graph of a program with two modules $M$ and $N$, where $M$ guarantees the properties described by $I$ (i.e., exports $I$) and depends on the properties described by $L$ and $K$ (i.e., imports $L$ and $K$), and the module $N$ exports $L$ and imports $J$ and $K$. This could be the design graph of a complete program, where $I$ describes the properties required by the program's users, and $J$ and $K$ describe properties guaranteed by the programming environment (e.g., the programming notation and the libraries available).

The graphs considered in this thesis will always be "hierarchical", which means that no loops are possible when travelling along the arrows, or equally,
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Figure 1-2: An example of a design graph

that the graph can be arranged in levels so that the arrows lead from "lower" to "higher" levels only. Figure 1-2 shows such an arrangement, as all the arrows lead upwards on the page. For the future, this will be adopted as the convention, so that the arrows can be replaced by simple lines.

A hierarchical system structure is generally regarded as highly desirable (e.g., [Dijkstra 68, p. 343 f.], [Parnas 72b, p. 1057 f.], [Dijkstra 72, p. 48–50]), and on page 151–154 below it will be argued that modular programming requires a hierarchical system structure, since otherwise the correctness of the composed system could not be inferred from the correctness of the individual modules.

So far, the discussion has largely followed Parnas' discussion of system structure in [Parnas 72a, p. 339 f.]. Note that the issue of modular program structure
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is distinct from the issue of design strategy: the structure represented by a design graph could be arrived at in different ways—for example, by "top-down" or by "bottom-up" design. The theory of this thesis deals only with program structure and does not depend on any particular design strategy.

In this thesis, program modules are viewed as defining ("exporting") "program entities", such as data types, data values, data objects, and operations, to be used by other modules or by users of the program. Practically, this means that a module consists of a group of program entity definitions in some programming notation. Many modern programming notations offer constructs to designate such modules—the first of these is SIMULA 67 [DN 66], and the most prominent one is ADA [ANSI 83]. The definitions in a module may be based on program entities that are "imported" from other modules or from the programming environment.

The connections between modules thus consist of program entities that are exported by one and imported by other modules, together with the properties of these program entities that the importing modules may depend on and that the exporting module must guarantee.

Accordingly, interfaces are given as specifications of groups of program entities; such groups in general will be called "structures". A structure that has the properties ascribed to it by an interface is said to "satisfy" the interface or to be a "model" of it; an interface can have any number of models. An interface with no models is called "inconsistent", an interface with several models is called "loose".

The meaning of a modular program is determined by the modules, which must be coded in a programming notation. The interfaces, on the other hand, do not contribute to the meaning of the program, so that they need not be coded in a formal notation. Nevertheless, many authors feel that specifications should be formal, so that they have a well-defined semantics and formal techniques such as machine processing become applicable (e.g., [LZ 75, p. 8 f.]). On the other hand, some argue that most of the benefits of formal specifications can already be achieved by using a "rigorous" method [Jones 80, p. 9-14]. In any case,
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the search for appropriate specification notations continues to be of considerable importance in Computer Science.

An important goal in the design of specification notations and in the design of modular programs is to obtain simple interface specifications. "Simplicity" here means not just short, elegant specifications, but also, as Parnas [Parnas 72a] has pointed out, that an interface should contain precisely the right ("designer controlled") amount of information: while too little information in an interface would impede its use, too much information in an interface would tend to make the interface more complex, and would restrict the range of models.

Data abstraction is a technique to simpliy interfaces that describe encapsulated data types or data objects. A type or object is said to be "encapsulated", if access to the type or object is restricted to a fixed set of basic operations, called the "access operations" of the type or object, so that any operation involving the type or object must be realized on the basis of these operations.

Of course, every data type or data object in programming comes equipped with a certain set of basic operations, so that it may be said to be encapsulated; the novelty in programming notations that support data abstraction is a feature that allows the programmer to define the set of access operations to a data type or object. Usually this is done by declaring the type or object to be "private" to a module: Inside that module, the type or object is defined together with a number of operations, which are defined as usual on the basis of the access operations provided by the type or object definition; outside of the module, however, only those operations of the type or object are available that are explicitly exported from the module. In particular, the basic operations provided by the type or object definition are not available outside the module unless exported explicitly, so that information about the way the type or object is defined is not propagated to the remainder of the program.
The central idea of data abstraction is that the behaviour of a program using an encapsulated data type or data object depends only on those aspects of the encapsulated type or object that constitute its "observable behaviour".

The behaviour of a program consists in the results produced by its possible computations on input values. Specifying or comparing the behaviour of programs is possible only if input and output values belong to fixed, predefined data types or data objects that may be called the "visible" types and objects of the program. The other types and objects of the program affect the program's behaviour only indirectly, namely via the visible results produced by computations involving them.

When data types and data objects are encapsulated by a number of access operations, the computations involving the types or objects can generate values of the types or objects by means of the access operations and use these values as input to further access operations. Some of the access operations may produce result values outside the encapsulated types or objects, which can then be further processed by operations outside the encapsulation. Only the result values of these access operations can ultimately affect the behaviour of a program using the encapsulation, because the program's behaviour manifests itself in the visible types and objects, and because these access operations provide the only means to pass from the inside to the outside of the encapsulation.

Thus, the "observable behaviour" of encapsulated types and objects, which alone affects the behaviour of programs using them, consists of the results that the possible combinations of access operations produce in types or objects outside of the encapsulation.

The idea that only the observable behaviour of encapsulated types and objects affects the behaviour of programs using them can be exploited to simplify interfaces describing such types and objects. These interfaces should be "minimal" [LZ 75] or "abstract" [Guttag 77] [Parnas 79] in the sense that they only characterize the observable behaviour of the encapsulated types and objects and avoid specifying unobservable aspects, which could clutter the interface specification, require additional verification effort and even restrict the range of structures satisfying the interface.
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Research in data abstraction has to a large extent been concerned with the search for specification notations that allow one to describe abstract interfaces. The ideal here would be a specification notation whose sentences could express only observable properties, so that all specifications in this notation would be completely abstract.

Unfortunately, no such specification notation has been found that would be practically useful.

To appreciate the problems here, consider the classic specification of the stack data type (with access operations `empty`, `push`, `pop`, and `top`) over some element data type `elem` by means of the equations

\[
\text{for all } s \in \text{stack}, x \in \text{elem}: \\
\quad \text{top}(\text{push}(x, s)) = x, \\
\quad \text{pop}(\text{push}(x, s)) = s.
\]

The second equation relates two values of type `stack`. This equality of stacks is not observable to a user of the stack data type, since an equality operation for stacks is not among the access operations given above (this is normal, as the stack data type is perfectly useful without it). In particular, there are representations of the stack data type that do not preserve this equality, such as the familiar representation by an array together with a counter of elements on the stack. In this representation, a term of the form \(\text{pop}(\text{push}(\ldots, s))\) may result in an array in which a cell has changed compared to \(s\), namely the cell used to hold the element that was pushed on the stack.

We see here that using equations between `stack` values may lead to specifications that are not fully abstract. But simply forbidding equations between stacks would not be a solution either: In the resulting language, only equations between terms of sort `elem` could be written, which would correspond to observable facts. However, the (behaviour of the) stack data type can then no longer be specified in a finite number of axioms, even if full first-order predicate logic is used (I have proved this around 1980, but the proof has not been published and is too complex and remote from the subject of this thesis to be included here).
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It is easy to see intuitively why this is impossible: The permitted atomic formulas are equations between terms of sort \textit{elem}. In each such term, only a finite number of \textit{pop} operations can occur, and hence the value of the term is not affected by how the stack deals with values that have been pushed to more than a certain maximal depth beyond the top of the stack. A finite set of sentences of first-order logic contains only a finite number of terms, and so there exists a certain finite depth beyond which the behaviour of the stack does not affect the validity of the formulas any more. In other words, given a finite set of first-order formulas whose atomic formulas are \textit{elem} equations only and that hold for the "true" stack data type, we can define \( K \) to be the maximal number of occurrences of \textit{pop} operations in any term of the formulas, and can then construct a model that deals incorrectly with values pushed beyond depth \( K \) from the top of the stack, but which nevertheless satisfies all the formulas.

It thus appears that practical interface specifications for encapsulated data types and objects cannot be fully abstract in general, but that they often have to prescribe unobservable facts, such as equality of values of encapsulated types. But such specifications prescribe more than just the observable behaviour of their models, so that some structures may fail to satisfy the specification despite exhibiting correct observable behaviour. An example for this is the array-and-counter representation for stacks mentioned above, which does not satisfy the equation \( \text{pop}(\text{push}(x,s)) = s \).

An indication that this problem has long been recognized in data type theory can be seen in the large number of papers dealing with "implementation" concepts for specifications of encapsulated data types. (Data type theory has mainly dealt with encapsulated types rather than with encapsulated objects; the following discussion therefore concentrates on encapsulated types. Theories of encapsulated types should be easily applicable to abstract objects also, since with each object we can associate the type of its values.) The notion of "implementation" can be seen as a generalization of the usual satisfaction notion for interface specifications, whose purpose is to characterize all the acceptable representations of an encapsulated data type despite the fact that the specification might prescribe unobservable properties.
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An "implementation" of a specification can be defined to be a structure representing a type together with its access operations [GHM 78], or a specification of such a structure [EKMP 82] [Ehrich 82] [Ganzinger 83]; very often implementation concepts are based on a relation ("representation") between structures [Milner 71] [Hoare 72] [GTW 78] [SW 82] [Lipeck 83]—an implementation of a specification can then be defined as a structure that "represents" a structure (the "abstract model") satisfying the specification, or as a specification whose models have this property. This approach has the advantage that the representation relation can be considered independently of the specification notation and its semantics.

A natural way of obtaining a representation relation for encapsulated data types is to formalize the notion of the "observable behaviour" of such structures [GGM 76] [Bothe 81] [Reichel 81] [Schoett 81] [GM 82] [SW 83] [Kamin 83]; comparisons of the various notions can be found in [HR 83] and [ST 84a, p. 17]. A representation relation is obtained by requiring the representing structure to have the same observable behaviour as the structure represented, i.e., to be "behaviourally equivalent" to it.

A straightforward way of applying these ideas has been presented by Sannella, Tarlecki, and Wirsing in their "ASL" approach [SW 83] [ST 84a] [ST 85]. ASL is a "kernel specification language" featuring a "behavioural abstraction" operation that may be applied to an arbitrary specification and yields a new specification whose models are defined to be those structures that are behaviourally equivalent to some model of the original specification. Thus, a specification obtained by behavioural abstraction is by definition fully abstract in that only observational aspects of its models are prescribed.

Accordingly, ASL allows one to take a very simple view of data abstraction: to describe an encapsulated data type, one writes a specification \( P \) as usual (an arbitrary technique may be used for this, since ASL is "institution-independent", hence can be used with all specification notations), and then applies the behavioural abstraction operator to it, yielding the specification \( \text{behaviour}(P) \). The
correct implementations of the encapsulated type are then exactly the models of \( \text{behaviour}(P) \).

As illustrated in [ST 84b], one technique to prove an implementation correct with respect to a specification of the form \( \text{behaviour}(P) \) is to exhibit a model of \( P \) and to show that the implementation is behaviourally equivalent to it; this closely corresponds to the usual proofs of data representation correctness.

The view of program development with data abstraction taken in connection with ASL is very simple: A specification is transformed by successive refinement steps until an executable specification, i.e., a program, is obtained. The refinement relation between specifications is simply the inclusion relation between their model classes, so that the program obtained at the end is trivially correct. Data abstraction consists in using the behavioural abstraction operator on specifications, and poses no further methodological problems.

Elegant and simple as the ASL approach to program development may seem, there is a serious problem. While data representation correctness proofs, which consist in proving satisfaction of a specification of the form \( \text{behaviour}(P) \), can be performed as usual, the users of an abstract data type cannot rely on the original specification \( \mathcal{F} \), but must base their correctness arguments on the specification \( \text{behaviour}(P) \). The first problem here is that the specification \( \text{behaviour}(P) \) is weaker than \( \mathcal{F} \), in that it characterizes the possible representations of the models of \( P \). Secondly, the class of models of \( \text{behaviour}(P) \) is defined semantically, and in general no finite set of axioms can fully describe \( \text{behaviour}(P) \), so that using this specification in correctness arguments may become difficult.

Assume, for example, that \( P \) is the classic specification of the stack data type that was discussed above. In the ASL approach, users of the data type would have to use the specification \( \text{behaviour}(P) \), whose models are all those structures that have the same observable behaviour as a model of \( P \), where values of the element data type \( \text{elem} \) are considered observable and those of type \( \text{stack} \) unobservable. As was discussed above, there is no finite set of sentences, even in full first-order logic, that would characterize the models of \( \text{behaviour}(P) \).
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The equation \( \text{pop}(\text{push}(x, s)) = s \) of \( P \) would not be available to the users, since it describes an unobservable property that is not satisfied in all representations (e.g., it does not hold in the array-and-counter representation discussed above). Hence the elegance and simplicity with which the original specification \( P \) describes stacks would largely be lost to the users.

As another example, consider a data type of integers that might be provided as a basic data type by a programming notation. Since nonstandard representations of integers are possible (e.g., a sign-and-magnitude representation with two values representing zero), the users of the integers could not rely on the familiar mathematical laws, but would have to use a different, weaker theory that would characterize the observable behaviour of the integers.

Thus, the ASL approach causes practical difficulties by not allowing the original specification \( P \) of an encapsulated type to be used, but only the weaker and less familiar specification \( \text{behaviour}(P) \).

I feel that to achieve the main goal of data abstraction, namely to simplify interfaces describing encapsulated data type and objects, users must be allowed to use the original, "abstract" specifications, despite the fact that these specifications might not be satisfied by the actual representations of the types or objects. Abstract specifications should be written in the form that is most convenient; in particular, data types might be specified abstractly by mathematical models (e.g., integers, tuples, or sequences), and users should be allowed to use the familiar mathematical properties of these models in their correctness arguments.

This thesis is therefore based on the following view of data abstraction:

Data abstraction in modular programming allows an interface to be viewed in two different ways. While a module importing an interface may depend on all its properties, the module exporting an interface need not guarantee all its properties, but only has to provide a structure "representing" a structure with these properties.

Clearly, data abstraction in this sense implies that modules importing an interface will not always be supplied with a structure having the expected properties.
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Thus, an explanation is needed for the correctness of programs designed using data abstraction. The goal of this thesis is to develop a formal theory of modular programming with data abstraction, and to formulate the conditions under which it yields correct programs.

1.2 Approaches to the Correctness Problem

The previous section has discussed the view of program development taken in connection with ASL by Sannella and Tarlecki, where the correctness problem of data abstraction is solved in a simple way, namely by forcing users to rely on a derived specification $\text{behaviour}(P)$ that characterizes the possible representations of an encapsulated data type specified by $P$. It was argued that this approach conflicts with the goal of data abstraction, which is to simplify interfaces by allowing "abstract" descriptions of encapsulated types.

A possible remedy of this problem in the approach of Sannella and Tarlecki would be to exhibit proof techniques that would make it as simple to use the specification $\text{behaviour}(P)$ as it would be to use $P$ itself. To date, however, the proof rules exhibited for the behaviour construct allow one to derive only "visible" formulas; that is, formulas whose variables (corresponding to input values) are of visible sort only, and that are obtained by logical connectives and quantification from equations between terms of visible sort [ST 84a, p. 15 and 17]. These proof rules in combination with first-order logic seem to be insufficient for program development; at least if we consider formal proofs (e.g., because an automatical theorem prover is used). The argument showing this is based on the theorem mentioned before (page 8 f.) that the behaviour of the stack data type cannot be specified by a finite number of "visible" first-order formulas. The proof rule given by Sannella and Tarlecki would not allow a finite formal correctness proof of a program that depends on the property that values can be retrieved from a stack after they have been "buried" to an arbitrary depth under other values. A simple example of this problem is that it is not possible to prove formally that $\text{test}(n, x) = x$ for all $n \in \mathbb{N}$ and $x \in \text{elem}$, where $\text{test}$ is defined by
the following recursive code on the basis of the stack data type that was given on page 8:

\[
\text{test}(n: \mathbb{N}, x: \text{elem}) : \text{elem} = \text{top}(\text{multipop}(n, \text{multipush}(n + 1, x, \text{empty}())))
\]

\[
\text{multipush}(n: \mathbb{N}, x: \text{elem}, s: \text{stack}) : \text{stack} = \begin{cases} 
\text{if } n = 0 \text{ then } s \\
\text{else multipush}(n - 1, x, \text{push}(x, s)) 
\end{cases}
\]

\[
\text{multipop}(n: \mathbb{N}, s: \text{stack}) : \text{stack} = \begin{cases} 
\text{if } n = 0 \text{ then } s \\
\text{else multipop}(n - 1, \text{pop}(s)), 
\end{cases}
\]

The problem here is that to prove this program correct, we need an infinite number of formulas about the stack data type, namely for each \(n \in \mathbb{N}\) the formula

\[
\text{top}(\text{pop}^n(\text{push}_{x+1}(\text{empty}()))) = x, \tag{1}
\]

where \(\text{push}_x(s) := \text{push}(x, s)\) and \(f^0(x) = x, f^{n+1}(x) = f(f^n(x))\). In an informal proof, one might argue that the formulas of type (1) are all consequences of the laws of the stack data type, and that since these formulas are "visible" (they are equations between \text{elem} values), they also hold in the behavioural abstraction of the stack specification. This argument cannot be turned into a formal proof, however, because the inference that all formulas of type (1) hold also in the behavioural abstraction of the stack specification would involve an infinite number of applications of the proof rule given by Sannella and Tarlecki.

Even if the informal proof of (1) just given was considered acceptable, the use of infinite sets of formulas would still make this a more cumbersome form of reasoning than a proof using the stack specification in its original form: By induction on \(n \in \mathbb{N}\), one easily proves that

\[
\text{multipush}(n, x, \text{push}(x, s)) = \text{push}(x, \text{multipush}(n, x, s))
\]

\[
\text{multipop}(n, \text{multipush}(n, x, s)) = s,
\]

and obtains that

\[
\text{test}(n, x) = \text{top}(\text{multipop}(n, \text{multipush}(n + 1, x, \text{empty}())))
\]

\[
= \text{top}(\text{multipop}(n, \text{if } n + 1 = 0 \text{ then } \text{empty}())
\]

\[
\text{else multipush}((n + 1) - 1, x, \text{push}(x, \text{empty}())))
\]
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\[ = \text{top}(\text{multipop}(n, \text{multipush}(n, x, \text{push}(x, \text{empty}()))) ) \]
\[ = \text{top}(\text{push}(x, \text{empty}()) ) \]
\[ = x. \]

We see that the proof that \( \text{test}(n, x) = x \) for all \( n \in \mathbb{N} \) and \( x \in \text{elem} \) is quite simple when the original stack specification is used, yet would require infinite sets of formulas of first-order logic when Sannella’s and Tarlecki’s methodology and their proof rule for the behavioural abstraction operator is used. This would make an informal proof quite cumbersome, and a formal proof (e.g., in an automatic theorem prover) impossible.

Sannella [personal communication, 5 July 1986] suggests that a way to solve this problem with the ASL approach would be to design an institution with sentences powerful enough to express the infinite set (1) of sentences as a single sentence (the notation might be akin to the one actually used in (1) above).

The specification notation of such an institution is likely to be powerful enough to allow most encapsulated data types to be specified in a finite number of axioms that refer only to observable properties. There is still the question, however, of whether this notation will also be useful in practice, or whether the necessary enumerations of terms as in (1) above will be too cumbersome. If the notation turned out to be practically usable, it would be a major advance, because the notation would be an ideal specification notation for encapsulated data types (capable of expressing only observable properties and practically usable), which, as discussed in the previous section, has eluded researchers so far.

Quite often in the literature dealing with abstract data types and their implementation, we find that the problem of the correctness of user programs is not discussed at all or just mentioned in passing, with statements such as “the representation of an encapsulated data type may be changed freely” (e.g., [GTW 78, p. 83] [LB 79, p. 283] [BW 84, p. 268]). This is essentially the informal motivation of data abstraction given in the previous section, which has become part of the “folklore” [Harel 80] of Computer Science:
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Folklore. The behaviour of a program in which values of an encapsulated data type are manipulated only by means of the proper access functions depends only on the observable behaviour of the type, and its correctness is not affected by a change of representation of the type.

Such an informal statement, however, is of little use in a formal theory of program development; what such a theory needs is a formal version of the statement that can be rigorously proved, and that can then be used in a proof that modular programming with data abstraction yields correct programs.

But the vagueness of the "folklore" causes problems not only in theory, but also in practice. Suppose, for example, that one wanted to use data abstraction in the design of programs in PASCAL [BS 82] [DS 85]. Since PASCAL does not have an "encapsulation feature" with appropriate visibility rules, coding conventions or a modification of the language are needed to ensure that only the permitted access functions to an encapsulated type are used outside the encapsulation.

But restricting the operations by which an encapsulated type may be accessed would not suffice to guarantee representation independence of user code; the data type constructors array and set of PASCAL create loopholes that must be closed too.

Consider the two functions

```pascal
function equal1(x, y: T): boolean;
var a: array[T] of boolean;
begin a[x] := false;
a[y] := true;
equal1 := a[x] end;

function equal2(x, y: T): boolean;
begin equal2 := x in [y] end;
{[y] is the set with single member y,
in is the membership test}.
```
These functions allow one to detect the equality of values of a type $T$, even if equality was not among the permitted access functions (PASCAL requires that $T$ be an "ordinal type"; this means that $T$ may be integer, boolean, char, an "enumerated type", or a subrange of one of these [BS 82, Section 6.4]). If $T$ represents an abstract type such that several values of $T$ represent the same abstract value, then the two functions may yield different results over the representation type $T$ than over the abstract type, namely when $x$ and $y$ are different values of $T$ that represent the same abstract value.

Thus, PASCAL code using an encapsulated type must not be allowed to use the type in the index position of the array type constructor, nor as the argument of the set type constructor. Other uses of encapsulated types as arguments for data type constructors, e.g., as the component type of an array, record, or file type definition, do not cause such problems. We see that the notion of what constitutes "proper use" of an encapsulated data type is not as simple as it might have seemed.

A less severe, but still annoying problem exists in ADA [ANSI 83]. In ADA, a data type may be declared either private or limited private to restrict the visibility of its operations. For a private type, the equality operator of the representation remains visible. To allow the usual freedom in the design of representations, the representation equality must not be visible, and the encapsulated type must therefore be declared limited private. But this also disallows assignment to variables of the type (called "objects" in ADA). To some extent this can be remedied by declaring a procedure that performs such an assignment; but the use of procedure calls in place of assignment statements is likely to make a program less legible. Also, it remains impossible for user code to initialize variables in connection with their declaration.

The problem results from the fact that the predefined equality and assignment are lumped together in ADA, in that they can be made either both available or both unavailable. From the viewpoint of preserving the correctness of user programs under a change of data representation, it is not necessary to forbid assignment when the representation equality is made invisible, since assigning values of encapsulated types to variables does not cause any problems (although
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some care would be necessary if nondeterministic operations were present [Nipkow 86]).

These examples illustrate the dangers of relying on informal ideas only as the basis of data abstraction: programming languages might leave loopholes or introduce unnecessary restrictions. A formalized notion of what constitutes "proper access" to an encapsulated type is not only essential for a theory of data abstraction, but can also help in the design of data abstraction programming languages.

Let us now turn to formal approaches to the correctness problem. While the early papers of Milner [Milner 71] and Hoare [Hoare 72] contain proofs that their methods lead to correct programs, the problem has then been neglected for quite some time.

Milner's method allows one to prove certain relations between programs by constructing a relation called a "simulation" between their state spaces. This method is applicable to programs related by a change in data representation, as illustrated in Milner's Example 2 [Milner 71, p. 485-487]. However, data representations are not proved correct "locally", but only in the context of the whole program. On the one hand, this means that there exists no correctness problem. On the other hand, the method does not correspond to the goal of modular programming to separate the correctness proofs of the data representation and of the code using it, because in a proof of correctness of a data representation, one is forced to consider the program as a whole.

Hoare's method [Hoare 72] does allow one to separate the correctness arguments for data representation and user code. A data representation is proved correct by stating a "representation invariant" and giving an "abstraction function" that maps the representation values satisfying the invariant to the abstract values they represent. Hoare shows that a correct program remains correct when an "abstract variable" (an encapsulated data object) is replaced by its representation [Hoare 72, p. 278 f.] (this section is labelled "Formalities").

Hoare formulates his correctness criterion for "abstract variables", but it can easily be transferred to encapsulated types. This has been done so often
that Hoare's concept may be called the "standard" representation concept for
data types (see Section 4.5). However, Hoare's proof that user programs remain
correct when abstract variables are replaced by their representations does not
immediately generalize to abstract types. The reason is that data types can not
only be used to declare variables (to which Hoare's proof would then apply), but
also to define new data types. As the PASCAL examples given above illustrate,
Hoare's proof idea can only be generalized to data types if one assumes that the
available data type constructors are in some sense "well-behaved" [Schoett 81,
Section 5.2].

The generalization of Hoare's idea to data types was carried out by myself
([Schoett 81]; a short version in English is [Schoett 83]). The paper uses a fairly
different framework from Hoare's in that it deals with "program modules" that
allow one to define new data types and operations on the basis of imported data
types and operations. Such modules can be specified and implemented indepen-
dently of each other, and a family of modules can be composed into a module
representing their combined semantics. When a module is implemented, the
import interface may be taken for granted, while the exported program entities
need only "represent" a structure satisfying the export interface [Schoett 81,
p. 104 f.]. Hence the theory allows users and implementers to view a specifica-
tion differently, which means that it deals with data abstraction as viewed in this
thesis. Accordingly, in the theory of [Schoett 81], the problem of the correctness
of the composition of a system of independently implemented modules appears.

To solve the correctness problem, i.e., to show that the composition of sepa-
rately implemented modules behaves correctly, the paper imposes the restriction
that each of the modules to be composed must have the so-called "homomor-
phism expansion property" ("HEP") to the effect that when a module is supplied
with two different import structures that are related by a "homomorphism" (i.e.,
a strong partial homomorphism in the terminology of this thesis—Def. 4.4.3),
then the two results of the module on these import structures must be related
by an extension of that homomorphism [Schoett 81, p. 119].

The paper then argues that program modules written in a concrete program-
ing notation that access their import data types only via the permitted access
functions will satisfy the HEP. To justify this, it is shown informally that familiar data type constructors, such as those for sum and product types, have the HEP, and that functions defined recursively over given base functions have the HEP also.

The weak point of my 1981 paper is the HEP and my attitude that the HEP would always be satisfied in concrete programs.

The first problem with the HEP is that it is sufficient for the composability of module implementations, but stronger than necessary. This thesis will derive "stability" criteria that are both necessary and sufficient, and it will be seen that the HEP is overly restrictive for the behavioural representation concept used in [Schoett 81] (see Theorem 5.4.9 below). The HEP is, however, the appropriate stability criterion for the "standard representation" notion based on Hoare's paper [Hoare 72] (see Theorem 5.4.4 below).

The second problem with my 1981 approach is that the conjecture that the HEP would always be satisfied in concrete programs that use only "well-behaved" type constructors is stated and proved only informally. In particular, the notion of "well-behaved" type constructors should be formalized in order to rule out constructors like set and array of PASCAL. From the discussion of these constructors earlier in this section, it is clear that these constructors must not occur in a programming language supporting data abstraction. Hence the HEP or an improved "stability" criterion should not be regarded as a "natural law", but as a design criterion for data abstraction programming languages. From this point of view, it becomes even more important to derive stability criteria that are necessary and sufficient for the composability of module implementations rather than using ad hoc criteria like the HEP, since by using a too restrictive criterion, the design of programming languages could be hampered.

Very similar to the composition of program modules is the composition of "parameterized abstract data types" ("PADTs"), which has been treated extensively in the literature, beginning with [TWW 82] (an earlier version of which appeared in 1978) and [Ehrig et al. 80], and influenced by the "theory procedures" of CLEAR [BG 77].
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PADTs are based on many-sorted algebras as models of data types and operations of programs, and the semantics of a PADT usually is a functor mapping import algebras to export algebras which are enrichments of the import algebras by new sorts and functions, which model new data types with their access operations. Often, this functor is the free functor defined by a pair of Horn clause specifications (the idea is due to [TWW 82]; the language of infinitary Horn clauses is the most general one that admits the free functor semantics [Tarlecki 83] [MM 84]).

Pairs of specifications describing import and export interfaces of a module or a PADT are also often considered in the literature, usually under the name "parameterized specification". Often, composition operators are defined directly for parameterized specifications (these developments begin with CLEAR [BG 77] [BG 80] [BG 81]).

The composition of PADTs or parameterized specifications involves a "signature morphism" connecting the import interface of one PADT or parameterized specification to the export interface of another one, which allows the entities exported by the latter PADT or parameterized specification to be "renamed" before being imported by the former. Semantically, these signature morphisms cause no new problems.

The correctness problem of data abstraction appears in connection with PADTs or parameterized specifications when we consider the composition of their implementations. After Goguen and Burstall [GB 80], this kind of composition is called "horizontal composition", and so the problem appears in the literature under the name "horizontal composition of implementations" of PADTs or parameterized specifications.

We shall now look at the treatment of the horizontal composition problem in the literature.

One problem we shall encounter is that implementations of PADTs or parameterized specifications can only be composed when the argument of each PADT or parameterized specification, which in general is supplied by another implementation, satisfies the import interface of that PADT or parameterized specification. This is not automatically guaranteed by the horizontal composition
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theorems, but usually appears as an explicit condition. But this condition, which we shall call the "fitting condition", implies that each implementation must be designed so that it satisfies the import interfaces of the PADTs or parameterized specifications using it, so that the freedom is lost to design implementations independently of each other.

In [Schoett 81] this problem did not appear, because the modules that are composed do not have any semantic requirement, but are capable of operating on all syntactically correct arguments. Modules in concrete programming notations have this property to a large extent, in that definitions of new program entities have a well-defined semantics for almost every possible semantics of the program entities used in them. Exceptions to this may occur when a "standard" type is used that may not be redefined by the user, or when type constructors impose semantic requirements on their argument types (e.g., the requirement mentioned earlier that in PASCAL the index type of the array type constructor and the argument type of the set type constructor must be "ordinal types").

We shall therefore also consider what the theorems of the literature say in the special case that the implementation PADTs or parameterized specifications have no semantic requirements, but admit all syntactically correct arguments. In that case, the fitting condition will always be satisfied, so that it is possible to design the implementations of a system independently of each other.

In [SW 82], the fitting condition appears explicitly among the conditions of the horizontal composition theorem, because the theorem requires a "theory morphism" \( \sigma': R' \rightarrow A' \), where \( R' \) is the import interface of the implementation of a parameterized specification, and \( A' \) is the implementation of the argument [SW 82, p. 30]. That \( \sigma' \) is a "theory morphism" means that the requirements expressed in \( R' \) are consequences of \( A' \) after renaming according to \( \sigma' \). This is just the fitting condition.

The horizontal composition theorem of [SW 82] remains interesting, however, if we assume that the implementing parameterized specifications have no semantic requirements. In that case the fitting condition is always satisfied, and it becomes possible to design the implementations of a system independently of each other. In the proof of the theorem, the correctness problem of data ab-
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Abstraction is solved by exploiting the fact that the parameterized specifications are written in a certain variant of the specification language CLEAR, in which the "data constraints" have been replaced by "hierarchy constraints" in order to give the language the desired composability properties. This language can thus be said to support data abstraction. It is not clear, however, how the theorems could be transferred to implementations written in other notations such as concrete programming languages, except in the case that there exists a translation of that language into the CLEAR variant investigated by Sannella and Wirsing.

In the theory of Goguen and Meseguer [GM 82], an extremely severe restriction is made. The "fitting morphism" in a horizontal composition must be of the form $F: T \rightarrow T_{A_1}$, where $T$ is the import interface of a parameterized specification and of its implementation, and $T_{A_1}$ is the theory whose signature is that of the abstract argument, but that contains no axioms [GM 82, p. 279]. This means that an implementation importing program entities from another implementation may not rely on any properties of these program entities except their pure syntax. It does not help to assume that the implementing parameterized specifications have no semantic requirements, because the theory assumes that implementations have the same import interfaces as their specifications, so that the specifications of a system could not have any semantic requirements either. This would mean that no nontrivial semantic properties of imported program entities could be used at all, which seems to be an unrealistic restriction to put on program development.

In a paper by Ehrig and Kreowski [EK 83], the horizontal composition problem is split into two parts, called "inner actualization" and "outer parameterization". The "inner actualization" problem is concerned with comparing a parameterized specification and its implementation when they are applied to the same argument, and it is shown in the paper that this results in a correct "induced implementation". The "outer parameterization" problem is concerned with the situation that the results of a parameterized specification and its implementation are passed to another parameterized specification. This problem is closely related to the correctness problem of data abstraction, namely the question of how programs are affected by a change of representation of the encapsulated types.
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they use. Ehrig and Kreowski, too, point out that a solution to this problem is essential for a theory supporting the horizontal composition of implementations [EK 83, p. 282]. The problem is not solved in the paper, however, so that the theory of horizontal composition remains incomplete.

The composition theorem of [Ganzinger 83] is proved using the assumption that an implementation always satisfies its specification: "In what follows we can always assume that SPEC1 ⊆ SPECP" [Ganzinger 83, p. 346]; SPEC1 is the specification and SPECP is the set of "programs" implementing it (both are sets of equations). Thus, of course, the correctness problem, which is caused by the fact that the program entities supplied by an implementation need not satisfy the export interface on which other modules may depend, does not occur in Ganzinger's treatment. Ganzinger justifies his assumption by arguing that the equations of a specification can be added to the "programs" of an implementation if necessary. But if we try to relate Ganzinger's equational "programs" to programs in a concrete programming notation, we see that the program obtained by adding such equations has very little to do with the old one: If, e.g., we have programs that implement a list data type, adding a commutativity axiom for list concatenation ("l1 \circ l2 = l2 \circ l1") would mean that completely different (and unusual) code for the concatenation operation would have to be written that would cause the commutativity law to be satisfied. With regard to concrete programs, Ganzinger's assumption that SPEC1 ⊆ SPECP cannot be made "without loss of generality", but it is a genuine restriction of the implementation notion.

In Lipeck's thesis [Lipeck 83], a "conservativity" criterion for PADTs is introduced, which serves a similar function to the "homomorphism expansion property" of [Schoett 81], but which is a little more restrictive. Lipeck presents two composition theorems. The first one [Lipeck 83, p. 73] deals only with "simple" PADTs, that is, PADTs whose semantic requirements are trivial (i.e., admit all syntactically correct structures). Since the PADTs to be implemented must also be simple, this means that they may not depend on any semantic properties of their arguments, which is too restrictive for practice (it is similar to the restriction we get in the theory of Goguen and Meseguer [GM 82] if we assume that implementations have no semantic requirements).
Lipeck's second composition theorem [Lipeck 83, p. 78] allows PADTs with nontrivial requirements, but imposes a fitting condition by demanding "top-down-applicability" of the implementation PADTs to their arguments. As Lipeck himself points out, this condition may make it necessary to redesign implementations in order to make them composable with with the other implementations in a system [Lipeck 83, p. 86].

If, however, we assume that the implementation PADTs are "simple", i.e., are "conservative" and have no semantic requirements, we get a composition theorem that is similar to the one given by myself [Schoett 81, p. 119]. Lipeck's "conservativity" criterion for PADTs [Lipeck 83, p. 57] is a little more restrictive than my "homomorphism expansion property" for modules [Schoett 81, p. 119]; on the other hand, the composition mechanisms studied by Lipeck allow renaming of program entities via signature morphisms and are therefore more general than my composition operation for modules.

In summary, the contributions to the correctness problem by the papers dealing with the horizontal composition of PADTs are the following. The papers that do not circumvent the correctness problem deal with it either by exploiting the properties of the particular notation used to define the parameterized specifications that are dealt with (modified CLEAR in [SW 82]), or by postulating a semantic condition for the PADTs that constitute the implementation ("conservativity" in [Lipeck 83]). The papers allow the implementation PADTs or parameterized specifications to have nontrivial semantic requirements; the way these requirements are dealt with is unsatisfactory, however, because their satisfaction is made an explicit "fitting condition" in the horizontal composition theorems. To satisfy this condition, implementations must be developed with a view to the requirements of the PADTs or parameterized specifications that will ultimately depend on them; this means that the implementations in a system cannot be designed independently of each other.

A recent contribution to the correctness problem is a paper by Nipkow [Nipkow 86], which is more general than most other papers in that it deals with
nondeterministic functions. Nipkow presents an implementation concept for en-
capsulated data type with nondeterministic operations [Nipkow 86, Def. 2.1.4],
and then formulates a set of conditions on the semantics of a programming lan-
guage that is sufficient to ensure that the observable behaviour of a program is
not affected by a change of representation of an encapsulated data type [Nip-
kow 86, Theorems 4.1 and 4.2]. Nipkow shows the usefulness of these conditions
by exhibiting a programming notation that satisfies them, and that can therefore
soundly be used in connection with his implementation notion for encapsulated
nondeterministic data types.

I conjecture that Nipkow's conditions are slightly more restrictive than nec-
essary, because they require that every homomorphism between two models of
an encapsulated data type can be extended to a homomorphism on the semantic
domains of the language that relates the semantics of all program constructs
over the two models. In the proof of Theorem 5.4.9 in this thesis, a data type
constructor is presented that can safely be used in a data abstraction language,
yet that does not allow to extend a homomorphism between models of its param-
eter type into a homomorphism between the enriched models produced by the
constructor. I conjecture that this type constructor is admissible in Nipkow's
framework also, yet that it violates Nipkow's sufficient criteria for a language to
be sound.

Another line of research related to the correctness problem of data abstraction
is the development of "representation independence" theorems for the typed
\( \lambda \)-calculus [Reynolds 83] [Statman 85] and for the second-order typed \( \lambda \)-calcu-
lus [Donahue 79] [Haynes 84] [MM 85]. The general form of these theorems is
(cf. [MM 85, p. 225]):

Given a "logical relation" \( R \) between two models of the (second-
order) typed \( \lambda \)-calculus, then for every closed term, its meanings in
the two models are related by \( R \).

These theorems have been called "representation independence" theorems, be-
cause they can be used to compare the semantics of programs over different
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representations of their basic data types. These representations define \( \lambda \)-calculus models, and if two representations can be connected by a "logical relation", the theorems guarantee that for any program, its meanings over the two representations will be related.

These theorems do not apply directly to the correctness problem of data abstraction, because they deal with the meaning of one program in different models, and not with changes in representation of encapsulated types, which would mean that different, possibly abstract, programs would have to be compared.

Mitchell [Mitchell 86] has recently investigated how the "representation independence" idea can be applied to the correctness problem. Following [MM 85], Mitchell defines "programs" to be closed terms whose type is a member of a fixed set of "program types", and considers two \( \lambda \)-calculus models to be "observationally equivalent", if all programs have the same meaning in them (this is just the idea of "visible" types in data abstraction, cf. Section 4.2 below). In [MM 85], it is shown that observational equivalence of models is characterized by the existence of a logical relation that is the identity on the program types.

Mitchell attempts to transfer this idea to encapsulated data types by calling two definitions of an encapsulated type "observationally equivalent with respect to \( \mathcal{R} \)" , where \( \mathcal{R} \) is some given logical relation between models, if whenever the definitions are substituted into some program context, the meanings of the two resulting programs in the two models are related by \( \mathcal{R} \). Mitchell presents a sufficient condition for this type of "observational equivalence": Whenever the two type definitions are applied in environments that are related by \( \mathcal{R} \), it must be possible to extend \( \mathcal{R} \) to the results produced by the two type definitions [Mitchell 86, Theorem 6].

This is almost, but not quite, general enough to solve the correctness problem of data abstraction. For, if we consider encapsulated type definitions that are based on other encapsulated type definitions, the relation \( \mathcal{R} \) relating the environments of the "higher level" type definitions will not be fixed, but will be the extended relation relating the results of the lower level type definitions, and will thus depend on the particular representations chosen for the lower level types.
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What is needed to solve the correctness problem of data abstraction is that type definitions do not just extend some fixed relation, but an arbitrary one.

It will be shown in Chapter 5 of this thesis that this kind of criterion does indeed provide a sufficient basis to prove that programs containing separately implemented encapsulated data types function correctly (Theorem 5.1.4). The relation between the theory of this thesis and the "representation independence" theories for the \( \lambda \)-calculus will then be further discussed in the Conclusions of this thesis.

1.3 Overview of the Thesis

The thesis presents a theory of modular programming with data abstraction that explains why this discipline leads to correct programs.

The theory is developed on an abstract level, based on the notion of an "institution". An institution comprises "signatures", which represent the syntactic properties of groups of program entities, and for each signature a set of "models", which represent the semantics of the program entities of the signature (note that the "models" of an institution correspond to "structures" in the terminology of the previous two sections). A "specification" or "interface" in an institution is a signature together with a set of models of that signature. The notion is thus independent of any particular specification notation. The "institution" notion used in this thesis differs somewhat from the one introduced by Goguen and Burstall [GB 84] in that "sentences" are omitted and an "inclusion" relation between signatures is added.

To put the theory into a more concrete setting, the institution of "partial many-sorted algebras" will be dealt with in detail. Partial many-sorted algebras model the data types and functions of strongly typed functional programs. A development of such a program is presented in the following section of the Introduction, and in the later chapters, this development will be analysed by means of the theory and provide the examples.
Chapter 2 below presents the basic notion of an "institution" and introduces the institution of partial many-sorted algebras.

In Chapter 3, a general theory of modular programming is developed in the context of an institution. The fundamental concept of this theory is that of a "cell", which consists of an import and an export interface, and which can represent concrete program modules as well as abstract modules or module specifications.

Modular programming is viewed as the construction of a "structured correctness argument", in which each cell is proved correct with respect to its specification, which also is a cell, and where the specification cells form a "decomposition" of a "global" cell that consists of the external import and export interfaces of the system. The purpose of such a "structured correctness argument" is to show that when the cells of the system are "composed" (corresponding to the operation of a compiler or linking loader), the resulting cell is correct with respect to the global cell.

The correctness notion appropriate for modular programming (without data abstraction) is the "refinement" relation between cells. A refinement of a cell $M$ is a cell that produces results satisfying the export interface of $M$ whenever it is supplied with program entities satisfying the import interface of $M$. With this notion of correctness, all the interfaces of a program will be satisfied by the program entities defined in the program.

Data abstraction enters the picture in Chapter 4. The theory of data abstraction in an institution is based on a "representation relation" between the models, which must satisfy a few simple axioms, but apart from that can be chosen arbitrarily. The idea is that the program entities defined by a program need no longer satisfy the interfaces themselves, but that they only need to "represent" a model satisfying them. This leads to a different correctness notion for cells, which is called "universal implementation". The central theorem of the thesis asserts the "composability of universal implementations"; i.e., that "universal implementation" can be used as the correctness notion in a structured correctness argument: Given a family of cells that are universal implementations of
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their specifications, which in turn form a decomposition of a global cell, the composition of the cell family is a universal implementation of the global cell.

In the later sections of Chapter 4, specific representation relations between partial algebras are considered. Section 4.2 argues that to make such representation relations useful for practice, the data types of a program in which it performs its input and output must be distinguished from the other, "internal" types of the program. This leads to a slight modification of the institution of partial many-sorted algebras to the effect that the signatures record a distinction between "visible" and "hidden" data types.

The remaining sections of Chapter 4 introduce three representation relations between partial many-sorted algebras: "behavioural inclusion", "behavioural equivalence", and "standard representation". The first two relations are based on the idea of the "observable behaviour" of an algebra.

Behavioural inclusion reflects the concept of a "partial" or "restricted" representation [KA 84], which may abort when its capacity is exceeded, but that otherwise must deliver correct observable results. Behavioural inclusion is characterized by the existence of a certain kind of relation between the algebras, which is called a "correspondence". To establish a correspondence between two algebras is a practically useful method to prove the correctness of a data representation with respect to behavioural inclusion.

Behavioural equivalence is the equivalence relation between partial algebras induced by behavioural inclusion. This relation holds between two algebras if all computations that start with values of visible types deliver the same observable results. It is the recommended representation relation for practical programming. Behavioural equivalence is characterized by the existence of a "strong correspondence" between the algebras. This yields a practically useful method to prove two algebras behaviourally equivalent.

Standard representation is the criterion due to Hoare [Hoare 72] that has commonly been proposed for the correctness of data representations; it requires the existence of an "abstraction function" from the representation algebra to the algebra it represents. Abstraction functions are strong correspondences that are also partial functions. The standard representation relation is more restric-
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tive than behavioural equivalence; this is the reason that specifications with a
"representation bias" [Jones 80, p. 259–265] do not allow certain representations
to be proved correct using the standard representation criterion. The problem
disappears if behavioural equivalence is used as the correctness criterion for data
representation.

While the "universal implementation" relation can be used as the correctness
notion in a structured correctness argument, and thus provides a theoretical ba-
sis for data abstraction in modular programming, it is too strong to be proved
in practice for each module of a system. Chapter 5 shows how the "universal
implementation" concept can be factored into two components called "simple
implementation" and "stability". This decomposition requires not just a "rep-
resentation relation", but a "representation category" over the models of each
signature, where a model is a representation of another one, iff there exists a
morphism in the representation category (i. e., a "representation morphism")
from the representation to the model it represents.

"Simple implementation" is a relation between cells that reflects the way data
representation correctness proofs are performed in practice. In particular, in
proofs of the "simple implementation" property of a cell, the imported program
entities may be assumed to satisfy the import interface of the cell specification.
This reflects the postulate that users of an encapsulated type should be allowed
to use the abstract specification of the type rather than only the properties of
its representations, which Section 1.1 has explained to be essential for the data
abstraction programmig method.

It suffices to prove the "simple implementation" property of a cell with re-
spect to its specification, if the implementation cell is "stable". This criterion
admits an elegant characterization; in particular, a cell is stable, if each rep-
resentation morphism between arguments can be extended to a representation
morphism between the results of the cell on these arguments. Stability can
serve as a design criterion for programming languages intended to support data
abstraction, because if all the modules that can be written in the language are
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stable, then programmers need only verify the "simple implementation" property of their modules.

The later sections of Chapter 5 present representation categories for the three representation relations between partial algebras introduced in the previous chapter. The representation morphisms for behavioural inclusion are correspondences, the morphisms for behavioural equivalence are strong correspondences, and the morphisms for standard representation are abstraction functions.

The stability notions for the three representation concepts have the property that a cell is stable, if and only if the respective representation morphisms can be extended from the arguments of the cell to its results. In particular, the stability property for behavioural equivalence turns out to be very similar to the "representation independence" theorems that have been proved for versions of the typed λ-calculus (see the previous section). This suggests that stability is a reasonable requirement to demand of the modules of a "data abstraction" programming language.

It is shown that under certain natural conditions, the stability notions for behavioural inclusion and for behavioural equivalence are equivalent to each other, while the stability notion for standard representation is more restrictive than these. Thus, not only does standard representation provide a more restrictive implementation criterion for the programmer, it also puts more restrictions on the programming languages that can safely be used in connection with it. Since the correspondence proof methods for the behavioural representation concepts are just as simple as the "standard" proof method using abstraction functions, the behavioural representation concepts should replace standard representation as the correctness criterion for data representations in practical programming.
1.4 An Example of Modular Programming with Data Abstraction

The program development in this section illustrates the view of modular programming and data abstraction that was introduced in Section 1.1. Furthermore, the interfaces and modules that occur here will serve as running examples throughout the presentation of the formal theory, so that keeping the present example in mind will help the reader relate the theoretical concepts to practical program development.

The development will proceed in a top-down fashion; that is, interfaces will as far as possible be designed according to the needs of the modules that use them. These needs will usually be determined during the design of these modules, so that the design of a module and of some of its import interfaces will often go hand in hand.

In particular, we will avoid introducing an encapsulated type and its access functions in a single step; since the type will be used by different modules, each of these modules determines an interface specifying those access functions that it needs. These access functions are refined independently of each other, and only after the refinement has reached a level of access functions that are considered "elementary", the complete group of the remaining access functions is considered together in order to design an implementation of the encapsulated type.

This kind of development requires that one can specify and refine the access functions to a type independently of each other. The "mathematical" specification technique that is used here makes this easy, because it allows one to explicitly specify a set of values for an encapsulated type (so that one can write "abstract model" specifications). One can then specify the operations in the traditional manner by referring to their input and output values, although other modes of specification that relate the operations to each other remain possible.
The programming problem to be solved here is the construction of a "dictionary":
Given a text as input, that is, a sequence of words, an alphabetically ordered
sequence is to be constructed that contains exactly the words occurring in the
text, but each word only once.

More abstractly, we assume as given a data type \( \text{item} \) (containing words, for example), and a function

\[
\text{leitem}: \text{item} \times \text{item} \rightarrow \{\text{T}, \text{F}\}
\]

(\( \text{bool} = \{\text{T}, \text{F}\} \) is the standard type of truth values) that is defined every-
where and is such that the relation \( \leq \subseteq \text{item} \times \text{item} \) defined by

\[
x \leq y :\iff \text{leitem}(x, y) = \text{T}
\]

is a total ordering\(^1\) on \( \text{item} \) (the symbol "item" in mathematical expressions
denotes the set of values of type \( \text{item} \)). The relation \( < \subseteq \text{item} \times \text{item} \) is defined
in the usual way:

\[
x < y :\iff x \leq y \land y \nless x
\]

\[
\iff \text{leitem}(x, y) = \text{T} \land \text{leitem}(y, x) = \text{F}.
\]

Figure 1-3 gives the specification of the \( \text{item} \) data type on which our program
development is based. The semi-formal notation in which it is written will be
used throughout the thesis and deserves some explanation. The whole construct
is called an interface in agreement with the "interface" notion of Section 1.1,
because it characterizes a group of program entities (\( \text{bool}, \text{item}, \text{leitem} \)).

The signature part gives the syntactic properties of these program entities:
the symbols labelled sort denote data types (the name "sort" is used in connec-
tion with algebras, see Section 2.2), the symbol \( \text{leitem} \) denotes a function with
two arguments of sort \( \text{item} \) and result of sort \( \text{bool} \).

The properties part specifies semantic properties of the program entities.
The names of the program entities are used as normal mathematical symbols: a

\(^1\)The definitions of all the mathematical concepts and notations used here can be found
in Section 2.1.
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\[ I_{ITEM} = \]
\[
\text{interface}
\]
\[
\text{signature}
\]
\[
\text{bool, item: sort}
\]
\[
\text{leitem: item \text{ item} \rightarrow bool}
\]
\[
\text{properties}
\]
\[
\text{bool = \{T, F\}}
\]
\[
\text{dom leitem = } \prod (\text{item, item})
\]
\[
\{ (x, y) \mid \text{leitem}(x, y) = T \} \text{ is a total ordering on item}
\]

**Figure 1-3:** The interface \( I_{ITEM} \)

type name denotes the set of values of the type, and a function name denotes a partial function from the product of the value sets of the argument types to the value set of the result type. In our example, it is thus a consequence of the signature that \( \text{leitem: } \prod (\text{item, item}) \rightarrow \text{bool} \); in other words, that \( \text{leitem} \) is a partial function from the set of pairs of \( \text{item} \) values to \( \text{bool} \). Further properties are then given using ordinary mathematical notation. In the example, the type \( \text{bool} \) is defined as the “standard” type of truth values, the function \( \text{leitem} \) yields a result for all possible arguments and describes a total ordering on \( \text{item} \) (namely the ordering \( \leq \subseteq \text{item} \times \text{item} \) that was defined earlier).

The desired “dictionary” operation will have finite sequences of \( \text{item} \) values as argument and result. Such sequences will be written in the form \( l = \langle l_1, \ldots, l_n \rangle \) \( (n \geq 0) \), and we use the notations

\[
\begin{align*}
\text{dom}\langle l_1, \ldots, l_n \rangle &= \{1, \ldots, n\} & \text{(the index set of a sequence)} \\
\text{ran}\langle l_1, \ldots, l_n \rangle &= \{l_1, \ldots, l_n\} & \text{(the set of “elements” of a sequence)} \\
|\langle l_1, \ldots, l_n \rangle| &= n & \text{(the length of a sequence)} \\
\langle l_1, \ldots, l_n \rangle \circ \langle k_1, \ldots, k_m \rangle &= \langle l_1, \ldots, l_n, k_1, \ldots, k_m \rangle & \text{(concatenation of sequences)}
\end{align*}
\]
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The set of all finite sequences of item values is written "item\".".

We assume a predefined data type listitem, whose values are the finite sequences of item values. This type together with its access functions is defined by the interface \textit{I\textsubscript{LISTITEM}} shown in Figure 1-4.

We are now ready to specify our design goal, the "dictionary" operation. One requirement is that its result sequence should be strictly ordered according to the ordering \leq described by \textit{leitem}. This property is expressed by the predicate "Ascending" for sequences of item values:

\[
\text{Ascending}(l) :\iff \text{whenever } 1 \leq i < j \leq |l|, \text{ then } l_i < l_j
\]

(recall that \(l_i < l_j\) means that \(\textit{leitem}(l_i, l_j) = \text{T}\) and \(\textit{leitem}(l_j, l_i) = \text{F}\)).

The dictionary function is specified by the interface \textit{IDICT} in Figure 1-5. Besides the dictionary operation itself, this interface contains a number of other program entities, namely those that are required in the description of this operation. The type \textit{listitem} is included with the specification of its set of values, because it is the argument and result type of dictionary. The specification uses the predicate "Ascending", which is defined using the relation < on item, which in turn is defined on the basis of \textit{leitem} and \textit{bool}. Hence these program entities are also included in the specification, together with their semantic properties that ensure that the specification of the dictionary operation makes sense. Given an argument list \(l\), this operation is required to produce a list containing exactly those item values that occur in \(l\) (\(\text{ran(dictionary}(l)) = \text{ran}(l)\)), and that is strictly ordered according to \leq (\(\text{Ascending(dictionary}(l))\)). In particular, this condition ensures that the resulting list contains each item value at most once.

From a practical point of view, it would be reasonable to classify the symbols occurring in an interface such as \textit{IDICT} into two groups: into those that are to be defined by the interface (here, dictionary), and those that only provide the context for this definition. In particular, a programmer should not be misled into producing an implementation of program entities according to an interface in which they occur only as context symbols with perhaps just a subset of their
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$I_{\text{LISTITEM}} =$

interface

signature

\[
\begin{align*}
\text{bool, item, listitem: sort} \\
\text{nil: } & \rightarrow \text{listitem} \\
\text{cons: item listitem} & \rightarrow \text{listitem} \\
\text{isnil: listitem} & \rightarrow \text{bool} \\
\text{hd: listitem} & \rightarrow \text{item} \\
\text{tl: listitem} & \rightarrow \text{listitem}
\end{align*}
\]

properties \((x: \text{item, } \langle l_1, \ldots, l_n \rangle: \text{listitem})\)

\[
\begin{align*}
\text{bool} & = \{\text{T}, \text{F}\} \\
\text{listitem} & = \text{item}^* \\
\text{nil}() & = \langle \rangle \quad \text{(the empty list)} \\
\text{cons}(x, \langle l_1, \ldots, l_n \rangle) & = \langle x, l_1, \ldots, l_n \rangle \\
\text{isnil}(\langle l_1, \ldots, l_n \rangle) & = \begin{cases} 
\text{T}, & \text{if } n = 0 \\
\text{F}, & \text{if } n > 0
\end{cases} \\
\text{dom hd} & = \text{dom tl} = \text{listitem} \setminus \{\langle \rangle\} \\
\text{for } n \geq 1: & \begin{cases} 
\text{hd} \langle l_1, \ldots, l_n \rangle & = l_1 \\
\text{tl} \langle l_1, \ldots, l_n \rangle & = \langle l_2, \ldots, l_n \rangle
\end{cases}
\end{align*}
\]

Figure 1-4: The interface $I_{\text{LISTITEM}}$

properties. For example, it would be nonsense to implement listitem according to the interface $I_{\text{DICT}}$.

From the point of view of our theory, however, this distinction is not necessary. Each interface gives properties of some program entities, and it is some module's responsibility to ensure that the interface is satisfied. These responsibilities are recorded in a design graph. This thesis does not attempt to present a complete methodology for the construction of design graphs.
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\[ I_{DICT} = \]

interface

signature

\[ bool, \ item, \ listitem : \ sort \]
\[ leitem : \ item \ item \rightarrow \ bool \]
\[ dictionary : \ listitem \rightarrow \ listitem \]

properties

\[ bool = \{T,F\} \]
\[ dom \ leitem = \prod(item, item) \]
\[ \{(x,y) \mid leitem(x,y) = T\} \] is a total ordering on \( item \)
\[ listitem = item^* \]

for all \( l \in listitem: \)

\[ ran(dictionary(l)) = ranl \]
\[ Ascending(dictionary(l)) \]

Figure 1-5: The interface \( I_{DICT} \)

Some basic rules, however, are that each program entity may be defined only once, and that when a module is to define a group of program entities, all those interfaces have to be exported and hence guaranteed by the module that mention some of these entities and have not already been exported by other modules.

In the example, it would not be appropriate to define \( listitem \), because we assumed it to be defined already in the programming environment. Even if that was not the case, \( listitem \) could not be implemented with only \( I_{DICT} \) as the export interface; rather, one would have to take both \( I_{DICT} \) and \( I_{LISTITEM} \) into account, since they both mention \( listitem \).

We now begin to develop a modular program for the \( dictionary \) operation specified by \( I_{DICT} \), on the basis of the interfaces \( I_{ITEM} \) and \( I_{LISTITEM} \). That is to say, the program we are designing has to complete the design graph shown in Figure 1-6.
The development presented here is artificial in the sense that the design decisions are not guided by practical criteria such as efficiency, but are motivated mainly by the desire to keep the whole development reasonably small while illustrating some principal features of a modular program development.

The first design decision is to decompose the dictionary function into two functions called input and output. The input function maps the input sequence into an internal data structure, and the output function maps this data structure into the desired output sequence. The internal data structure is an element of an encapsulated data type called store. In other words, we intend to define the dictionary function as the composition of the functions input and output, where input maps a listitem value to a store value, and output maps a store value to a listitem value. This definition constitutes the first module of the program, which is called $M_{DICT}$ and given in Figure 1-7.

This figure describes a module that might actually have been written in a concrete programming notation; for example, Figure 1-8 shows how $M_{DICT}$ might be coded as a package in ADA [ANSI 83].
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\[ MDICT = \]

\[
\text{module}
\]

\[
\text{environment signature}
\]

\[
\text{listitem, store: sort}
\]

\[
\text{input: listitem } \rightarrow \text{ store}
\]

\[
\text{output: store } \rightarrow \text{ listitem}
\]

\[
\text{defined symbols}
\]

\[
\text{dictionary: listitem } \rightarrow \text{ listitem}
\]

\[
\text{requirements}
\]

\[
\text{(none)}
\]

\[
\text{result}
\]

\[
\text{dictionary} = \text{ input ; output}
\]

Figure 1-7: The module \( MDICT \)

The notation used in Figure 1-7 records such a module, including some facts that in a programming notation might be determined from the context.

The section environment signature has the same form as the signature section of an interface and lists those program entities that are imported (used, but not defined) by the module with their syntactic properties.

The defined symbols section gives the syntax of the additional symbols defined by the module. These symbols are supposed to be directly accessible outside the module, which in ADA is expressed by a use clause.

The requirements section of our notation gives the semantic properties of the imported program entities that are required by the code, which in general are much weaker than those needed to prove the code correct. In the example, the requirements section is empty, because the definition \( \text{dictionary} = \text{ input ; output} \) does not impose any semantic requirements; it has a well-defined semantics for every interpretation of the environment symbols that matches their syntax. The same holds true for the ADA definition of \( \text{dictionary} \)—this operation is
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package DICT is
  function dictionary(l: listitem) return listitem;
end;

package body DICT is
  function dictionary(l: listitem) return listitem is
    begin
      return output(input(l));
    end;
  end;

use DICT;

Figure 1-8: MDICT coded as an ADA package

well-defined in every context in which it is syntactically correct. A nonempty requirements section could arise from the use of programming language constructs that impose semantic requirements, and examples of this will occur below (in the modules MINPUT, MOUTPUT and MSTORE of Figs. 1-16, 1-18 and 1-19).

Finally, the result section of our notation defines the semantics of the defined symbols of the module. This section and the requirements section use the same mathematical notation as the properties section of an interface. The intention is that the definitions of the result section model data type and function definitions in a concrete programming notation (Clearly, the definition of dictionary in Figure 1-7 matches the ADA definition). To make this correspondence explicit, the function definitions of a module will often be given by recursive code (see Figures 1-16, 1-18 and 1-19 below). This code has the usual meaning of recursive function definitions using a call-by-value semantics.

The module MDICT imports the program entities store, input, and output, which are to be defined by other modules of the program. We still need to record the semantic requirements on these program entities that are necessary for the dictionary function defined by MDICT to be correct. Obviously, the
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\[ I_{INOUT} = \]
\[ \text{interface} \]
\[ \text{signature} \]
\[ \text{bool, item, listitem, store: sort} \]
\[ \text{leitem: item item \rightarrow bool} \]
\[ \text{input: listitem \rightarrow store} \]
\[ \text{output: store \rightarrow listitem} \]

\[ \text{properties} \]
\[ \text{bool} = \{T,F\} \]
\[ \text{dom leitem} = \prod_{(item, item)} \]
\[ \{ (x, y) \mid leitem(x, y) = T \} \text{ is a total ordering on item} \]
\[ \text{listitem} = (item)^* \]
\[ \text{for all} \ l \in \text{listitem}: \]
\[ \text{ran(output(input(l)))} = \text{ran} l \]
\[ \text{Ascending(output(input(l)))} \]

Figure 1-9: The interface \( I_{INOUT} \)

necessary requirement is precisely that the composed function \( \text{input} ; \text{output} \) has the properties required of the \textit{dictionary} function in \( I_{DICT} \). This requirement is recorded in the interface \( I_{INOUT} \) in Figure 1-9. The properties required in this interface are just the ones of \( I_{DICT} \) with \textit{dictionary} replaced by the composition of \( \text{input} \) and \( \text{output} \).

The present stage of the program development can again be shown as a design graph. To the initial interfaces \( I_{DICT} \), \( I_{ITEM} \) and \( I_{LISTITEM} \), we add the module \( M_{DICT} \) with export interface \( I_{DICT} \) and import interface \( I_{INOUT} \), obtaining Figure 1-10.

The module \( M_{DICT} \) is obviously correct with respect to its import and export interfaces: Whenever it is supplied with program entities satisfying \( I_{INOUT} \), the result of the module, which consists of these entities together with the new function \textit{dictionary}, will satisfy \( I_{DICT} \) (the correctness notion indicated here is
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the basic correctness notion for modular programming without data abstraction and is formalized in the "refinement" notion of the theory in Def. 3.1.18). Thus, in the remainder of the program development, we need no longer be concerned with the interface $IDICT$ nor with the module $MDICT$; it remains to construct program entities so that $INOUT$ is satisfied.

Our next design step is concerned with the interface $INOUT$. We could treat $INOUT$ as the specification of an encapsulated data type $store$ with access operations $input$ and $output$, and proceed to implement this type. We shall not do so, however, but decide that $input$ and $output$ should be expressed on the basis of more elementary access functions to the type $store$. 
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What should these more elementary access functions be? It seems best not to make an ad hoc decision at this point, but to consider the operations input and output and to select the elementary functions so as to facilitate the design of the code for these functions. This means that we proceed according to the top-down programming strategy, since we intend to define the elementary functions on store in the process of designing the code that uses them.

We thus turn to the design of the code for the functions input and output. Here we face the problem that neither function can be considered on its own, since the target interface only expresses properties of their composition.

Our first goal therefore is to design two separate specifications of input and output. Together, the two specifications must of course imply the target specification INOUT. To specify input on its own, we have to specify what result values input should produce on any argument. These values, however, are of type store. Similarly, to specify output, we have to specify the desired results for the possible arguments, and the arguments also are values of type store. In order to specify input and output independently of each other, we must therefore be able to talk about values of type store, and this requires that we define a set of values for the type. At this point, the only purpose of this value set is to enable us to specify input and output. Hence the value set for store should be chosen so as to simplify these specifications.

A good guide for the decision about the store value set is to consider the information that needs to be recorded in the values of the type. In the target interface INOUT (as well as from our informal description of the problem), it is easy to see that the result output(input(l)) for l ∈ listitem depends only on ran l, that is, the set of item values occurring in l. Hence it is sufficient that the store values are capable of representing finite sets of item values, and the most natural definition of the store value set is store = F(item), i.e., the set of finite sets of item values. We can then define input(l) to be ran l, which is the set of item values occurring in l, and define the value of output on such a set to be the sorted list of values in the set. These specifications are recorded in the interfaces IINPUT and IOUTPUT in Figures 1-11 and 1-12. Note that input can
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\[ I_{INPUT} = \]

interface

signature

\( \text{item, listitem, store: sort} \)

\( \text{input: listitem} \rightarrow \text{store} \)

properties

\( \text{listitem} = (\text{item})^* \)

\( \text{store} = \text{F}(\text{item}) \)

for all \( l \in \text{listitem}: \text{input}(l) = \text{ran} l \)

**Figure 1-11:** The interface \( I_{INPUT} \)

be specified without reference to the ordering on \text{item}, so that \text{leitem} and \text{bool} need not be mentioned in \( I_{INPUT} \).

The interfaces \( I_{INPUT} \) and \( I_{OUTPUT} \) shall become part of the design graph and make further consideration of \( I_{INOUT} \) unnecessary. To this end, it must be proved that \( I_{INPUT} \) and \( I_{OUTPUT} \) together imply \( I_{INOUT} \). Since correctness proofs are naturally associated with modules in a design graph, it seems best to introduce a module \( M_{INOUT} \) that imports \( I_{INPUT} \) and \( I_{OUTPUT} \) and exports \( I_{INOUT} \) (Figure 1-13). Since all the program entities of the export interface \( I_{INOUT} \) occur among those of the import interfaces \( I_{INPUT} \) and \( I_{OUTPUT} \), the module \( M_{INOUT} \) need not define any new program entities. Thus, \( M_{INOUT} \) is the empty module (Figure 1-14).

Although this module is empty, its correctness must be proved: We have to show that whenever the module is supplied with program entities that satisfy the import interfaces, then these entities (together with the entities contributed by the module, of which there are none in this case) satisfy the export interface. It is easy to see that this is indeed the case: if we combine the axiom of \( I_{INPUT} \) that \( \text{input}(l) = \text{ran} l \) with the axioms of \( I_{OUTPUT} \), the axioms of \( I_{INOUT} \) follow immediately.
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\[ I_{OUTPUT} = \]

interface

signature

\[ \text{bool, item, listitem, store: sort} \]

\[ \text{leitem: item item \rightarrow bool} \]

\[ \text{output: store \rightarrow listitem} \]

properties

\[ \text{bool} = \{\text{T,F}\} \]

\[ \text{dom leitem} = \prod (\text{item, item}) \]

\[ \{ (x, y) \mid \text{leitem}(x, y) = \text{T} \} \text{ is a total ordering on item} \]

\[ \text{listitem} = (\text{item})^* \]

\[ \text{store} = \text{F(item)} \]

for all \( s \in \text{store} \):

\[ \text{ran(output}(s)) = s \]

\[ \text{Ascending(output}(s)) \]

Figure 1-12: The interface \( I_{OUTPUT} \)

We now turn to the design of the \( \text{input} \) operation specified by \( I_{INPUT} \). This operation has to compute the set of \( \text{item} \) values occurring in its argument list, which is a value of type \( \text{listitem} \). The operations that are available to inspect \( \text{listitem} \) values are \( \text{isnil}, \text{hd}, \) and \( \text{tl} \). This suggests the following program structure for \( \text{input} \):

\[ \text{input}(l) = \begin{cases} \text{if isnil}(l) \text{ then } 0 \\ \text{else } \{\text{hd}l\} \cup \text{input}(tl\ l) \end{cases} \]

(recall that we defined \( \text{store} = \text{F(item)} \)). Thus, we postulate two access functions \( \text{empty} \) and \( \text{insert} \) for the type \( \text{store} \) that are defined by

\[ \text{empty}() = \emptyset \]

\[ \text{insert}(x, s) = \{x\} \cup s. \]
1.4 An Example of Modular Programming with Data Abstraction

Figure 1-13: The module \( M_{\text{INOUT}} \) with its import and export interfaces

\[
M_{\text{INOUT}} = \\
\text{module} \\
\quad \text{environment signature} \\
\quad \text{defined symbols} \\
\quad \text{requirements} \\
\quad \text{result}
\]

Figure 1-14: The empty module \( M_{\text{INOUT}} \)

These functions are to be imported by the module defining the input operation, and we record their specification in the interface \( I_{\text{INSERT}} \) of Figure 1-15.

The input operation can now be coded as suggested above. This code constitutes the module \( M_{\text{INPUT}} \) in Figure 1-16. The code given in the result section defines input recursively and corresponds to code in a programming notation. This code requires that \( \textit{bool} = \{ \text{T, F} \} \), because the if construct is used, which requires its first argument to be of the standard type of truth values.

It is worth while to note at this point how the choice of access functions to the type \( \textit{store} \) was influenced by the design of the input operation. If, for example,
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\[ I_{\text{INSERT}} = \]
\[
\text{interface signature}
\]
\[
\text{item, store: sort}
\]
\[
\text{empty: } \rightarrow \text{store}
\]
\[
\text{insert: item store } \rightarrow \text{store}
\]
\[
\text{properties}
\]
\[
\text{store } = F(\text{item})
\]
\[
\text{empty()} = \emptyset
\]
\[
\text{for all } x \in \text{item}, s \in \text{store}: \quad \text{insert}(x, s) = \{x\} \cup s
\]

Figure 1-15: The interface \( I_{\text{INSERT}} \)

the argument of \( \text{input} \) was not a linear list but a binary tree, the function \( \text{insert} \) would be less useful than an access function

\[
\text{union}(s, t: \text{store}): \text{store } = s \cup t,
\]

which would allow one to calculate the union of the two \( \text{store} \) values corresponding to the subtrees of a tree.

To conclude the design of the \( \text{input} \) operation, it remains to prove that \( M_{\text{INPUT}} \) is correct with respect to the import interfaces \( I_{\text{LISTITEM}} \) and \( I_{\text{INSERT}} \) and the export interface \( I_{\text{INPUT}} \). For this, assume that program entities are given as described by \( I_{\text{LISTITEM}} \) and \( I_{\text{INSERT}} \), and that \( \text{input} \) is defined by the recursive code given in \( M_{\text{INPUT}} \). The only nontrivial axiom of \( I_{\text{INPUT}} \) is then that \( \text{input}(l) = \text{ran} l \) for all \( l \in \text{listitem} \). It is easy to prove by induction on the length of lists \( l \in \text{listitem} \) that \( \text{input} \) is total. This allows us to treat the definition of \( \text{input} \) in \( M_{\text{INPUT}} \) as an equation between values of type \( \text{store} \) (for a detailed treatment of this interpretation of recursive function definitions, see [Cartwright 84]). Using this equation, one proves that \( \text{input}(l) = \text{ran} l \) by induction on the length of \( l \):
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\[ M_{INPUT} = \]

\[
\text{module }
\]

\[
\text{environment signature}
\]

\[
\text{bool, item, listitem, store: sort}
\]

\[
isnil: \text{listitem} \rightarrow \text{bool}
\]

\[
hd: \text{listitem} \rightarrow \text{item}
\]

\[
tl: \text{listitem} \rightarrow \text{listitem}
\]

\[
\text{empty: } \rightarrow \text{store}
\]

\[
\text{insert: item store } \rightarrow \text{store}
\]

\[
defined \text{ symbols}
\]

\[
\text{input: listitem } \rightarrow \text{store}
\]

\[
\text{requirements}
\]

\[
\text{bool} = \{T, F\}
\]

\[
\text{result}
\]

\[
\text{input}(l) = \begin{cases} 
\text{empty()} & \text{if } \text{isnil}(l) \\
\text{insert}(hd l, \text{input}(tl l)) & \text{else}
\end{cases}
\]

Figure 1-16: The module \(M_{INPUT}\)

- If \(|l| = 0\), then \(l = \emptyset\), hence \(\text{isnil}(l) = T\), and \(\text{input}(l) = \text{empty}() = 0 = \text{ran}l\).

- If \(|l| > 0\), then \(l \neq \emptyset\), hence \(\text{isnil}(l) = F\), and

\[
\text{input}(l) = \text{insert}(hd l, \text{input}(tl l)) \\
= \text{insert}(l_1, \text{input}(l_2, \ldots, l_n)) \\
= \text{insert}(l_1, \text{ran}(l_2, \ldots, l_n)) \quad \text{(Inductive Hypothesis)} \\
= \{l_1\} \cup \{l_2, \ldots, l_n\} \\
= \{l_1, \ldots, l_n\} \\
= \text{ran}l.
\]
This concludes the correctness proof of $M_{INPUT}$.

Our next task is to design the output operation specified by $I_{OUTPUT}$. Given a store value as input, i.e., a finite set of item values, the operation must produce an ordered list containing exactly these values, which is a value of type listitem. The operations that may be used to construct listitem values are nil and cons. In the case of a nonempty store value $s$, the output list must be of the form $\text{cons}(x, l)$, and since this list must be ordered, the item value $x$ must be the minimal element of $s$, while $l$ must be the ordered list of the other elements of $s$. This suggests the following program structure:

$$
output(s) = \begin{cases} 
\text{nil} & \text{if } s = \emptyset \\
\text{cons}(\text{mins}, output(s \setminus \{\text{mins}\})) & \text{else}
\end{cases}
$$

where mins is the $\leq$-minimal element of $s$, i.e.,

$$
\text{mins} \in s \quad \text{and} \quad y \not< \text{mins} \text{ for all } y \in s.
$$

We therefore postulate three access operations isempty, min, and removemin to the type store that are defined by

$$
isempty(s) = \begin{cases} 
\text{T} & \text{if } s = \emptyset \\
\text{F} & \text{if } s \neq \emptyset
\end{cases}
$$

for $s \neq \emptyset$:

$$
\text{min}(s) = \text{mins}
$$

$$
\text{removemin}(s) = s \setminus \{\text{mins}\}.
$$

The operation removemin is sufficient to code output according to the scheme above; we do not need an operation to remove an arbitrary element from a set. It might be possible to implement the specialized operation removemin more easily and efficiently than a general “remove” operation. The operation removemin is specially designed according to the needs of output, which shows the advantages of determining access operations to a type during the design of the modules that use them.

The three new operations on store are to be imported by the module defining output, and they are specified in the interface $I_{MIN}$ of Figure 1-17.
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\[ I_{\text{MIN}} = \]

\begin{verbatim}
interface

signature

bool, item, store: sort
leitem: item item → bool
isEmpty: store → bool
min: store → item
removemin: store → store

properties

bool = \{T,F\}
dom leitem = \prod\langle \text{item, item} \rangle
\{(x,y) | leitem(x,y) = T\} is a total ordering on item
store = F(item)

for all \( s \in \text{store}: \) isEmpty(s) = \[ \begin{cases} T, & \text{if } s = \emptyset \\ F, & \text{if } s \neq \emptyset \end{cases} \]
for all \( s \in \text{store} \setminus \{\emptyset\} : \\
min(s) = \min s \\
removemin(s) = s \setminus \{\min s\}.
\end{verbatim}

Figure 1-17: The interface \( I_{\text{MIN}} \)

The output operation can now be coded as suggested above. This code forms the module \( M_{\text{OUTPUT}} \) in Figure 1-18.

It remains to prove that \( M_{\text{OUTPUT}} \) is correct with respect to the import interfaces \( I_{\text{LISTITEM}} \) and \( I_{\text{MIN}} \) and the export interface \( I_{\text{OUTPUT}} \). Assume that program entities are given as described by \( I_{\text{LISTITEM}} \) and \( I_{\text{MIN}} \), and that output is defined by the recursive code of \( M_{\text{OUTPUT}} \). The only nontrivial axiom of \( I_{\text{OUTPUT}} \) is that

\[ \text{for all } s \in \text{store: } \text{ran}(\text{output}(s)) = s \]

\[ \text{Ascending}(\text{output}(s)). \]
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\[ M_{OUTPUT} = \]
\[
\text{module}
\]
\[
\text{environment signature}
\]
\[
\text{bool, item, listitem, store: sort}
\]
\[
\text{leitem: item \( \times \) item } \rightarrow \text{ bool}
\]
\[
\text{nil: } \rightarrow \text{ listitem}
\]
\[
\text{cons: item \( \times \) listitem } \rightarrow \text{ listitem}
\]
\[
\text{isempty: store } \rightarrow \text{ bool}
\]
\[
\text{min: store } \rightarrow \text{ item}
\]
\[
\text{removemin: store } \rightarrow \text{ store}
\]
\[
\text{defined symbols}
\]
\[
\text{output: store } \rightarrow \text{ listitem}
\]
\[
\text{requirements}
\]
\[
\text{bool} = \{T, F\}
\]
\[
\text{result}
\]
\[
\text{output}(s) = \begin{cases} 
\text{if isempty}(s) \text{ then nil()} \\
\text{else cons(min}(s), \text{output}(\text{removemin}(s)))
\end{cases}
\]

Figure 1-18: The module \( M_{OUTPUT} \)

A simple induction on the cardinality of sets \( s \in \text{store} = F(\text{item}) \) shows that \( \text{output} \) is total. Hence the definition of \( \text{output} \) can be regarded as an equation between \( \text{listitem} \) values. The axiom above is now proved by induction on the cardinality of sets \( s \in \text{store} = F(\text{item}) \).

The inductive hypothesis is that for sets \( t \in \text{store} \) with \( \text{card}(t) < \text{card}(s) \), we have \( \text{ran}(\text{output}(t)) = t \) and \( \text{Ascending}(\text{output}(t)) \).

If \( \text{card}(s) = 0 \), then \( s = \emptyset \), hence \( \text{isempty}(s) = T \) and \( \text{output}(s) = \text{nil}() = \emptyset \). Thus \( \text{ran}(\text{output}(s)) = \text{ran}(\emptyset) = \emptyset = s \), and \( \text{Ascending}(\text{output}(s)) \iff \text{Ascending}(\emptyset) \), which is vacuously true.
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If \( \text{card}(s) > 0 \), then \( s \neq \emptyset \), hence \( \text{isempty}(s) = \text{F} \), and

\[
\text{output}(s) = \text{cons}(\text{min}(s), \text{output}(\text{removemin}(s)))
\]

\[
= \text{cons}(\text{min } s, \text{output}(s \setminus \{\text{min } s\})).
\]

Let \( s' := s \setminus \{\text{min } s\} \). Since \( \text{min } s \in s \), we have \( \text{card}(s') < \text{card}(s) \), so by the inductive hypothesis,

\[
\text{ran}(\text{output}(s')) = s', \quad \text{and}
\]

\[
\text{Ascending}(\text{output}(s')).
\]

Thus,

\[
\text{ran}(\text{output}(s)) = \text{ran} \text{cons}(\text{min } s, \text{output}(s'))
\]

\[
= \{\text{min } s\} \cup \text{ran output}(s')
\]

\[
= \{\text{min } s\} \cup s'
\]

\[
= s.
\]

To prove \( \text{Ascending}(\text{output}(s)) \), let \( l' = (l'_1, \ldots, l'_n) := \text{output}(s') \), so that \( \text{ran } l' = s' \), \( \text{Ascending}(l') \), and \( l := \text{output}(s) = \text{cons}(\text{min } s, l') = (\text{min } s, l'_1, \ldots, l'_n) \). If \( 1 \leq i < j \leq |l| = n + 1 \), then

- if \( i = 1 \), then \( l_i = l_1 = \text{min } s < l_j \), because \( l_j = l'_{j-1} \in \text{ran } l' = s' = s \setminus \{\text{min } s\} \)

- if \( i > 1 \), then \( l_i = l'_{i-1} < l'_j = l_j \), because \( \text{Ascending}(l') \).

This concludes the correctness proof of \( M_{\text{OUTPUT}} \).

After the modules \( I_{\text{INPUT}} \) and \( I_{\text{OUTPUT}} \) and the interfaces \( I_{\text{INSERT}} \) and \( I_{\text{MIN}} \) have been added to the design graph, the interfaces \( I_{\text{INSERT}} \) and \( I_{\text{MIN}} \) are the only ones that still need to be guaranteed (the current design graph can be obtained from Figure 1-20 below by omitting \( M_{\text{STORE}} \) and the edges leading to it). One could, of course, attempt to express the five access functions to the \textit{store} data type that are specified in these interfaces in terms of yet more elementary access functions, as it was done with \( \text{input} \) and \( \text{output} \). But we shall not do so and regard the functions \textit{empty}, \textit{insert}, \textit{isempty}, \textit{min} and \textit{removemin} as the elementary access functions of the \textit{store} data type.
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Our task is now to design an implementation of the \textit{store} data type. Since the two remaining interfaces \textit{INSERT} and \textit{MIN} both mention \textit{store}, they must both be export interfaces of the module that defines \textit{store}.

For the design of the \textit{store} implementation, we use the "standard" criterion for the correctness of data representations due to Hoare [Hoare 72]. Given a "representation" data type with access functions that corresponds syntactically to an "abstract" type with its access functions, the correctness of the representation is established as follows:

- A "representation invariant" \( I \) is defined, which is a predicate on the values of the representation type.

- An "abstraction function" \( A \) is defined that maps the values of the representation type that satisfy \( I \) to values of the abstract type. A value \( x \) of the representation type is said to "represent" a value \( y \) of the abstract type in case \( x \) satisfies \( I \) and \( A(x) = y \). Values of types other than the type to be represented (these types are not changed in the representation) are said to "represent" themselves.

- Every access function \( f \) is shown to be "compatible" with \( I \) and \( A \): Whenever \( \langle x_1, \ldots, x_n \rangle \) is an argument tuple for the representation of \( f \) and \( \langle y_1, \ldots, y_n \rangle \) is an argument tuple for the abstract version of \( f \) such that each \( x_i \) represents \( y_i \), then the applications of the representation of \( f \) to \( \langle x_1, \ldots, x_n \rangle \) and of the abstract version of \( f \) to \( \langle y_1, \ldots, y_n \rangle \) are either both defined or both undefined, and if they are defined, the result value in the representation represents the result value of the abstract application (in particular, the result in the representation must satisfy the representation invariant).

The implementation of the \textit{store} data type that will now be given uses sequences of \textit{item} values to represent \textit{store} values. This choice is motivated by the fact that such sequences are already available as the type \textit{listitem}, so that we can define

\[ \textit{store} := \textit{listitem} \quad (= \textit{item}^*). \]
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More efficient implementations could be designed based on trees, but this would require the introduction of another data type and thus require another interface of similar complexity to \textit{LISTITEM}.

The implementation will avoid duplicate elements in the lists and will keep the lists ordered so that the \textit{min} and \textit{removemin} functions become simple. This decision is expressed by the representation invariant

\[ I(l) \iff \text{Ascending}(l). \]

The \textit{store} value represented by a list \textit{l} is just the set of \textit{item} values occurring in \textit{l}. Hence the abstraction function of the implementation is given by

\[ A(l) := \text{ran} \, l. \]

The main problem in the implementation of the access functions is that the \textit{insert} function must preserve the representation invariant; i.e., the resulting list must be ordered and duplicate-free, provided the argument list is.

The implementation of the \textit{store} data type with its five access functions is given in Figure 1-19. To prove this module correct with respect to the export interfaces \textit{INSERT} and \textit{MIN} and the import interfaces \textit{ITEM} and \textit{LISTITEM}, one has to show that for every family of import program entities satisfying \textit{ITEM} and \textit{ILISTITEM}, the result of \textit{MSTORE} is a representation of a data type satisfying \textit{INSERT} and \textit{MIN}. The latter, "abstract", data type is almost fully determined by \textit{INSERT} and \textit{MIN} (assuming fixed import program entities satisfying \textit{ITEM} and \textit{ILISTITEM}), except for the behaviour of \textit{min} and \textit{removemin} when the argument is the empty set, which is not relevant for the code using these functions. Since the implementations of these operations do not yield results on the representation of the empty set (the empty set is represented by the empty list, \textit{min} is implemented as \textit{hd} and \textit{removemin} is implemented as \textit{tl}), the \textit{min} and \textit{removemin} operations of the abstract type must also be undefined on the empty set in order for the proof to go through.

The representation invariant \textit{I} and the abstraction function \textit{A} for the correctness proof were given above; to complete the proof, it has to be shown that the five access functions are compatible with \textit{I} and \textit{A}. This proof is given in Exam-
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\[ M_{\text{STORE}} = \]

module

environment signature

\[
\begin{align*}
\text{bool, item, listitem: sort} \\
\text{leitem: item item} & \rightarrow \text{bool} \\
\text{nil:} & \rightarrow \text{listitem} \\
\text{cons: item listitem} & \rightarrow \text{listitem} \\
\text{isnil: listitem} & \rightarrow \text{bool} \\
\text{hd: listitem} & \rightarrow \text{item} \\
\text{tl: listitem} & \rightarrow \text{listitem}
\end{align*}
\]

defined symbols

\[
\begin{align*}
\text{store: sort} \\
\text{empty:} & \rightarrow \text{store} \\
\text{insert: item store} & \rightarrow \text{store} \\
\text{isempty: store} & \rightarrow \text{bool} \\
\text{min: store} & \rightarrow \text{item} \\
\text{removemin: store} & \rightarrow \text{store}
\end{align*}
\]

requirements

\[
\text{bool} = \{T, F\}
\]

result

\[
\begin{align*}
\text{store} & = \text{listitem} \\
\text{empty} & = \text{nil} \\
\text{insert} \text{ is defined by the recursive code} \\
\text{insert}(x, l) & = \text{if isnil(l) then cons}(x, \text{nil}()) \\
& \quad \text{else if leitem}(x, \text{hd} l) \\
& \quad \quad \text{then if leitem}(\text{hd} l, x) \text{ then } l \\
& \quad \quad \quad \text{else cons}(x, l) \\
& \quad \quad \text{else cons}(\text{hd} l, \text{insert}(x, \text{tl} l)) \\
\text{isempty} & = \text{isnil} \\
\text{min} & = \text{hd} \\
\text{removemin} & = \text{tl}
\end{align*}
\]

Figure 1-19: The module \( M_{\text{STORE}} \)
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ple 4.5.3 of this thesis, based on a formal definition of the "standard" correctness
criterion sketched above.

Since $M_{STORE}$ imports only the interfaces $I_{ITEM}$ and $I_{LISTITEM}$, which we as-
sume to be guaranteed by the programming environment, no further unsatisfied
interfaces remain, and the design of the dictionary program is complete. The
complete design graph is shown in Figure 1-20.

Based on a programming environment as described in $I_{ITEM}$ and $I_{LISTITEM}$,
the five modules we have designed constitute a complete program that defines a
function $\text{dictionary} : \text{listitem} \rightarrow \text{listitem}$. Naturally, we would like to be able
to conclude from the correctness proofs of the individual modules that the
dictionary function is correct; i.e., causes $DICT$ to be satisfied.

Here, however, we face the correctness problem of data abstraction. The
modules using the store data type, e.g., $M_{INPUT}$ and $M_{OUTPUT}$, have been
proved correct under the assumption that they were supplied with program en-
tities satisfying their import interfaces, e.g., $I_{INSERT}$ and $I_{MIN}$. However, the
program entities defined by $M_{STORE}$ do not satisfy these interfaces, so that the
correctness proofs of $M_{INPUT}$ and $M_{OUTPUT}$ do not apply in the final system.
For example, $M_{INPUT}$ was proved correct under the assumptions (from $I_{INSERT}$)
that $store = F(item)$, $empty() = 0$, and $insert$ a function from $\Pi(item,F(item))$
to $F(item)$, while in the actual program, we have $store = item^*$, $empty() = \{}$, and
$\text{insert}$ a function from $\Pi(item,item^*)$ to $item^*$.

Thus, there is no direct way to infer the correctness of the dictionary opera-
tion defined by the final program from the correctness of the individual modules,
which we proved in the course of this section. Of course, one could consider the
final program composed of the five modules and prove the correctness of the
dictionary operation on the basis of this program. But this would mean that the
correctness proofs of the individual modules became redundant, and that the
whole program would have to be considered anew. Also, one would then have to
consider the program code on the basis of the representation of the store data
type given in $M_{STORE}$. This violates the principle of data abstraction discussed
in Section 1.1, namely that programs using an encapsulated data type should be
Figure 1-20: The design graph of the *dictionary* program development
proved correct on the basis of the abstract specification of the type rather than the properties of its representations.

The theory of this thesis will present a "stability" criterion for modules that makes it possible to infer the correctness of the dictionary operation from the correctness of the individual modules (however, the stability of the modules of this development will not actually be proved). The design graph in Figure 1-20 and the individual module correctness proofs that we have performed so far constitute a "structured correctness argument" as explained in Chapter 3 below (Figure 3-5). The data abstraction technique has helped us by allowing us to use the abstract specification of the store data type \( \text{store} = F(\text{item}) \) and the access functions specified in \( \text{INPUT}, \text{OUTPUT}, \text{INSERT} \) and \( \text{MIN} \) in the correctness proofs of \( \text{MINOUT}, \text{MINPUT} \) and \( \text{MOUTPUT} \).

Before concluding this section, it seems worthwhile to review an interesting aspect of the design process, namely the way the elementary access functions to the store data type were determined. Rather than defining a set of elementary access functions at the time the type store was first introduced, i.e., when \( \text{M} \text{DICT} \) was designed, we began with the problem-oriented access functions \( \text{input} \) and \( \text{output} \) and determined the elementary access functions during the design of the code for these functions, i.e., during the design of \( \text{MINPUT} \) and \( \text{MOUTPUT} \). In this way, we arrived at a set of elementary access functions tailored to the needs of our program (cf. pages 47 and 50).

The technique by which we arrived at the set of elementary access functions could be called "access function refinement". When the data type store was first introduced in the interface \( \text{INOUT} \), its access functions were \( \text{input} \) and \( \text{output} \), whose specification was derived immediately from the original problem statement. Later, programs were written for these access functions in terms of simpler access functions that were introduced and specified according to the requirements of these programs. During the process, a new function was introduced only if required by some code under design, and its specification was used to prove the correctness of the code using it before the implementation of the
function was considered. This strict top-down design procedure ensured that all operations were designed according to the needs of the code using them.

Our example thus exhibits a design strategy in which all functions are introduced and specified in connection with the design of the code that uses them, rather than as a bunch of elementary access functions to some newly introduced data type that may or may not be useful for the programs to be designed.

**Strategy. (Access function refinement)**

When introducing a new data type, give it access functions that are as closely oriented to your problem as possible. While you consider the functions too complex to be elementary access functions to the type, encode them in terms of simpler access functions that you invent for this purpose. Finally, implement the data type together with the remaining "elementary" access functions as a single module.

The access function refinement strategy influences the choice of a specification technique for encapsulated data types. In order that a function can be refined, i.e., code for it can be written in terms of other functions, it is advantageous that the function be fully specified on its own, rather than implicitly specified via its interaction with other functions. To specify a function on its own, however, one has to consider the relation between its input and output values, and this requires that the ranges of possible input and output values be known. This means that value sets for all the data types accessed by the function must be known, whether encapsulated or not.

In our example, the original specification $INOUT$ of the functions $input$ and $output$ only specified them implicitly via their joint effect, and it was not possible at that stage to consider the functions separately. To make the separate specifications in $INPUT$ and $OUTPUT$ possible, a set of values for the type $store$ had to be defined (we chose $store = F(item)$).

Specifications of encapsulated types that define a set of values for the type are called "abstract model" specifications, while specifications that do not do so are said to be "implicit" data type specifications [LZ 75, p. 12].
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The strategy of access function refinement seems to work best on the basis of abstract model specifications, because with an explicit value set for each type, the access functions can be specified and refined independently of each other.

Choosing a value set for a newly introduced type is an important design decision, even if the type is to be implemented later so that the chosen value set only occurs in specifications.

The danger here is not so much to choose a value set that is "too small" and thus insufficient to represent the required information, because then the access functions could not be expressed in terms of this value set. In our example, it would not have been possible to specify input and output separately so that together they would satisfy $INOUT$; which means that the problem would have been noticed immediately in the correctness proof of $MINOUT$.

Rather more serious is the danger of introducing a value set that is overly complex and that preserves more information than necessary. As will be discussed on page 258 f. below, this need not prejudice the choice of an implementation if "behavioural" correctness concepts and the appropriate proof techniques are used. However, an overly complex value set might misguide the refinement of the access functions of a type.

If, for example, in the dictionary problem we had chosen $INOUT$ as follows:

\[
\begin{align*}
store & = \text{item}^* \\
input & = \text{Id}(\text{item}^*) \\
output & \text{ specified the same way as dictionary,} \\
\end{align*}
\]

we could still express output in terms of functions isempty, min and removemin specified analogously to the ones in $MIN$, but we might then have chosen to refine min and removemin further; e.g., using a function isempty and functions first and rest specified like hd and tl of $LISTITEM$. These functions, which cannot be introduced in the actual specification $store = F(item)$, preclude the implementation of $store$ given in $MSTORE$, because they require that all the information about the input list be represented in the $store$ (since it can be reconstructed by isempty, first and rest). Thus, a less storage-efficient implementation of $store$ would be necessary.
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It is possible to verify that the value set of a type does not represent irrelevant information by applying the following "bias test": an abstract model specification for a data type is "unbiased" and hence free of redundancy, if the access functions allow one to generate all values of the encapsulated type, and if they allow one to distinguish the values from each other. The first condition is generally called the "reachability" or "no junk" requirement; the second condition is what Jones calls the "bias test" in [Jones 80, Ch. 15].

It is important to apply this bias test as soon as the set of values for the type is introduced. In our example, the alternative specification (*) would have shown a bias in the test, because the output function could not discriminate lists with the same range (i.e., set of item values occurring in it). After the indicated refinement steps that introduced the functions isempty, first and rest, the store data type would not have shown a bias in the test, since these functions allow to discriminate its values.

In general, abstract model specifications and the access function refinement strategy should work best for data types for which one can determine an "unbiased" set of values. On the other hand, implicit data type specifications should work best when one can determine the elementary access functions to a type at an early stage. Thus, the choice between an abstract model or an implicit specification of a data type is likely to depend on the situation. It would seem advantageous, therefore, to use a specification notation that does not prejudice this choice by enforcing either abstract model or implicit specifications. The "mathematical" specification notation used in this thesis allows one to specify arbitrary properties of data types and functions, and thus to write both abstract model specifications (e.g., INSERT combined with I_MIN) and implicit specifications (I_INOUT) of encapsulated data types with equal ease.
Chapter 2

Signatures, Algebras, and Institutions

This chapter introduces the basic notions of the theory. "Algebraic signatures" and "algebras", familiar from the literature on abstract data types, serve as models of the program entities in functional programs, such as the ones presented in Section 1.4. However, several key notions and theorems will be developed on a more abstract level, based on the notion of an "institution".

2.1 Mathematical Concepts and Notations

This section presents the basic mathematical concepts and notations from set theory and category theory that will be used in this thesis. Its purpose is not to give a tutorial introduction, but to serve as a concise reference. That is, the reader is supposed to be familiar with the notions of "set", "category" and "functor", and is advised to just skim or skip this section. When a concept is first used in the remainder of the thesis, a short explanation is usually given; the present section may then be consulted for the precise definition.

The theory of this thesis is based on set theory in its "standard" ZFC axiomatization ("Zermelo-Fraenkel set theory with the Axiom of Choice"). Presentations of these axioms can be found in [Kunen 80, p. xv f], [Levy 79, Section I.5], [Barwise 77, Chapter B.1], and in many other places. The important property of ZFC to keep in mind is that there is just one kind of objects, called "sets" (there are other axiom systems that use "classes" or both "sets" and "classes" as their
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The symbol "\( \equiv \)" is used as a concise way of stating definitions—the left hand side contains one or more "new" symbols (usually letters) that become defined such that the left hand side equals the right hand side. For example, in the phrase "If \( x \in M \), then \( y := f(x) \) satisfies ...", the letter "\( y \)" becomes defined to equal \( f(x) \). Similarly, the symbol "\( \iff \)" is used to define predicates.

Here are some of the notations that will be used.

\[
\begin{align*}
N &= \{0, 1, 2, \ldots \} & \text{set of natural numbers} \\
P(A) &= \{ X \mid X \subseteq A \} & \text{power set of a set } A \\
F(A) &= \{ X \mid X \subseteq A \text{ and } X \text{ finite} \} & \text{set of finite subsets of } A \\
(x, y) &= \{\{x\}, \{x, y\}\} & \text{ordered pair (the precise definition is not relevant; what matters is that } (x, y) = (x', y') \text{ iff } x = x' \text{ and } y = y' \text{)} \\
A \times B &= \{(x, y) \mid x \in A \text{ and } x \in B \} & \text{cartesian product of sets } A \text{ and } B \\
A \setminus B &= \{ z \in A \mid z \notin B \} & \text{set difference} \\
\text{if } A \cap B &= \emptyset: \\
A + B &= A \cup B & \text{sum of two disjoint sets (this notation is used when } A \text{ and } B \text{ are disjoint in order to help the reader)} \\
\text{if } A \text{ is finite:} \\
\text{card}(A) &\in N & \text{the cardinality of } A, \text{ i.e., the number of elements of } A. \\
\end{align*}
\]

A relation is a set consisting entirely of ordered pairs. If \( R \) is a relation, then

\[
x R y \iff (x, y) \in R.
\]
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The \textit{domain} and \textit{range} of a relation \( R \) are given by

\begin{align*}
\text{dom } R & := \{ x \mid \exists y: (x, y) \in R \} \\
\text{ran } R & := \{ y \mid \exists x: (x, y) \in R \}.
\end{align*}

The \textit{converse} of a relation \( R \) is

\[ R^U := \{ (y, x) \mid (x, y) \in R \}. \]

The \textit{composition} of two relations \( R \) and \( S \) is

\[ R; S := \{ (x, z) \mid \exists y: (x, y) \in R \text{ and } (y, z) \in S \}. \]

The \textit{restriction} of a relation \( R \) to a set \( M \) is

\[ R/M := \{ (x, y) \in R \mid x \in M \}. \]

The \textit{image} of a set \( M \) under a relation \( R \) is

\[ R[M] := \{ y \mid \exists x \in M : (x, y) \in R \} = \text{ran}(R/M). \]

A \textit{function} is a relation \( f \) that satisfies

\[(x, y) \in f \land (x, z) \in f \implies y = z;\]

that is, if for every \( x \) there is at most one \( y \) such that \( (x, y) \in f \). For \( x \in \text{dom } f \), the unique \( y \) such that \( (x, y) \in f \) is called the \textit{value} of \( f \) on \( x \), and is written \( "f(x)" \) or sometimes just \( "f\ x" \). All of the concepts described above for relations also apply to functions. In particular, the notation \( "f \circ g" \) denotes the composition of the two functions \( f \) and \( g \) in diagrammatic order, so that \( (f \circ g)(x) = g(f(x)) \). A function \( f \) is a \textit{total function} or \textit{mapping} from a set \( A \) to a set \( B \) (written \( "f: A \to B" \)), if

\[ \text{dom } f = A \text{ and } \text{ran } f \subseteq B, \]

it is a \textit{partial function} from \( A \) to \( B \) (written \( "f: A \rightharpoonup B" \)), if

\[ \text{dom } f \subseteq A \text{ and } \text{ran } f \subseteq B. \]
A function $f$ is injective, if its converse $f^{-1}$ is a function (that is, if $(x, z) \in f$ and $(y, z) \in f$ imply $x = y$). A (total or) partial function $f: A \to B$ is surjective, if $\text{ran} \ f = B$; it is bijective, if it is total, injective, and surjective (note that the property "total" depends on the source set $A$, "surjective" depends on the target set $B$, and "bijective" depends on both the source set $A$ and the target set $B$).

If $A$ and $B$ are sets such that $A \subseteq B$, then the unique function $f: A \to B$ satisfying $f(x) = z$ for all $x \in A$ is called the inclusion function from $A$ to $B$; the inclusion from a set $A$ to itself is called the identity function on $A$ and is written "Id($A$)."

A family is a function. Special terminology and notation are used for families: the domain of a family is called its index set, the elements of the domain are the indices. A family is called empty, finite, or infinite according to whether its index set is empty, finite, or infinite. The range of a family is called its set of values or elements (by abuse of language). A family $x$ with index set $I$ is written "$(x_i)_{i \in I}$"; the notation "$x_i$" stands for $x(i)$, that is, the value of $x$ for the index $i \in I$. If the range of a family is a subset of a set $M$, the family is called a family of elements of $M$.

Some mathematical notations have families of sets as arguments: if $M = \langle M_i \rangle_{i \in I}$ is a family of sets, then

$$\prod_{i \in I} M_i := \{ (x_i)_{i \in I} \mid \forall i \in I: x_i \in M_i \}$$

product of a family of sets

$$\bigcup_{i \in I} M_i := \{ x \mid \exists i \in I: x \in M_i \}$$

union of a family of sets

if the $M_i$ are pairwise disjoint:

$$\sum_{i \in I} M_i := \bigcup_{i \in I} M_i$$

sum of a family of pairwise disjoint sets

if $I \neq \emptyset$:

$$\bigcap_{i \in I} M_i := \{ x \mid \forall i \in I: x \in M_i \}$$

intersection of a nonempty family of sets.

A sequence is a family whose index set is an initial segment (i.e., a $\leq$-downward closed subset, see below) of the set $\mathbb{N}_1 := \{1, 2, 3, \ldots \}$. The index set of a
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finite sequence $x$ is of the form $\{1, \ldots, n\}$ for $n \in \mathbb{N}$; the number $n$ is called the length of $x$, written "$|x|\)". A finite sequence $x$ of length $n$ is also called an $n$-tuple and is written "$(x_1, \ldots, x_n)$" or sometimes just "$x_1 \ldots x_n$". In particular, a pair is a 2-tuple, a triple is a 3-tuple, etc.

Since it is the traditional notation, the application of a function $f$ to an $n$-tuple $(x_1, \ldots, x_n)$, which should be written "$f((x_1, \ldots, x_n))$" or "$f(x_1, \ldots, x_n)$", will often be written "$f(x_1, \ldots, x_n)$". In particular, the application of $f$ to the 0-tuple $\emptyset$ will be written "$f(\emptyset)$".

If $x$ and $y$ are finite sequences, their concatenation, written "$x \circ y$", is defined by

$$x \circ y := x \cup \{(i + |x|, y_i) \mid i \in \text{dom } y\};$$

this is a finite sequence whose length is the sum of the lengths of $x$ and $y$. If $M$ is any set, the finite sequences of elements of $M$ are called words over $M$; the notation "$M^*$" denotes the set of all words over $M$, i.e.,

$$M^* = \{ (x_1, \ldots, x_n) \mid n \in \mathbb{N} \text{ and } x_i \in M \text{ for all } i \in \{1, \ldots, n\}\}.$$ 

Let $<$ be a relation. A set $M$ is $\langle$-downward closed, if $x \in M$ and $y < x$ imply $y \in M$. A $\langle$-minimal element of a set $M$ is an $x \in M$ such that no $y \in M$ satisfies $y < x$. The relation $<$ is well-founded, if every nonempty set has a $\langle$-minimal element.

A relation $<$ is transitive, if $x < y$ and $y < z$ imply $x < z$. The transitive closure of a relation $<$ is the intersection of all transitive relations that include $<$, that is,

$$\ll := \{ (x, y) \mid \text{whenever } R \text{ is a transitive rel. and } \ll \subseteq R, \text{ then } (x, y) \in R \};$$

this is well-defined, because $(\text{dom } < \cup \text{ ran } <) \times (\text{dom } < \cup \text{ ran } <)$ is a transitive relation including $<$. It is easily seen that $\ll$ is a transitive relation including $<.$

A preordering on a set $M$ is a relation $\sqsubseteq \subseteq M \times M$ that is transitive and satisfies $x \sqsubseteq x$ for all $x \in M$. The pair $(M, \sqsubseteq)$ is called a preorder, if $\sqsubseteq$ is a preordering on $M$. A preordering $\sqsubseteq$ on a set $M$ that is symmetric, i.e., for which $x \sqsubseteq y$ implies $y \sqsubseteq x$, is called an equivalence relation on $M$. A preordering $\sqsubseteq$
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on a set \( M \) for which \( x \subseteq y \) and \( y \subseteq x \) imply \( x = y \) is called a partial ordering on \( M \); if \( \subseteq \) is a partial ordering on \( M \), then \( \langle M, \subseteq \rangle \) is called a partial order. If \( \subseteq \) is a partial ordering on \( M \) such that for all \( x, y \in M \), we have \( x \subseteq y \) or \( y \subseteq x \), then \( \subseteq \) is a total ordering on \( M \) and \( \langle M, \subseteq \rangle \) is a total order.

Let \( \langle M, \subseteq \rangle \) be a preorder, and let \( N \) be a subset of \( M \). A minimal (maximal) element of \( N \) is an \( x \in N \) such that for all \( y \in N \) such that \( y \neq x \) we have \( y \nsubseteq x \) \( \langle x \nsubseteq y \rangle \) (note that this is slightly different from the definition of "minimal" given above for \( \prec \)-type relations. The notation will always make it clear which definition is meant). A lower bound (upper bound) of \( N \) is an \( x \in M \) such that \( x \subseteq y \) \( \langle y \subseteq x \rangle \) for all \( y \in N \). A least (greatest) element of \( N \) is an \( x \in N \) that is a lower bound (upper bound) of \( N \). These notions also apply to families of elements of \( M \) instead of subsets of \( M \)—for this, a family is identified with its range.

In a partial order \( \langle M, \subseteq \rangle \), the least upper bound (greatest lower bound) of a set \( N \subseteq M \), written \( \bigcup N \) \( \langle \cap N \rangle \), is the least element among the upper bounds (greatest element among the lower bounds) of \( N \); if such an element exists, it is unique. A partial order in which every pair of elements has a least upper bound and a greatest lower bound is called a lattice; one also writes \( \langle x \cup y \rangle \) for \( \cup \{x, y\} \) and \( \langle x \cap y \rangle \) for \( \cap \{x, y\} \) and calls \( \cup \) and \( \cap \) the join and meet operation of the lattice.

A chain in a partial order \( \langle M, \subseteq \rangle \) is a set \( N \subseteq M \) (or a family of elements of \( M \), which as before is identified with its range) that is totally ordered by \( \subseteq \), i.e., is such that \( x \subseteq y \lor y \subseteq x \) for all \( x \in N \). We will often employ "Zorn's Lemma", according to which

a partial order in which every chain has an upper bound

has a maximal element;

it is equivalent to the axiom of choice (see, e.g., [Levy 79, p. 161], [Barwise 77, p. 355]).

Besides the concepts from set theory just presented, this thesis will use some basic concepts from category theory. They can all be found in the first 35 pages.
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of Mac Lane’s book [Mac Lane 71]. However, notation and terminology will be changed slightly in order to avoid confusion in this thesis: a morphism in a category will have a “source” and a “target” instead of a “domain” and a “codomain”, and the composition of two morphisms \( f: A \to B \) and \( g: B \to C \) is written “\( f ; g \)” (i.e., in diagrammatic order) rather than “\( g \circ f \)” or “\( gf \)”.

A category consists of a set \( A \) of arrows or morphisms, a set \( O \) of objects, two mappings \( \text{src}, \text{trg}: A \to O \) mapping each arrow to its source and target object, respectively, a map \( \text{id}: O \to A \) mapping each object to its identity arrow, and a composition operation \( ; \): \( \prod(A,A) \to A \) such that

\[
\text{dom;} = \{ (f,g) \mid \text{trg} f = \text{src} g \},
\]

and for all \( x \in O \) and \( f \in A \):

\[
\text{src} (\text{id} (X)) = \text{trg} (\text{id} (X)) = X
\]

\[
\text{id} (\text{src} f) ; f = f ; \text{id} (\text{trg} f) = f,
\]

and for \( (f,g) \) and \( (g,h) \) in \( \text{dom;} \):

\[
\text{src} (f ; g) = \text{src} f
\]

\[
\text{trg} (f ; g) = \text{trg} g
\]

\[
(f ; g) ; h = f ; (g ; h).
\]

If \( C \) is a category, then \( |C| \) is its set of objects, and for \( x,y \in |C| \), the hom-set \( C(X,Y) \) is the set of arrows from \( X \) to \( Y \) in \( C \), i.e.,

\[
C(X,Y) = \{ f \mid f \text{ an arrow of } C, \text{src} f = X \text{ and trg} f = Y \}.
\]

We also write “\( f: X \to Y \text{ in } C \)” to express that \( f \in C(X,Y) \).

A special kind of categories are the categories of sets, where the set \( O \) of objects is a set of sets (in ZFC, this is always true), and the set \( A \) of arrows consists of all the total functions between these sets (to be precise, \( A \) consists of triples \( (S,f,T) \), where \( f \) is a total function from \( S \) to \( T \) ), with composition the usual composition of functions. Note that a category of sets is completely determined by its set of objects.
Before presenting some examples of categories of sets, a foundational problem has to be solved. We would like to have at our disposal something like the "category of all sets"; unfortunately, this category would have the "set of all sets" as its set of objects, which does not exist in ZFC.

We shall adopt Mac Lane's solution to this problem [Mac Lane 71, p. 21–24], which is to postulate the existence of a "universe", that is, a set closed under all the usual operations of set theory. Such a universe can be said to contain all the sets of interest in "normal" mathematics, and hence it is a useful approximation to the idea of the "set of all sets".

To be precise, a universe is a set \( U \) such that

\[
\bigcup U \subseteq U \quad (\text{equivalently, } X \in U \implies X \subseteq U),
\]

for all \( X \in U \): \( \bigcup X \in U \) and \( P X \in U \),

\( N \in U \), and

whenever \( f \) is a function with \( \text{dom } f \in U \) and \( \text{ran } f \subseteq U \), then \( \text{ran } f \in U \).

Now ZFC set theory is augmented by the axiom

there exists a universe.

For the remainder of the thesis, \( U \) is a fixed universe. The elements of \( U \) are called small sets; similarly, mathematical objects such as functions or categories are called small, if they are elements of \( U \). The subsets of \( U \) (which may or may not be small sets), are called classes.

This gives us two important categories of sets:

Set is the category of sets whose objects are the small sets (i. e., \(|\text{Set}| = U\)),

Cls is the category of sets whose objects are the classes (i. e., \(|\text{Cls}| = P(U)\)).

Another useful kind of categories are the preorder categories, in which every hom-set has at most one element. These categories correspond to preorders, for if \( C \) is a preorder category, then its object set \(|C|\) is preordered by the relation \( X \subseteq Y \iff C(X, Y) \neq \emptyset \), and if \( \langle M, \sqsubseteq \rangle \) is a preorder, a preorder category is obtained by taking \( M \) as the object set, \( \sqsubseteq \) as the arrow set (recall that \( \subseteq \) is a set
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of ordered pairs) and by putting \( \text{src}(x, y) := x \), \( \text{trg}(x, y) := y \), \( \text{id}(z) := (x, x) \), and \( (x, y) ; (y, z) := (x, z) \).

If in a a preorder category \( C \) we have for all objects \( X, Y \) that \( C(X, Y) \neq \emptyset \) and \( C(Y, X) \neq \emptyset \) imply \( X = Y \) (so that the preordering \( \subseteq \) of the category is a partial ordering on \( |C| \)), then \( C \) is called a partial order category.

One partial order category we shall use is \( \text{SetIncl} \), whose objects are the small sets, and whose arrows are all the inclusion mappings between small sets.

With each category \( C \) is associated the opposite category \( C^{\text{op}} \), which has the same object and arrow sets, but in which the notions of "source" and "target" are swapped and the order of arguments of composition is reversed:

If \( f : X \to Y \) (i.e., \( \text{src} f = X \) and \( \text{trg} f = Y \)) and \( f ; g = h \) in \( C \),

then \( f : Y \to X \) (i.e., \( \text{src} f = Y \) and \( \text{trg} f = X \)) and \( g ; f = h \) in \( C^{\text{op}} \).

To avoid confusion, an arrow \( f \) of \( C^{\text{op}} \) is usually written "\( f^{\text{op}} \)" , so that we obtain the laws

\[
\begin{align*}
    f : X \to Y \text{ in } C & \iff f^{\text{op}} : Y \to X \text{ in } C^{\text{op}} \\
    \text{and} & \\
    f ; g = h \text{ in } C & \iff g^{\text{op}} ; f^{\text{op}} = h^{\text{op}} \text{ in } C^{\text{op}}.
\end{align*}
\]

A functor \( F \) from a category \( C \) to a category \( B \) (notation: \( \text{"} F : C \to B \text{"} \)) consists of an object function mapping the \( C \)-objects to \( B \)-objects and an arrow function mapping the \( C \)-arrows to \( B \)-arrows (both of these mappings are usually written \( \text{"} F \text{"} \) also) such that whenever \( X \in |C| \) and \( f \) and \( g \) are composable arrows of \( C \), we have

\[
\begin{align*}
    F(\text{id}(X)) & = \text{id}(F(X)) \\
    F(f ; g) & = F(f) ; F(g).
\end{align*}
\]

For example, this thesis will use the functor \( \text{\( (\_\)\( ^+ \)}\) : \text{Set} \to \text{Set} \) which maps a small set \( S \) to \( \Pi(S^*, S) \) (i.e., the set of all pairs \( \langle s, r \rangle \) with \( s \in S^* \) and \( r \in S \),
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and which maps a function \( f: S \rightarrow T \) to the function \( f^+: S^+ \rightarrow T^+ \) defined by
\[
f^+((s_1, \ldots, s_n), r) = ((fs_1, \ldots, fs_n), f r).
\]

A category of categories is a category whose objects are categories, and whose arrows are all the functors between them.

For example, we shall use the category of categories \( \text{LCat} \), whose objects are all the large categories, that is, categories whose object and arrow sets are classes.

An inclusion functor is a functor whose object and arrow functions are inclusion functions. A category \( S \) is a subcategory of a category \( C \), if there exists an inclusion functor from \( S \) to \( C \) (in other words, if the object and arrow sets of \( S \) are subsets of those of \( C \), and the source, target, identity and composition operations of \( S \) are restrictions of those of \( C \)).

For example, the category \( \text{SetIncl} \) is a subcategory of \( \text{Set} \), and \( \text{Set} \) is a subcategory of \( \text{Cls} \).

### 2.2 Algebraic Signatures and Algebras

This section presents the notions "algebraic signature", "signature morphism" and "algebra", which are familiar in abstract data type theory; and it illustrates the way signatures and algebras model the data structures in functional programs, such as the ones of Section 1.4.

The signature notion is ubiquitous in the literature on abstract data types. In this thesis, I shall use the name "algebraic signature", because the term "signature" will be used in a more general sense in the next section. The notation I use is adopted from [BR 83, p. 221] and [Reichel 84, Def. 2.2.1].

Recall that if \( \alpha \) is a function, then \( \text{dom} \alpha \) is its domain and \( \text{ran} \alpha \) is its range. If \( S \) is a set, \( S^+ \) is the set of finite sequences over \( S \), that is, of sequences \( s = (s_1, \ldots, s_n) \), where \( n \in \mathbb{N} \), and \( s_i \in S \) for all \( i \) in \( \{1, \ldots, n\} \); the set \( S^+ \) is
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defined as $S^+ := \prod(S^*, S)$. If $S$ and $T$ are disjoint sets, their union is written "$S + T$".

2.2.1 Definition. An algebraic signature is a pair

$$\Sigma = (S, \alpha),$$

where $\alpha$ is a function with $\text{ran } \alpha \subseteq S^+$, and $S \cap \text{dom } \alpha = \emptyset$.

An algebraic signature will often be written in the form

$$\Sigma = (S, \alpha: F \to S^+),$$

which defines $F := \text{dom } \alpha$. The elements of $S + F$ (note that $S$ and $F$ are disjoint) are the symbols of $\Sigma$; the elements of $S$ are the sort symbols (or sorts), those of $F$ the function symbols of $\Sigma$.

The map $\alpha: F \to S^+$ maps each function symbol to its type in $\Sigma$, and if $\alpha(f) = (s_1 \ldots s_n, r)$ for some $f \in F$, $s_1, \ldots, s_n, r \in S$, write:

$$f: s_1 \ldots s_n \to r \text{ in } \Sigma,$$

and call the word $s_1 \ldots s_n$ the source (or arity) and $r$ the target of $f$ in $\Sigma$.

Algebraic signatures have appeared throughout the program development in Section 1.4: The "signature" part of every interface given there is just an algebraic signature, given in a notation which is not the one suggested by the definition, but easy to read, unambiguous, and widely used in the literature. This notation will be used throughout this thesis to denote particular signatures. Its translation into the notation suggested by the definition is illustrated in the following example.

2.2.2 Example ( Meaning of the conventional notation for signatures).

The signature of the interface $IDICT$ (Figure 1-5), which states the original problem of the program development in Section 1.4, is written in the conventional
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notation:

signature

\[\text{bool, item, listitem: sort}\]

\[\text{leitem: item item \to bool}\]

\[\text{dictionary: listitem \to listitem}\]

This denotes the signature

\[\Sigma_{\text{DICT}} = (S, \alpha: F \to S^+),\]

where

\[S = \{\text{bool, item, listitem}\},\]

\[F = \{\text{leitem, dictionary}\},\]

\[\alpha(\text{leitem}) = (\text{item item, bool}),\]

\[\alpha(\text{dictionary}) = (\text{listitem, listitem}).\]

The meaning of a line of the form “\(f: s_1 \ldots s_n \to r\)” is thus just as defined in Definition 2.2.1.

The notion of an “algebra” that will now be defined is known in the literature under the name “partial many-sorted algebra” ([Burmeister 82, p. 350 f.], [BR 83, p. 221], [Wirsing et al. 83, p. 41], [Reichel 84, Def. 2.2.10], [KA 84, p. 321]).

Recall that “\(f: S \to T\)” means that \(f\) is a partial function from \(S\) to \(T\), i.e., that \(f\) is a function, \(\text{dom } f \subseteq S\) and \(\text{ran } f \subseteq T\).

2.2.3 Definition. Let \(\Sigma = (S, \alpha: F \to S^+)\) be an algebraic signature. An algebra of signature \(\Sigma\) (also called \(\Sigma\)-algebra) is a function \(A\) with domain \(S + F\),

\[\text{dom } \sigma^A \subseteq A_{s_1} \times \cdots \times A_{s_n},\]

not \(\text{dom } \sigma^A = A_{s_1} \times \cdots \times A_{s_n}\), as stated in the paper. With the latter condition, a “partial algebra” would be the same as a “total algebra”.

---

\[\text{The definition of a “partial algebra” in this paper contains a crucial printing error:}\]

\[\text{The requirement for a partial algebra must be “}\text{dom } \sigma^A \subseteq A_{s_1} \times \cdots \times A_{s_n},\text{” not “}\text{dom } \sigma^A = A_{s_1} \times \cdots \times A_{s_n},\text{” as stated in the paper. With the latter condition, a “partial algebra” would be the same as a “total algebra”.}\]
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such that whenever

\[ f: s_1 \ldots s_n \to r \text{ in } \Sigma, \]

then

\[ A(f): \left( \prod_{i \in \{1, \ldots, n\}} A(s_i) \right) \leftrightarrow A(r). \]

A \( \Sigma \)-algebra \( A \) maps a symbol \( z \) of \( \Sigma \) to its interpretation in \( A \), written "\( A_z \)."
The interpretations of the sort and function symbols of \( \Sigma \) are the carriers (often called sorts, by abuse of language) and functions of \( A \), respectively.

Algebras, too, have occurred throughout the program development in Section 1.4: On page 34 f. I mentioned that in the "properties" part of an interface, it is implicitly understood that a sort symbol denotes the set of values of a data type, and that a function symbol denotes a partial function from the (product of the) sets denoted by the input sort symbols to the set denoted by the output sort symbol. This just means that the interpretations of the symbols in the "properties" part of an interface are understood to form an algebra; an interface therefore describes properties of an algebra.

In general, an interface may be "satisfied" by any number of algebras. The case that an interface describes just one algebra is quite common—for example, the interfaces \( \text{LISTITEM} \) (Figure 1-4), \( \text{DICT} \) (Figure 1-5), \( \text{INPUT} \) (Figure 1-11), \( \text{OUTPUT} \) (Figure 1-12), and \( \text{INSERT} \) (Figure 1-15) all describe a single algebra of the signature given in their "signature" part, given a fixed interpretation of the symbols "\text{item}" and "\text{leitem}". On the other hand, the interfaces \( \text{ITEM} \) (Figure 1-3), \( \text{INOUT} \) (Figure 1-9) and \( \text{MIN} \) (Figure 1-17) are "loose" in that they are satisfied by more than one algebra.

2.2.4 Example. (Recall that if \( f \) is a relation (in particular, a function), then \( f^\omega \) is the converse of \( f \), and \( f(S) = \{ y \mid \exists x \in S: (x,y) \in f \} \) is the image of \( S \) under \( f \).

If the interpretations \( A_{\text{item}} \) of \( \text{item} \) and \( A_{\text{leitem}}: \prod (A_{\text{item}}, A_{\text{item}}) \to \{T,F\} \)
of \( \text{leitem} \) are given such that \( \{ (x,y) \mid A_{\text{leitem}}(x,y) = T \} \) is a total ordering
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on $A_{item}$, then the following algebra $A$ is the unique algebra of signature $\Sigma_{DICT}$ (Example 2.2.2) that satisfies the interface $I_{DICT}$ (Figure 1-5):

\[
\begin{align*}
A_{bool} &= \{T, F\} \\
A_{item} &= \text{(as given)} \\
A_{list\text{item}} &= (A_{item})^* \\
A_{dict\text{item}} &= \text{(as given)} \\
A_{dictionary} &: (A_{item})^* \rightarrow (A_{item})^* \\
&\text{maps } l \in (A_{item})^* \text{ to the unique } d \in (A_{item})^* \text{ that contains the elements occurring in } l \text{ in ascending order, i.e.,} \\
&\text{the list } d \text{ such that } ran d = ran l \text{ and Ascending}(d). \quad \square
\end{align*}
\]

It can be seen here that the notations used to present an algebra in this thesis are the same as those used in the specifications of Section 1.4. That is to say, the language of rigorous program specifications is the same as the mathematical language used throughout this thesis. This makes the expressive power and flexibility of conventional mathematical notation available for program specification.

The general role of algebras in this thesis is to model the data types and operations of concrete programs. The functions of an algebra may be partial, that is, they may be undefined for some argument tuples. In such a case, no result value is delivered that could be further processed by other operations of the algebra. Hence, partiality represents "abortive" situations in which no further processing is done within a program (i.e., in which nontermination or an abnormal program exit occurs).

In the theory of abstract data types, it is customary to use total, rather than partial, algebras to model data structures. In a total algebra, the functions always return result values, and so there is no direct way of indicating abortive situations.
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The main technical advantage of total algebras is that their theory is simpler and better developed; while there is just one notion of "homomorphism", "sub-algebra", and "congruence" for total algebras, there is an embarrassing wealth of variants of these notions for partial algebras ([Grätz 79, p. 80], [Burmeister 82, p. 306]), so that a choice has to be made which variant to use for a certain purpose. This affects, for example, the "initial algebra semantics" of specifications (originally proposed in [GTW 78]), which depends on a homomorphism concept between algebras.

In Klaeren’s book [Klaeren 83, p. 92–93], we find an argument in favour of total algebras from a "software engineering" viewpoint. Partiality of an operation, Klaeren argues, jeopardizes the "robustness" of a program (i.e., its ability to cope with exceptional situations), because the application of a function to arguments for which it is undefined results in an abortive situation, in which no explicit error handling can take place.

Read contrapositively, Klaeren's argument is that for the design of robust programs, total algebras should be used: Since the functions of a total algebra return values in all circumstances, including exceptions, and since these values must then be processed further within a program, the programmer is forced to provide explicit exception handling, and encouraged to provide sensible error messages.

However, this argument in favour of total algebras ignores the fact that in a partial algebra, the same provisions for error handling are possible as in a total algebra—the designer is free to decide whether to provide a return value in an exceptional situation, or to treat the situation as abortive by making the operation that detects it undefined in this case. Total algebras do not offer this choice, and this can cause a number of problems.

First, the use of total algebras makes programming more complex, as it enforces consideration of exceptions that might otherwise have been neglected. Consider for example programming in a language where a value retrieved from memory might not necessarily be the expected one, but also the exception value for "memory failure" ("corrupt data"). This would force the programmer to
consider the handling of memory failures throughout the program. Only in few applications would the increased security justify the increase in program complexity.

A second problem in trying to make operations produce result values in all possible exception situations is that malfunctions may occur within the code that detects and handles exceptions itself. Here, the assumption that “every malfunction causes the production of a result value” seems to lead to an infinite regress.

A third problem is that many programming languages have basic operations that are partial, because they are capable of causing an abnormal program exit without giving the programmer a way of preventing this by “trapping” the exception (e.g., division might cause a program exit when the denominator is zero). The most adequate model for such an operation is a partial function that does not return a value if an unrecoverable exception occurs. In a total algebra, the operation would have to be modelled by a total function. But the value returned by this function in a situation where its concrete counterpart aborts is totally fictitious. Since this fictitious value nevertheless has to be processed in some way by the other functions in the algebra, we obtain an algebraic model that is more complicated than necessary, that is no longer in correspondence with the concrete operations, and that therefore invites mistakes.

A similar problem occurs in cases where operations fail to terminate. Again, in the total algebra approach, the operation would have to be modelled as returning a fictitious value, “⊥”, say, in this case. This in turn creates fictitious terms, such as “f(⊥)”, that do not correspond to the application of a function to a value in the concrete program.

Nontermination is accepted by Klaeren as a reason for considering partial functions [Klaeren 83, p. 143 f.]. He argues, however, that the “basic” operations of a data structure are always total, and that nontermination can occur only in “derived” operations.

He thus creates a distinction between “basic” and “derived” operations of a program, which seems a high conceptual price to pay. In particular, an abstract
data type becomes less "abstract", if its operations are divided into "basic" and "derived" ones. Such a distinction is unnecessary from a user's point of view, rather, it is an "implementation detail" that should not enter into specifications.

As we have seen, the attempt to rule out abortive exception situations is problematic. In particular, abortive exceptions have the advantage of simplicity over exceptions that return values, as no special data values and no error handling are required. This suggest a useful rôle for abortive exceptions in program design, when used with deliberation.

In general, a tradeoff is necessary in program design between simplicity and robustness. The choice which exceptions to regard as abortive, and which to handle within a program, is an essential design decision. The range of exceptions that a program is designed to cope with may be called the "exception scope" of the program.

Some examples may illustrate the "exception scope" concept: In a compiler, failure of the syntax analysis would certainly have to be in the exception scope of the program and thus to be properly recognized and handled. In consequence, other exceptions will also have to be handled properly, for example, a failure in looking up a symbol in the symbol table, as this may occur during the compilation of a syntactically incorrect program.

On the other hand, there are exceptions which one would regard as being outside the scope of the compiler, such as, for example, corruption of a symbol table entry due to a memory failure. One would usually expect the underlying hardware to be designed in such a way that such errors are extremely unlikely to penetrate into the compiler's operation (this could, for example, be achieved by stopping the processor if a hardware malfunction was detected), and thus allow oneself the freedom to omit such errors from consideration in the design of the compiler.

In other programs, one might well make a different choice: Consider for example software controlling vital functions of an aircraft. Here, where memory failures are both more likely and potentially more disastrous, it would be mandatory to provide proper handling of situations where corrupt data are detected.
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As a conclusion of the preceding discussion, I would suggest the following guideline for the use of partiality.

**Strategy.** When designing a program, decide about the "exception scope" of the program, that is, about the range of exceptions to be anticipated and handled within the program. The functions of the algebraic model must yield well-defined "exception values" for exceptions inside the scope. Exceptions outside the scope should be modelled by partiality in order to keep the algebraic model simple.

The advantage of partial algebras is that they allow one to model abortive exception situations in an elegant way. In contrast, total algebras enforce the introduction of fictitious result values in such situations, and results of applying operations to these values have to be defined, although such applications are impossible in a concrete program.

The final concept to be introduced in this section is that of a "signature morphism", which is ubiquitous in abstract data type theory. A signature morphism maps the symbols of one signature onto the symbols of another, such that the type information is preserved. The notion of a signature being a "subsignature" of another can also be introduced on the basis of signature morphisms.

Recall that the operation \( \cdot \) is defined for functions as well as for sets: if \( f: S \to T \), then \( f^+: S^+ \to T^+ \) maps \( \langle s_1 \ldots s_n, r \rangle \) to \( \langle (f_{s_1}) \ldots (f_{s_n}), (f_r) \rangle \) (it is usually obvious from the context which version of \( \cdot^+ \) is meant). The operation \( \cdot^+ \) is a functor \( \cdot^+: \text{Set} \to \text{Set} \), that is, we have \( (\text{Id}(S))^+ = \text{Id}(S^+) \) and \( (f ; g)^+ = f^+ ; g^+ \) for all sets \( S \) and composable functions \( f \) and \( g \).

2.2.5 **Definition** (Signature Morphisms, Subsignatures).

Let \( \Sigma = \langle S, \alpha: F \to S^+ \rangle \) and \( \Sigma' = \langle S', \alpha': F' \to (S')^+ \rangle \) be algebraic signatures.

A **signature morphism** from \( \Sigma \) to \( \Sigma' \) is a map \( \sigma: S + F \to S' + F' \), such that

\[
\sigma(S) \subseteq S', \quad \sigma(F) \subseteq F',
\]

and whenever \( f: s_1 \ldots s_n \to r \) in \( \Sigma \), then

\[
(\sigma f): (\sigma s_1) \ldots (\sigma s_n) \to (\sigma r) \text{ in } \Sigma'
\]
(More concisely: $\alpha; \sigma^+ = \sigma; \alpha'$).

If $\sigma$ is a signature morphism from $\Sigma$ to $\Sigma'$, we write "$\sigma: \Sigma \to \Sigma'$". If $\sigma$ is an inclusion map of sets (i.e., $\sigma = (S + F \subseteq S' + F')$), we call $\sigma$ an inclusion morphism from $\Sigma$ to $\Sigma'$, and say that $\Sigma$ is included in $\Sigma'$, or a subsignature of $\Sigma'$, and write "$\Sigma \subseteq \Sigma'$". If $\Sigma \subseteq \Sigma'$, we write "$(\Sigma \subseteq \Sigma')$" for the unique inclusion morphism $(\Sigma \subseteq \Sigma')$: $\Sigma \to \Sigma'$.

The following proposition expresses some well-known properties of signature morphisms. The straightforward proof is omitted.

**2.2.6 Proposition.** If $\sigma: \Sigma \to \Sigma'$ and $\sigma': \Sigma' \to \Sigma''$ are two signature morphisms, their composition (as functions) is a signature morphism $(\sigma; \sigma')$: $\Sigma \to \Sigma''$.

If $\Sigma = (S, \alpha: F \to S^+)$, then the identity map Id$(S + F)$ is an inclusion morphism from $\Sigma$ to itself. This morphism is a two-sided identity for the composition of morphisms.

A set of algebraic signatures as objects with the signature morphisms (inclusion morphisms) between them as arrows forms a category.

**2.2.7 Definition.** Let "Asig" denote the category of small algebraic signatures with arrows the signature morphisms between them; let "AIncl" denote the category of small algebraic signatures with arrows the signature inclusions between them.

The following properties of the inclusion relation are derived easily from the definition.

Recall that if $\alpha$ is a relation (in particular, a function) and $S$ is a set, then $\alpha/S = \{(x, y) \in \alpha | x \in S\}$ is the restriction of $\alpha$ to $S$.

**2.2.8 Proposition.** An algebraic signature $\Sigma = (S, \alpha: F \to S^+)$ is included in an algebraic signature $\Sigma' = (S', \alpha': F' \to (S')^+)$, if and only if $S \subseteq S'$, $F \subseteq F'$, and $\alpha \subseteq \alpha'$ (or equivalently, $\alpha'/F = \alpha$).

Every set of algebraic signatures is partially ordered by inclusion.
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If $\Sigma$ is a subsignature of $\Sigma'$, the sort symbols of $\Sigma$ are sort symbols of $\Sigma'$, and every function symbol $f: s_1 \ldots s_n \to r$ in $\Sigma$ is a function symbol of the same type in $\Sigma'$. However, not every subset of the symbols of $\Sigma'$ defines a subsignature of $\Sigma'$—only those that with every function symbol $f: s_1 \ldots s_n \to r$ of $\Sigma'$ contain the sort symbols $s_1 \ldots s_n$ and $r$ as well (we might call such subsets “closed under $\alpha^n$”). These subsets are in 1-1 correspondence with the subsignatures of $\Sigma'$.

An important property of signature morphisms is that they allow the “translation” of algebras in the opposite direction, as stated in the following well-known proposition.

2.2.9 Proposition. If $\sigma: \Sigma \to \Sigma'$ is a signature morphism, and $A$ is a $\Sigma'$-algebra, then the functional composition $\sigma ; A$ is a $\Sigma$-algebra. If $A$ and $\Sigma$ are small, so is $\sigma ; A$.

If both $\sigma: \Sigma \to \Sigma'$ and $\sigma': \Sigma' \to \Sigma''$ are signature morphisms, then for any $\Sigma''$-algebra $A$: $\sigma ; (\sigma' ; A) = (\sigma ; \sigma') ; A$.

If $\sigma = \text{Id}(\Sigma): \Sigma \to \Sigma$, then $\sigma ; A = A$ for all $\Sigma'$-algebras $A$. □

From this proposition it follows that we obtain a functor by associating with each signature morphism $\sigma: \Sigma \to \Sigma'$ between small signatures the map $\overline{\sigma}$ from the set of small $\Sigma'$-algebras to the set of small $\Sigma$-algebras defined by: $A \mapsto \sigma ; A$.

2.2.10 Definition. Let $\text{Alg}: \text{ASig}^{op} \to \text{Cls}$ be the functor whose object function maps $\Sigma \in |\text{ASig}|$ to the class of small $\Sigma$-algebras, and whose arrow function maps $\sigma: \Sigma \to \Sigma'$ in $\text{ASig}$ to the function $\overline{\sigma}: \text{Alg}(\Sigma') \to \text{Alg}(\Sigma)$ defined by: $A \mapsto \sigma ; A$.

If $\Sigma \subseteq \Sigma'$ in $\text{ASig}$ and $A \in \text{Alg}(\Sigma')$, we call $A/\Sigma := \text{Alg}((\Sigma \subseteq \Sigma')^{op})(A)$ the reduct of $A$ to $\Sigma$. □

The “translation” of a $\Sigma'$-algebra $A'$ along a signature morphism $\sigma: \Sigma \to \Sigma'$ can be described by saying that in the translated algebra $A := (\sigma; A')$ each symbol $z$
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has the interpretation that $\sigma(z)$ has in $A'$: $A_z = A'_{\sigma(z)}$. That $A$ is a $\Sigma$-algebra follows from the "type preservation" properties of $\sigma$, i.e., from the fact that $\sigma$ maps sort symbols to sort symbols, function symbols to function symbols, and "preserves types" (if $f: s_1 \ldots s_n \to r$ in $\Sigma$, then $(\sigma f): (\sigma s_1) \ldots (\sigma s_n) \to (\sigma r)$ in $\Sigma'$).

If $\sigma = (\Sigma \subseteq \Sigma')$ is an inclusion, the symbols of $\Sigma$ form a subset of those of $\Sigma'$, and the algebra $A$ assigns to each symbol of $\Sigma$ the same interpretation as $A'$—this is why $A$ is called a "reduct" of $A'$. Note that a "reduct" is not the same as a "subalgebra" in this thesis: A "subalgebra" of an algebra $A$ will later be defined to be an algebra with the same signature as $A$, in which each sort (and the graph of each function) is a subset of the corresponding sort (or function graph) of $A$ (see Definition 4.3.5).

2.3 Institutions

This section introduces the notion of an "institution", which generalizes the setting of the previous section. Many of the definitions and theorems of this thesis will not be developed on the "concrete level" of algebraic signatures and partial algebras, but on the "abstract level" of institutions.

There are two reasons for this generalization. First, algebraic signatures and algebras are best suited to model a "pure" functional programming language, as used in the program development of Section 1.4. In other programming notations, there may be program entities other than just sorts and functions, for example variables, labels, exceptions, parameterized types (type constructors) etc. In general, a signature would state the syntactical ("type") attributes of the names denoting program entities in an environment. Hence, for a richer programming notation, a signature would have to comprise more classes of symbols than just sort and function symbols, and to provide adequate type information for symbols of those classes. Similarly, the semantic models for program entities would not just be algebras, but structures characterizing the semantics of the
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program entities listed in a signature. Such structures in general will be called "models" of a signature.

By developing the theory as far as possible on the basis of signatures and models in general, I hope to make the theory applicable or at least easily transferable to modular programming in richer programming notations. However, this thesis will deal only with one concrete instance of the general setting, namely with algebraic signatures and algebras.

A second reason for developing the theory as far as possible on the abstract level is that this makes the mathematical development more elegant—the basic theorems about composition of specifications and implementations can be proved without consideration of the details of algebraic signatures and algebras, and this induces the same kind of simplification that data abstraction does in programming. An illustration of this simplification is that the proof of Theorem 4.1.7 in the present thesis requires 11 pages (page 189–200), while theorems analogous to this theorem and its Corollary 4.1.12, but significantly weaker, were proved in [Schoett 81] in two separate proofs requiring 5 pages [p. 124–129] and 7 pages [p. 61–68], respectively.

Developing the theory on an abstract level not only makes it simpler and more general, it also emphasizes the properties of signatures and models that are fundamental for modular programming, and separates them from the particular properties of algebraic signatures and algebras. This is in accordance with the "axiomatic method" as characterized by Bourbaki [Bourbaki 66, p. 3]:

"La méthode axiomatique permet, lorsqu'on a affaire à des êtres mathématiques complexes, d'en dissocier les propriétés et de les regrouper autour d'un petit nombre de notions, c'est-à-dire, ... de les classer suivant les structures auxquelles elles appartiennent".1

1 Translation, based on p. 9 of the English translation: "The axiomatic method allows us, when we are concerned with complex mathematical objects, to separate their properties
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The basic idea behind the institution concept is to abstract from the details of the syntax and the semantic models of a logical or programming notation. This idea has inspired the development of "abstract model theory" in mathematics [Barwise 74], it has been introduced to computer science by Burstall and Goguen ([BG 80, p. 307 f.], [GB 84]), and has since been used by others (e.g., [MM 84], [ST 85]).

In particular, the term "institution" for the abstract setting is borrowed from Goguen and Burstall [GB 84]. Two apologies must be made for this:

First, the notion used here differs in two important ways from the notion used by Goguen and Burstall:

- there is no notion of "sentences"; following an idea of Lipeck [Lipeck 83, p. 15 f.], specifications are treated as sets of models,
- there is a partial "inclusion" ordering on the set of signatures, so that lattice-like operations on signatures can be performed.

Sentences have been omitted from an institution, because they seem unnecessary for the theory; the inclusion ordering is the basis for operations on signatures that do not need explicitly stated signature morphisms. Despite these changes, however, the purpose of the institution notion in this thesis is the same as the purpose of Goguen and Burstall: to work in an axiomatic framework that abstracts from the details of particular semantic models and of particular specification notations. This fact has led me to adopt the name "institution" nevertheless.

Second, the institution notion I present is not a mature mathematical concept. Rather, I have collected in the definition of this notion the properties I needed in the development of the abstract layer of the theory (consisting of the present section, Chapter 3, and Sections 4.1 and 5.1). This has resulted in a somewhat inelegant set of axioms for the "institution" notion, "proof-generated" in the sense of [Lakatos 76, p. 127 f.]. The reader is thus asked not to ponder too

and regroup them around a small number of concepts, that is to say, ... to classify them according to the structures to which they belong".
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deeply the significance of the individual axioms, particularly in Definition 2.3.5, but to regard them as documenting the requirements of the theory developed in this thesis. It is to be expected that in further developments of the theory, the axioms will be replaced by a stronger and perhaps more elegant set of properties.

In the following, an "institution" will be defined as a triple \( \langle \text{Sig}, \text{Incl}, \text{Mod} \rangle \) satisfying certain axioms. Here \( \text{Sig} \) is a category of "signatures" and "signature morphisms", \( \text{Incl} \) a subcategory of \( \text{Sig} \), consisting of "inclusion morphisms" only, and \( \text{Mod} \) a "model functor" from \( \text{Sig}^{\text{op}} \) to a category of sets. An example of an institution is \( \langle \text{ASig}, \text{AIncl}, \text{Alg} \rangle \), which the reader is asked to keep in mind as an illustration of the concept.

Recall that a category \( I \) is a partial order category, if each hom-set \( I(S, T) \) has at most one element, and if \( I(S, T) \neq \emptyset \) and \( I(T, S) \neq \emptyset \) imply \( S = T \).

2.3.1 Definition. A partially ordered category is a pair \( \langle C, I \rangle \) of categories, such that \( I \) is a subcategory of \( C \), \( |I| = |C| \), and \( I \) is a partial order category.

In a partially ordered category \( \langle C, I \rangle \), call the arrows of \( I \) inclusions, and if \( j: S \rightarrow T \) is an inclusion, say that \( S \) is included in \( T \) and write "\( S \subseteq T \)". If \( S \subseteq T \), write "\( (S \subseteq T) \)" for the unique inclusion from \( S \) to \( T \), and if \( \alpha: T \rightarrow U \) is an arrow of \( C \), let \( \alpha/S := (S \subseteq T) \); \( \alpha \) be the restriction of \( \alpha \) to \( S \).

The pair \( \langle \text{ASig}, \text{AIncl} \rangle \) is a partially ordered category, and the inclusion relation agrees with the inclusion relation of Definition 2.2.5. Another example of a partially ordered category is the pair \( \langle \text{Set}, \text{SetIncl} \rangle \) (\( \text{Set} \) is the category of small sets and functions, \( \text{SetIncl} \) is the subcategory of \( \text{Set} \) that contains only the inclusion functions, cf. Section 2.1). Here, the inclusion relation is set inclusion, and the restriction of a morphism (i.e., a function) to a set agrees with the standard notion of "restriction" (see Section 2.1).

In an institution, the inclusion relation between signatures is required to have some additional properties. One of these, the property of being "compatibly
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complete”, will now be introduced in the general context of partial orders, in order to derive some of its consequences first.

Recall that if \( (M, \sqsubseteq) \) is a partial order, an element \( S \) of \( M \) is said to be an “upper bound” of a set \( P \subseteq M \), if and only if \( T \subseteq S \) for all \( T \in P \). The element \( S \) is the “least upper bound” of \( P \), if \( S \) is the least element among the upper bounds of \( P \), that is, if \( S \subseteq T \) whenever \( T \) is an upper bound of \( P \). The notions of “lower bound” and “greatest lower bound” are defined analogously.

These notions apply to families of elements of \( M \) as well—a bound of \( \langle S_i \rangle_{i \in I} \) is the same as a bound of \( \{ S_i \mid i \in I \} \). It does not really matter whether one considers bounds of sets or of families, since every set can be represented as a family (indexed by itself), and every family by the set of its elements (its range, to be precise). We will hence use the “bound” concept for sets and families indiscriminately.

2.3.2 Definition. Let \( \sqsubseteq \) be a partial ordering on a set \( M \). A set or family of elements of \( M \) is \( \sqsubseteq \)-compatible (“compatible”, for short), if it has an upper bound according to \( \sqsubseteq \).

The ordering \( \sqsubseteq \) is compatibly complete, if every compatible set (and hence every compatible family) has a least upper bound. Let \( \bigcup P \) denote the least upper bound of a compatible set \( P \subseteq M \), and let \( \bigsqcup_{i \in I} S_i \) denote the least upper bound (also called the join) of a compatible family \( \langle S_i \rangle_{i \in I} \) of elements of \( M \) (written \( S \sqcup T \) in the binary case).

Readers familiar with lattices might note that a compatibly complete partial order \( (M, \sqsubseteq) \) becomes a complete lattice when a new “top” element is added that is greater than all the elements of \( M \). Conversely, each complete lattice is a compatibly complete partial order, and removing the top element from a complete lattice with at least two elements still leaves a compatibly complete partial order. The following proposition and its proof have well-known analogues in complete lattices.

2.3.3 Proposition. In a compatibly complete partial order every nonempty set (and hence every nonempty family) has a greatest lower bound.
Proof. Let \( \langle M, \sqsubseteq \rangle \) be a compatibly complete partial order, and let \( P \subseteq M \) be nonempty. Let \( Q \) be the set of all lower bounds of \( P \). Every element of \( P \) is an upper bound of \( Q \). Since \( P \) is nonempty, \( Q \) is compatible, and thus possesses a least upper bound \( K := \bigcup Q \). We show that \( K \) is the greatest lower bound of \( P \).

First, \( K \) is a lower bound of \( P \), because if \( T \in P \), then \( T \) is upper bound of \( Q \), and hence \( K = \bigcup Q \subseteq T \). Second, if \( S \) is any lower bound of \( P \), then \( S \in Q \), and hence \( S \subseteq K \). \hfill \Box

2.3.4 Definition. If \( \sqsubseteq \) is a compatibly complete partial order on some set, let "\( S \sqcap T \)" denote the greatest lower bound (also called the meet) of two elements \( S \) and \( T \) of that set. \hfill \Box

An important property of the join operator is that the result of an arbitrary expression using binary and general joins (and no other operators) depends only on the set of elements occurring in the expression and is independent of the arrangement of the operators. From this, one easily obtains that the familiar laws of commutativity, associativity, and idempotence hold whenever the signatures involved in an expression are compatible.

The meet operator possesses analogous properties. It is subject to the restriction, however, that the number of elements combined in a meet expression must not be zero.

In the remainder of this thesis, these properties of join and meet will be used without mentioning them explicitly.

After this brief treatment of properties of compatibly complete partial orders, we are now ready to state the syntactic properties of an "institution".

2.3.5 Definition. An institution syntax is a partially ordered category \( \langle \Sigma, \text{Incl} \rangle \) that satisfies the following axioms.

(a) (Compatible Completeness)

The partial ordering \( \sqsubseteq \) on \( |\Sigma| \) defined by \text{Incl} is compatibly complete.
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Let "\( S \sim T \)" mean that \( S \) and \( T \) are compatible signatures, use "\( \bigcup \)", "\( \sqcup \)" to denote general and binary joins of compatible (families of) signatures, and "\( \sqcap \)" to denote binary meets.

(b) (Distributivity)

If \( \langle S_i \rangle_{i \in I} \) is a compatible family of \( \text{Sig} \)-objects, then

\[
S_0 \sqcap \left( \bigcup_{i \in I} S_i \right) = \bigcup_{i \in I} (S_0 \sqcap S_i).
\]

(c) (Renaming)

Whenever \( S, T, \) and \( U \) are \( \text{Sig} \)-objects such that \( S \sim T \) and \( S \sim U \), then there exists an object \( \hat{U} \), such that

\[
\hat{U} \sim S \sqcup T,
\]

\[
\hat{U} \sqcap (S \sqcup T) = U \sqcap S,
\]

together with \( \text{Sig} \)-isomorphisms

\[
j: \hat{U} \to U, \quad k: \hat{U} \sqcup S \to U \sqcup S,
\]

such that

\[
(\hat{U} \subseteq \hat{U} \sqcup S) ; k = j \ ; (U \subseteq U \sqcup S)
\]

\[
(S \subseteq \hat{U} \sqcup S) ; k = (S \subseteq U \sqcup S)
\]

\[
(U \sqcap S \subseteq \hat{U}) ; j = (U \sqcap S \subseteq U)
\]

(in other words, the diagram shown in Figure 2-1 commutes).

In an institution syntax \( \langle \text{Sig}, \text{Incl} \rangle \), call the objects of \( \text{Sig} \) signatures and the morphisms of \( \text{Sig} \) signature morphisms, and if \( S \subseteq T \), say that \( S \) is a subsignature of \( T \). We regard \( \subseteq \) as the "standard" partial ordering on the set of signatures, and hence we shall speak of "compatible" signatures, and of "least upper bounds", "joins" and "meets" of signatures, always implicitly referring to \( \subseteq \).

The general idea behind this definition is that the signatures of an institution syntax represent the "type environments" of a programming language; each signature corresponds to a set of program symbols ("identifiers") with associated
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Figure 2-1: Diagram postulated by the renaming axiom

All unlabelled arrows are inclusions.

Figure 2-1: Diagram postulated by the renaming axiom

The signature morphisms mentioned in the axioms above are either inclusions or isomorphisms or compositions of these. No other kinds of signature morphisms will be used in the general theory based on institutions, although an institution syntax might contain such morphisms. A subsignature of a signature $S$ may be thought of as containing a subset of the symbols of $S$; a signature isomorphic to $S$ may be thought of as a "renaming" of $S$, which could be obtained from $S$ by performing a one-to-one substitution of symbols.

Note that axiom (b) of the definition requires distributivity only in the case that $S_0$ is compatible with the $S_i$ ($i \in I$), although both sides of the equation would be defined even if $S_0$ was incompatible with $\bigcup_{i \in I} S_i$. In fact, in this thesis the meet operator $\cap$ will never be applied to incompatible signatures—compatibility will be regarded as a prerequisite for forming both joins and meets of signatures. The only exception to this is Theorem 2.3.6 (c) below, which characterizes the meet of algebraic signatures regardless of their compatibility.

Note also that the inclusion

$$S_0 \cap (\bigcup_{i \in I} S_i) \supseteq \bigcup_{i \in I} (S_0 \cap S_i).$$

is trivially true, because the family $(S_0 \cap S_i)_{i \in I}$ is bounded by $S_0 \cap (\bigcup_{i \in I} S_i)$.

While the completeness and distributivity axioms will be used frequently in this thesis, the renaming axiom is rather specialized: it will only be used once, in
the proof of Lemma 4.1.9. This lemma says that the presence of "hidden" internal symbols in a system may safely be ignored when looking at that system from the outside, a fact which is essential for the composability of implementations (Theorem 4.1.7).

To help understand the renaming axiom, here is a rough illustration of its meaning. Think of $T$ and $U$ as two separate name spaces of some program (e.g., $T$ might represent the declarations in force at some point in the program, and $U$ might represent the declarations visible inside a block declared at that point), and of $S$ as the entities that $T$ and $U$ have in common (in the example, $S$ would be the set of global symbols visible inside the block, that is, the set of symbols that do not receive new definitions). What the axiom says then is that there is a "renaming" $\hat{U}$ of $U$, such that no clashes occur between $\hat{U}$ and $T$ ($\hat{U} \sim S \cup T$), the symbols of $U \cap S$ have not been changed ($\hat{U} \cap S = U \cap S$), and $\hat{U}$ and $T$ share symbols only via $S$ ($\hat{U} \cap T \subseteq U \cap S$). In the example, this would be a renaming of the local symbols of the block that makes them disjoint from the symbols of the global name space $T$.

Thus, in general, the renaming axiom expresses the possibility of avoiding clashes between local and global declarations by renaming the local declarations while preserving the "connections" between the local and the global declarations.

It is also worthwhile to note that the renaming axiom is symmetric between $T$ and $U$ in its assumptions as well as in its conclusions. Defining $\hat{T} := T$, $j' := \text{Id}(T): \hat{T} \to T$, and $k' := \text{Id}(T \cup S)$, we can substitute $T$ for $U$, $\hat{T}$ for $\hat{U}$, $j'$ for $j$ and $k'$ for $k$ in the conclusion of the axiom, and obtain statements that are also valid.

This symmetry indicates that clashes between local and global definitions can equally well be avoided by renaming the global declarations instead of the local ones; the proof of Lemma 4.1.9 does this, because it is formally simpler.

We now verify that the pair $(\text{ASig}, \text{AIncl})$ is an institution syntax.

2.3.6 Theorem. The pair $(\text{ASig}, \text{AIncl})$ is an institution syntax. In particular,
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(a) A family \(\langle \Sigma_i \rangle_{i \in I}\) of small algebraic signatures \(\Sigma_i = \langle S_i, \alpha_i : F_i \rightarrow S_i^+ \rangle\) is compatible, if and only if:

\[
\bigcup_{i \in I} (S_i + F_i) \text{ is small, } \quad (\bigcup_{i \in I} S_i) \cap (\bigcup_{i \in I} F_i) = \emptyset, \quad \bigcup_{i \in I} \alpha_i \text{ is a function.}
\]

In particular, if \(I = \{1, 2\}\), the signatures \(\Sigma_1\) and \(\Sigma_2\) are compatible, if and only if

\[
S_1 \cap F_2 = S_2 \cap F_1 = \emptyset, \quad \text{and} \quad \forall x \in F_1 \cap F_2 : \alpha_1(x) = \alpha_2(x).
\]

(b) If \(\langle \Sigma_i \rangle_{i \in I}\) is a compatible family of small algebraic signatures, such that \(\Sigma_i = \langle S_i, \alpha_i : F_i \rightarrow S_i^+ \rangle\), then

\[
\bigcup_{i \in I} \Sigma_i = \langle \bar{S}, \bar{\alpha} : \bar{F} \rightarrow \bar{S}^+ \rangle,
\]

where

\[
\bar{S} = \bigcup_{i \in I} S_i, \quad \bar{\alpha} = \bigcup_{i \in I} \alpha_i, \quad \bar{F} = \bigcup_{i \in I} F_i.
\]

(c) If \(\langle \Sigma_i \rangle_{i \in I}\) is a nonempty family of small algebraic signatures, such that \(\Sigma_i = \langle S_i, \alpha_i : F_i \rightarrow S_i^+ \rangle\), then

\[
\bigcap_{i \in I} \Sigma_i = \langle \bar{S}, \bar{\alpha} : \bar{F} \rightarrow \bar{S}^+ \rangle,
\]

where

\[
\bar{S} = \bigcap_{i \in I} S_i, \quad \bar{\alpha} = \bigcap_{i \in I} \alpha_i, \quad \bar{F} = \text{dom} \bar{\alpha}.
\]

If in addition the family is compatible, then \(\bar{F} = \bigcap_{i \in I} F_i\).

The proof uses the following lemma.

2.3.7 Lemma. If \(k : \Sigma \rightarrow \Sigma'\) is an arrow in ASig (i.e., a signature morphism between small algebraic signatures) which is a bijection between the symbol sets of \(\Sigma\) and \(\Sigma'\), then the inverse \(k^{-1}\) of this bijection is the inverse signature morphism to \(k\); in particular, \(k\) and \(k^{-1}\) are ASig-isomorphisms.
Proof. Let $\Sigma = \langle S, \alpha : F \to S^+ \rangle$ and $\Sigma' = \langle S', \alpha' : F' \to (S')^+ \rangle$. Then $k$ is, by assumption, a bijection from $S + F$ to $S' + F'$. We show that $k^{-1}$ also is a signature morphism. It is then clear that it is the inverse of the signature morphism $k$, and that $k$ and $k^{-1}$ are therefore ASig-isomorphisms.

We have $k^{-1}(S') \subseteq S$, because otherwise $k$ would map an element of $F$ to an element of $S'$; analogously, we have $k^{-1}(F') \subseteq F$. Finally, since $\alpha ; k^+ = k ; \alpha'$, we have

$$\alpha' ; (k^{-1})^+ = k^{-1} ; k ; \alpha' ; (k^{-1})^+ = k^{-1} ; \alpha ; (k^{-1})^+ = k^{-1} ; \alpha.$$ 

Hence $k^{-1}$ is a signature morphism from $\Sigma'$ to $\Sigma$. \qed

Proof of Theorem 2.3.6.

The pair $\langle \text{ASig}, \text{AIncl} \rangle$ is a partially ordered category. We shall verify the three axioms of the "institution syntax" definition (Def. 2.3.5) and in the process prove the formulae given in the theorem.

We first prove formula (a) of the theorem. Let $(\Sigma_i)_{i \in I}$ be a family of small algebraic signatures, where $\Sigma_i = \langle S_i, \alpha_i : F_i \to S_i^+ \rangle$. Suppose first that $(\Sigma_i)_{i \in I}$ is compatible. Then we can choose a small algebraic signature $\hat{\Sigma} = \langle \hat{S}, \hat{\alpha} : \hat{F} \to \hat{S}^+ \rangle$ that is an upper bound of the family. But then $\bigcup_{i \in I}(S_i + F_i)$ is small, because it is a subset of the small set $\hat{S} + \hat{F}$; we have $\bigcup_{i \in I} S_i \cap \bigcup_{i \in I} F_i \subseteq \hat{S} \cap \hat{F} = \emptyset$; and $\bigcup_{i \in I} \alpha_i$ is a function, because it is a subset of the function $\hat{\alpha}$.

Conversely, suppose that the three conditions given in (a) are true. We verify that $\check{\Sigma} := \langle \bigcup_{i \in I} S_i, \bigcup_{i \in I} \alpha_i \rangle$ is a small algebraic signature. Clearly, it is then an upper bound of the family $(\Sigma_i)_{i \in I}$.

Define $\check{S} := \bigcup_{i \in I} S_i$, $\check{\alpha} := \bigcup_{i \in I} \alpha_i$, and $\check{F} := \text{dom} \check{\alpha} = \bigcup_{i \in I} \text{dom} \alpha_i = \bigcup_{i \in I} F_i$. The set $\check{S}$ is small, because is is a subset of $\bigcup_{i \in I}(S_i + F_i)$, which is small by assumption. $\check{\alpha}$ is a function mapping the elements of $\check{F}$ to small sets. Hence the elements of $\check{\alpha}$ are small, and $\check{\alpha}$ contains exactly one such element per element of the small set $\check{F}$. It follows that $\check{\alpha}$ and $\check{\Sigma}$ are small. We have $\check{S} \cap \check{F} = \emptyset$ by assumption. Because $\text{ran} \check{\alpha} = \bigcup_{i \in I} \text{ran} \alpha_i \subseteq \bigcup_{i \in I} S_i^+ \subseteq \hat{S}^+$, $\check{\alpha}$ is a function from $\check{F}$ to $\check{S}^+$. Hence $\check{\Sigma}$ is a small algebraic signature.

The conditions given for the special case $I = \{1, 2\}$ are easily seen to be equivalent to the general ones in this case.
2.3 Institutions

Axiom (a) (Compatible Completeness):
We prove formula (b) of the theorem, which implies the compatible completeness property. Let \( \langle \Sigma_i \rangle_{i \in I} \) be a compatible family of small algebraic signatures. Then we can choose a small algebraic signature \( \hat{\Sigma} = \langle \hat{S}, \hat{\alpha} \rangle \) that is an upper bound of the \( \Sigma_i \) \( (i \in I) \). We have \( S_i \subseteq \hat{S} \) and \( \alpha_i \subseteq \hat{\alpha} \) for all \( i \in I \). Define \( \bar{S} := \bigcup_{i \in I} S_i \) and \( \bar{\alpha} := \bigcup_{i \in I} \alpha_i \). As \( \bar{S} \subseteq \hat{S} \) and \( \bar{\alpha} \subseteq \hat{\alpha} \), both \( \bar{S} \) and \( \bar{\alpha} \) are small. We have \( \text{ran} \alpha = \bigcup_{i \in I} \text{ran} \alpha_i \subseteq \bigcup_{i \in I} S_i^+ \subseteq \bar{S}^+ \), and \( (\text{dom} \bar{\alpha}) \cap \bar{S} \subseteq (\text{dom} \alpha_i) \cap \hat{S} = \emptyset \).
Hence \( \langle \bar{S}, \bar{\alpha} \rangle \) is a small algebraic signature. Clearly, it is the least upper bound of the family \( \langle \Sigma_i \rangle_{i \in I} \).

Axiom (b) (Distributivity):
We first prove formula (c) of the theorem. Let \( Z_i = \langle S_i, \alpha_i : F_i \rightarrow S_i^+ \rangle \) for \( i \in I \), and let \( \check{\Sigma} \) be defined as in formula (c). We show that \( \check{\Sigma} \) is a small algebraic signature. It then follows trivially that \( \check{\Sigma} \) is the greatest lower bound of the \( \Sigma_i \) \( (i \in I) \), because the sort set of any lower bound must be a subset of every \( S_i \), hence of \( \bar{S} \), and the type map of any lower bound must be a subset of every \( \alpha_i \), hence of \( \bar{\alpha} \).

Clearly, \( \check{\Sigma} \) is small. Further,
\[
\text{ran} \bar{\alpha} = \bigcap_{i \in I} \text{ran} \alpha_i
\subseteq \bigcap_{i \in I} \text{ran} \alpha_i
\subseteq \bigcap_{i \in I} S_i^+
= (\bigcap_{i \in I} S_i)^+
= \bar{S}^+,
\]
and \( \bar{\alpha} \) is a function, because it is a subset of some \( \alpha_i \), which is a function. Hence \( \bar{\alpha} : \bar{F} \rightarrow \bar{S}^+ \). Since \( \bar{S} \cap \bar{F} \subseteq S_i \cap F_i = \emptyset \) for some \( i \), \( \bar{S} \) and \( \bar{F} \) are disjoint, and hence \( \check{\Sigma} \) is a small algebraic signature.

We have \( \bar{F} = \text{dom} \bar{\alpha} = \text{dom} \bigcap_{i \in I} \alpha_i \subseteq \bigcap_{i \in I} \text{dom} \alpha_i = \bigcap_{i \in I} F_i \). Suppose now that the family \( \langle \Sigma_i \rangle_{i \in I} \) is compatible. We can then pick an upper bound \( \hat{\Sigma} = \langle \hat{S}, \hat{\alpha} : \hat{F} \rightarrow \hat{S}^+ \rangle \) of the family. To show that \( \bigcap_{i \in I} F_i \subseteq \bar{F} \), consider
any \( f \in \bigcap_{i \in I} F_i \), and let \( \tau := \hat{\alpha}(f) \). Then for any \( i \) in \( I \): \( f \in F_i = \text{dom} \alpha_i \), and \( \alpha_i \subseteq \hat{\alpha} \), hence \( \alpha_i(f) = \tau \). It follows that \( (f, \tau) \in \bigcap_{i \in I} \alpha_i = \bar{\alpha} \), hence \( f \in \text{dom} \bar{\alpha} = \bar{F} \). This concludes the proof of formula (c) of the theorem.

The proof of the distributivity axiom (axiom (b) of Def. 2.3.5) is now straightforward. Let \( \Sigma_i = \langle S_i, \alpha_i: F_i \rightarrow S_i^+ \rangle \) for \( i \in I \cup \{0\} \), and assume that \( \langle \Sigma_i \rangle_{i \in I} \) is compatible (compatibility of \( \Sigma_0 \) with \( \bigcup_{i \in I} \Sigma_i \) is not required in this proof). Then

\[
\Sigma_0 \cap \left( \bigcup_{i \in I} \Sigma_i \right) = \langle S_0 \cap \left( \bigcup_{i \in I} S_i \right), \alpha_0 \cap \left( \bigcup_{i \in I} \alpha_i \right) \rangle
\]

\[
= \left( \bigcup_{i \in I} (S_0 \cap S_i), \bigcup_{i \in I} (\alpha_0 \cap \alpha_i) \right)
\]

\[
= \bigcup_{i \in I} (S_0 \cap S_i, \alpha_0 \cap \alpha_i)
\]

\[
= \bigcup_{i \in I} (\Sigma_0 \cap \Sigma_i).
\]

**Axiom (c) (Renaming):**

Suppose that three small algebraic signatures \( \Sigma_0, \Sigma_1 \) and \( \Sigma_2 \) are given, where \( \Sigma_i = \langle S_i, \alpha_i: F_i \rightarrow S_i^+ \rangle \) for \( i \in \{0, 1, 2\} \), and suppose that

\( \Sigma_0 \sim \Sigma_1 \) and \( \Sigma_0 \sim \Sigma_2 \)

(\( \Sigma_0, \Sigma_1 \) and \( \Sigma_2 \) correspond to \( S, T \) and \( U \) in the renaming axiom).

Construct a small algebraic signature \( \hat{\Sigma}_2 \), together with signature isomorphisms

\( j: \hat{\Sigma}_2 \rightarrow \Sigma_2, \quad k: \hat{\Sigma}_2 \cup \Sigma_0 \rightarrow \Sigma_2 \cup \Sigma_0 \)

as follows: Pick a set \( R \) of the same cardinality as \( (S_2 + F_2) \setminus (S_0 + F_0) \), such that \( R \cap ( (S_0 + F_0) \cup (S_1 + F_1) ) = \emptyset \). Let \( i: R \rightarrow (S_2 + F_2) \setminus (S_0 + F_0) \) be a

\[1\] For example, \( R \) could be constructed in the following way: Because \( D := \text{dom}((S_0 + F_0) \cup (S_1 + F_1)) \) is a set, we can pick \( x \notin D \). Define \( R := \{x\} \times ((S_2 + F_2) \setminus (S_0 + F_0)) \).
b) bijection. Define

\[ k := (i + \text{Id}(S_0 + F_0)) : R + (S_0 + F_0) \to (S_2 + F_2) \cup (S_0 + F_0) \]

**(i and Id(S_0 + F_0) are disjoint, because they are functions with disjoint domains).**

The map \( k \) is bijective, with inverse

\[ k^{-1} = (i^{-1} + \text{Id}(S_0 + F_0)) : (S_2 + F_2) \cup (S_0 + F_0) \to R + (S_0 + F_0). \]

Now let \( \hat{S}_2 := k^{-1}(S_2) \) and \( \hat{F}_2 := k^{-1}(F_2) \), and define \( \hat{\alpha}_2 : \hat{F}_2 \to \hat{S}_2^+ \) as the composition of the diagram

\[
\begin{array}{ccc}
\hat{F}_2 & \xrightarrow{k/\hat{F}_2} & F_2 \\
& \xrightarrow{\alpha_2} & \hat{S}_2^+ \\
& (k^{-1})^+/S_2^+ & \xrightarrow{(k^{-1})^+/S_2^+} \hat{S}_2^+,
\end{array}
\]

i.e., let \( \hat{\alpha}_2 := (k/\hat{F}_2) \circ \alpha_2 \circ ((k^{-1})^+/S_2^+) \).

The sets \( \hat{S}_2 \) and \( \hat{F}_2 \) are small and disjoint, because \( S_2 \) and \( F_2 \) are. Hence \( \hat{L}_2 := \langle \hat{S}_2, \hat{\alpha}_2 : \hat{F}_2 \to \hat{S}_2^+ \rangle \) is a small algebraic signature.

We have

\[
\begin{align*}
\hat{F}_2 \cap (F_0 \cup F_1) &= k^{-1}(F_2) \cap (F_0 \cup F_1) \\
&= (k^{-1}(F_2 \setminus (S_0 + F_0))) \cap (F_0 \cup F_1) \\
&= (i^{-1}(F_2 \setminus (S_0 + F_0))) \cap (F_0 \cup F_1) \\
&= (F_2 \cap (S_0 + F_0)) \cap (F_0 \cup F_1) \\
&= (F_2 \cap F_0) \cap (F_0 \cup F_1) \\
&= F_2 \cap F_0.
\end{align*}
\]

Consider \( x \in \hat{F}_2 \cap (F_0 \cup F_1) \). Then \( x \in F_2 \cap F_0 \), therefore \( \alpha_2(x) = \alpha_0(x) \in S_0^+ \), and hence

\[
\hat{\alpha}_2(x) = ((k^{-1})^+/S_2^+)(\alpha_2((k/\hat{F}_2)(x)))
\]

\[
= ((k^{-1})^+/S_2^+)(\alpha_2(x)) \quad \text{(because \( x \in F_0 \))}
\]

\[
= \alpha_2(x) \quad \text{(because \( \alpha_2 x \in S_0^+ \)).}
\]

Hence we have shown that

\[
\text{if } x \in \hat{F}_2 \cap (F_0 \cup F_1) \subseteq F_2 \cap F_0, \text{ then } \hat{\alpha}_2(x) = \alpha_2(x) = \alpha_0(x). \quad (*)
\]
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We shall now show that \( \hat{\Sigma}_2 \) has the properties required of \( \hat{U} \) in the renaming axiom.

First, \( \hat{\Sigma}_2 \sim \Sigma_0 \cup \Sigma_1 \) according to formula (a) of the theorem, because

\[
\hat{\Sigma}_2 \cap (F_0 \cup F_1) = k^{-1}(S_2) \cap (F_0 \cup F_1)
\]

\[
= (k^{-1}(S_2 \setminus (S_0 + F_0)) + k^{-1}(S_2 \cap (S_0 + F_0))) \cap (F_0 \cup F_1)
\]

\[
= (i^{-1}(S_2 \setminus (S_0 + F_0)) + (S_2 \cap (S_0 + F_0))) \cap (F_0 \cup F_1)
\]

\[
\subseteq (R + S_0) \cap (F_0 \cup F_1)
\]

\[
= R \cap (F_0 \cup F_1) + S_0 \cap (F_0 \cup F_1)
\]

\[
= \emptyset + \emptyset
\]

\[
= \emptyset,
\]

because, by a symmetrical argument,

\[
\hat{\Sigma}_2 \cap (S_0 \cup S_1) = \emptyset,
\]

and because, according to (*), \( \alpha_2(x) = \alpha_0(x) \) for \( x \in \hat{\Sigma}_2 \cap (F_0 \cup F_1) \).

Second, we show that \( \hat{\Sigma}_2 \cap (\Sigma_0 \cup \Sigma_1) = \Sigma_2 \cap \Sigma_0 \). By formulas (b) and (c), we have

\[
\hat{\Sigma}_2 \cap (\Sigma_0 \cup \Sigma_1) = (\hat{\Sigma}_2 \cap (S_0 \cup S_1), \hat{\alpha}_2 \cap (\alpha_0 \cup \alpha_1)).
\]

By an argument analogous to the proof above that \( \hat{\Sigma}_2 \cap (F_0 \cup F_1) = F_2 \cap F_0 \), one shows that

\[
\hat{\Sigma}_2 \cap (S_0 \cup S_1) = \Sigma_2 \cap S_0,
\]

which is the sort set of \( \Sigma_2 \cap \Sigma_0 \). Finally,

\[
\hat{\alpha}_2 \cap (\alpha_0 \cup \alpha_1) = (\hat{\alpha}_2/k^{-1}(F_2)) \cap (\alpha_0 \cup \alpha_1)
\]

\[
= (\hat{\alpha}_2/R + \hat{\alpha}_2/(F_2 \cap (S_0 + F_0))) \cap (\alpha_0 \cup \alpha_1)
\]

\[
= (\hat{\alpha}_2/(F_2 \cap F_0)) \cap (\alpha_0 \cup \alpha_1)
\]

(as \( R \cap (F_0 \cup F_1) = \emptyset \))

\[
= (\alpha_2/(F_2 \cap F_0)) \cap (\alpha_0 \cup \alpha_1)
\]

(due to (*))

\[
= (\alpha_2/(F_2 \cap F_0)) \cap ((\alpha_0 \cup \alpha_1)/(F_2 \cap F_0))
\]

\[
= (\alpha_2/(F_2 \cap F_0)) \cap (\alpha_0/(F_2 \cap F_0)),
\]

(because \( \Sigma_0 \sim \Sigma_1 \))

\[
= (\alpha_2 \cap \alpha_0)/(F_2 \cap F_0)
\]

\[
= \alpha_2 \cap \alpha_0,
\]
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which is the type map of $\Sigma_2 \cap \Sigma_0$. Hence $\hat{\Sigma}_2 \cap (\Sigma_0 \cup \Sigma_1) = \Sigma_2 \cap \Sigma_0$.

Next, we show that $k$ is an ASig-isomorphism $k: \hat{\Sigma}_2 \cup \Sigma_0 \to \Sigma_2 \cup \Sigma_0$. Since $k$ is a bijection from $(\hat{S}_2 + \hat{F}_2) \cup (S_0 + F_0)$ to $(S_2 + F_2) \cup (S_0 + F_0)$, according to Lemma 2.3.7 it is sufficient to show that $k$ is a signature morphism.

To see that $k$ is a signature morphism, observe first that $k([\hat{S}_2 \cup S_0]) = k([\hat{S}_2]) \cup k(S_0) \subseteq S_2 \cup S_0$, which is the sort set of $\Sigma_2 \cup \Sigma_0$, and that analogously $k([\hat{F}_2 \cup F_0])$ is a subset of the set of function symbols of $\Sigma_2 \cup \Sigma_0$. Finally, for $f: s_1 \ldots s_n \to r$ in $\hat{\Sigma}_2 \cup \Sigma_0$:

- if $f \in F_0$, then $(\hat{\alpha}_2 \cup \alpha_0)(f) = \alpha_0(f) \in S_0^+$, and thus $k^+((\hat{\alpha}_2 \cup \alpha_0)(f)) = \alpha_0(f) = (\alpha_2 \cup \alpha_0)(k(f))$,
- if $f \in \hat{F}_2$, then $k^+((\hat{\alpha}_2 \cup \alpha_0)(f)) = k^+(\hat{\alpha}_2(f)) = k^+(k^{-1})^+(\alpha_2(k(f)))) = \alpha_2(k(f)) = (\alpha_2 \cup \alpha_0)(k(f))$.

Thus, $(\hat{\alpha}_2 \cup \alpha_0) ; k^+ = k ; (\alpha_2 \cup \alpha_0)$. Hence $k$ is a signature morphism from $\hat{\Sigma}_2 \cup \Sigma_0$ to $\Sigma_2 \cup \Sigma_0$.

Consider now the signature morphism

$$k/\hat{\Sigma}_2: \hat{\Sigma}_2 \to \Sigma_2 \cup \Sigma_0.$$ 

The associated mapping is $k/(\hat{S}_2 + \hat{F}_2)$, which is a bijection between $\hat{S}_2 + \hat{F}_2$ and $S_2 + F_2$. Hence the map $k/(\hat{S}_2 + \hat{F}_2)$ defines a signature morphism

$$j: \hat{\Sigma}_2 \to \Sigma_2,$$

and because the map is bijective, Lemma 2.3.7 yields that $j$ is an ASig-isomorphism between $\hat{\Sigma}_2$ and $\Sigma_2$.

It remains to verify the three equations relating $k$ and $j$ in the renaming axiom. For this, it is sufficient to show that the respective symbol mappings are the same, and since the symbol mappings of inclusion morphisms are inclusion mappings, it remains to show that $k$ agrees with $j$ on $\hat{S}_2 + \hat{F}_2$, that $k$ is the identity on $S_0 + F_0$, and that $j$ is the identity on $(S_2 + F_2) \cap (S_0 + F_0)$. All this is trivial.
Hence the renaming axiom holds in \((\text{ASig}, \text{AIncl})\), which is therefore an institution syntax.

A simpler example of an institution syntax is the pair \((\text{Set}, \text{SetIncl})\).

2.3.8 Theorem. The pair \((\text{Set}, \text{SetIncl})\) is an institution syntax.

Proof. We can employ Theorem 2.3.6, because Set is isomorphic to the full subcategory of ASig whose objects are the signatures without function symbols, and SetIncl is isomorphic to the analogous full subcategory of AIncl. It is clear from the formulas (b) and (c) of Theorem 2.3.6, that these subcategories are closed under formation of ASig-joins and -meets. From this one easily deduces that the three axioms of the "institution syntax" definition (Def. 2.3.5) hold for the subcategories of ASig and AIncl that contain only the signatures without function symbols, and hence hold for the isomorphic categories Set and SetIncl.

We are now ready to define the notion of an "institution".

Recall that if \(C\) is a category, then \(C^\text{op}\) is the opposite category, and if \(\sigma: S \rightarrow T\) is an arrow of \(C\), then \(\sigma^\text{op}: T \rightarrow S\) is the arrow of \(C^\text{op}\) that corresponds to \(\sigma\).

2.3.9 Definition (Institution).
A preinstitution is a triple
\[
\langle \text{Sig}, \text{Incl}, \text{Mod} \rangle
\]
where \(\langle \text{Sig}, \text{Incl} \rangle\) is an institution syntax, and \(\text{Mod}\) is a functor from \(\text{Sig}^\text{op}\) to a category of sets.

The terminology of an institution syntax (Def. 2.3.5) carries over to a preinstitution, that is, the objects of \(\text{Sig}\) are called "signatures", the morphisms of \(\text{Sig}\) are called "signature morphisms", and the partial ordering on signatures defined by \(\text{Incl}\) is called "inclusion" and written "\(\subseteq\)". If \(S\) is a signature, an element \(A\) of \(\text{Mod}(S)\) is a model of signature \(S\) (or just an "\(S\)-model"). If \(\sigma: S \rightarrow T\) is
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A signature morphism, let $\bar{\sigma} := \text{Mod}(\sigma^{\text{op}}): \text{Mod}(T) \to \text{Mod}(S)$. If $S \subseteq T$ and $A \in \text{Mod}(T)$, then $A/S := (S \subseteq T)(A) \in \text{Mod}(S)$ is the reduct of $A$ to $S$. If $S \subseteq T$, $A \in \text{Mod}(S)$ and $B \in \text{Mod}(T)$ such that $B/S = A$ (i.e., $A$ is a reduct of $B$), then $A$ is included in $B$ (written "$A \subseteq B$").

A preinstitution is an institution, if it has the following "completeness" property: whenever $(S_i)_{i \in I}$ is a nonempty compatible family of signatures, and $A_i \in \text{Mod}(S_i)$ for $i \in I$, such that for all $i, j \in I$:

$$A_i/(S_i \cap S_j) = A_j/(S_i \cap S_j),$$

then there exists a unique $\bar{A} \in \text{Mod}(\bigcup_{i \in I} S_i)$ satisfying $\bar{A}/S_i = A_i$ (i.e., $A_i \subseteq \bar{A}$) for all $i \in I$. This model $\bar{A}$ will be denoted "$\bigcup_{i \in I} A_i$" and called the join of the family $(A_i)_{i \in I}$ (The proper notation would be "$\bigcup_{i \in I}(S_i, A_i)$", but the signatures $S_i$ ($i \in I$) will always be known from the context).

Here is the basic relation between reduct (of models) and restriction (of signature morphisms).

2.3.10 Proposition. Let $(\text{Sig}, \text{Incl}, \text{Mod})$ be a preinstitution. If $S \subseteq T$ and $\sigma: T \to U$ is a signature morphism, then for every $A \in \text{Mod}(U)$:

$$(\bar{\sigma} A)/S = (\sigma/S) A.$$

Proof. $(\bar{\sigma} A)/S = (S \subseteq T)(\bar{\sigma} A) = ((S \subseteq T); \sigma) A = (\sigma/S) A$.  

As explained before, a signature $S$ can be thought of as representing a "type environment" of a programming language, that is, a set of program symbols with associated type information. A model of signature $S$ is supposed to represent an "environment", in which semantic values are associated with the symbols of $S$, conforming to the type information in $S$. A model thus represents the semantics of a self-contained set of definitions in the programming language.

A signature morphism $\sigma: S \to T$ defines a "translation" map $\bar{\sigma} = \text{Mod}(\sigma^{\text{op}})$ from $T$-models to $S$-models. If $\sigma$ is thought of as a map from the symbols of $S$ to the symbols of $T$, the translation $\bar{\sigma} A$ of a $T$-model $A$ could be obtained by assigning to a symbol $x$ of $S$ the semantic value assigned to $\sigma(x)$ in $A$.  
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The completeness property of an institution allows one to construct a model by combining models that represent the contributions of different sections of a program (e.g., different modules). Variants of the completeness axiom are well known in sheaf theory, where they distinguish "sheaves" from "presheaves" [FS 79, p. 346].

2.3.11 Theorem. The triple \((\mathcal{A}\text{Sig}, \mathcal{A}\text{Incl}, \text{Alg})\) is an institution. In particular,

(a) If \(\Sigma \subseteq \Sigma'\), \(\Sigma = (S, \alpha: F \to S^+)\), and \(A \in \text{Alg}(\Sigma')\), then \(A/\Sigma\) is the restriction of the mapping \(A\) to \(S + F\).

(b) If \(\langle \Sigma_i \rangle_{i \in I}\) is a nonempty compatible family of small algebraic signatures, and \(A_i \in \text{Alg}(\Sigma_i)\) for \(i \in I\), such that for all \(i,j \in I\): \(A_i/(\Sigma_i \cap \Sigma_j) = A_j/(\Sigma_i \cap \Sigma_j)\), then \(\tilde{A} := \bigcup_{i \in I} A_i\) is the unique algebra of signature \(\bigcup_{i \in I} \Sigma_i\) that satisfies \(\tilde{A}/\Sigma_i = A_i\) for all \(i \in I\) (in particular, \(\bigcup_{i \in I} A_i = \bigcup_{i \in I} A_i\) for \(I \neq \emptyset\)).

Proof. By Theorem 2.3.6, the pair \((\mathcal{A}\text{Sig}, \mathcal{A}\text{Incl})\) is an institution syntax. By definition, \(\text{Alg}\) is a functor from \(\mathcal{A}\text{Sig}^{\text{op}}\) to a category of sets. It is clear that clause (b) of the theorem implies the completeness property of an institution. The two clauses of the theorem will now be proved.

Clause (a): Suppose that \(\Sigma = (S, \alpha: F \to S^+)\) and \(\Sigma' = (S', \alpha': F' \to (S')^+)\), and that \(A \in \text{Alg}(\Sigma')\). Then

\[
A/\Sigma = \text{Alg}((\Sigma \subseteq \Sigma')^{\text{op}})(A) \\
= (\Sigma \subseteq \Sigma')(A) \\
= (\Sigma \subseteq \Sigma'); A \\
= ((S + F) \subseteq (S' + F')); A \\
= A/(S + F).
\]

1The close connection between institutions and sheaves was noted and pointed out to me by John Gray
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Clause (b): Let \( (\Sigma_i)_{i \in I} \) be a nonempty compatible family of small algebraic signatures, where \( \Sigma_i = (S_i, \alpha_i; F_i \to S_i^+) \), and let \( A_i \in \text{Alg}(\Sigma_i) \) for \( i \in I \), such that for all \( i, j \in I \): \( A_i/(\Sigma_i \cap \Sigma_j) = A_j/(\Sigma_i \cap \Sigma_j) \).

By Theorem 2.3.6 (b),

\[
\bigcup_{i \in I} \Sigma_i = \left< \bigcup_{i \in I} S_i, \bigcup_{i \in I} \alpha_i; \bigcup_{i \in I} F_i \to \left( \bigcup_{i \in I} S_i \right)^+ \right>.
\]

Now let \( \bar{A} := \bigcup_{i \in I} A_i \). This is a relation, and

\[
dom \bar{A} = \bigcup_{i \in I} dom A_i = \bigcup_{i \in I} (S_i + F_i) = \bigcup_{i \in I} S_i \cup \bigcup_{i \in I} F_i = \bigcup_{i \in I} S_i + \bigcup_{i \in I} F_i.
\]

To see that \( \bar{A} \) is a function, suppose that \((x, y)\) and \((x, z)\) are elements of \( \bar{A} \). We can pick \( i, j \in I \), such that \((x, y) \in A_i\) and \((x, z) \in A_j\). Then \( x \in dom A_i \cap dom A_j \). Hence \( y = A_i(x) = (A_i/(\Sigma_i \cap \Sigma_j))(x) = (A_j/(\Sigma_i \cap \Sigma_j))(x) = A_j(x) = z \). Thus, \( \bar{A} \) is a function.

To see that \( \bar{A} \) is an algebra of signature \( \bigcup_{i \in I} \Sigma_i \), consider \( f: s_1 \ldots s_n \to r \) in \( \bigcup_{i \in I} \Sigma_i \), i.e., \( f \in \bigcup_{i \in I} F_i \) and \( (\bigcup_{i \in I} \alpha_i)(f) = (s_1 \ldots s_n, r) \). Pick \( i \in I \) such that \( f \in F_i \). Then \( \alpha_i(f) = (s_1 \ldots s_n, r) \), \( A_i(f) = \bar{A}(f) \), \( A_i(s_k) = \bar{A}(s_k) \) for \( k \in \{1, \ldots, n\} \), and \( A_i(r) = \bar{A}(r) \). Because \( A_i \) is an algebra,

\[
A_i(f): \left( \prod_{k \in \{1, \ldots, n\}} A_i(s_k) \right) \to A_i(r),
\]

and this is equivalent to

\[
\bar{A}(f): \left( \prod_{k \in \{1, \ldots, n\}} \bar{A}(s_k) \right) \to \bar{A}(r).
\]

Thus, \( \bar{A} \) is an algebra of signature \( \bigcup_{i \in I} \Sigma_i \). Using clause (a), one immediately obtains that \( \bar{A}/\Sigma_i = A_i \) for all \( i \in I \).

To see that \( \bar{A} \) is the only such algebra, let \( B \in \text{Alg}(\bigcup_{i \in I} \Sigma_i) \) be such that \( B/\Sigma_i = A_i \) for all \( i \in I \).

Both \( \bar{A} \) and \( B \) are mappings with domain \( (\bigcup_{i \in I} S_i) + (\bigcup_{i \in I} F_i) \). Consider an element \( x \) of this set. We can pick \( i \in I \) such that \( x \in S_i + F_i \). Hence

\[
\bar{A}(x) = \left( ((S_i + F_i) \subseteq \left( \bigcup_{i \in I} S_i + \bigcup_{i \in I} F_i \right) ; \bar{A} \right)(x)
\]
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\[\begin{align*}
&= \frac{\bar{A}}{\Sigma}i(x) \\
&= A_i(x) \\
&= \frac{B}{\Sigma}i(x) \\
&= \left(\left(\left(\left(S_i + F_i\right) \subseteq \left(\bigcup_{i \in I} S_i + \bigcup_{i \in I} F_i\right)\right); B\right)(x) \\
&= B(x).
\end{align*}\]

This means that \(\bar{A} = B\), hence \(\bar{A}\) is unique. \(\square\)

A simpler example of an institution is obtained from the institution syntax \langle Set, SetIncl \rangle by defining the models of a signature (i.e., a set) \(S\) to be the small functions with domain \(S\), i.e., the maps from \(S\) to the universe \(U\).

2.3.12 Definition. Let \(\text{SetMod}: \text{Set}^{\text{op}} \to \text{Cls}\) be the functor that maps a set \(S\) to the class \((S \to U)\) of mappings from \(S\) to \(U\), and \(f: S \to T\) in \(\text{Set}\) to the map \(\text{SetMod}(f^{\text{op}}): (T \to U) \to (S \to U)\) defined by \(k \mapsto f \cdot k\). \(\square\)

2.3.13 Theorem. The triple \(\langle \text{Set}, \text{SetIncl}, \text{SetMod} \rangle\) is an institution.

Proof. The proof of the theorem that \(\langle \text{Set}, \text{SetIncl} \rangle\) is an institution syntax (Theorem 2.3.8) was based on the isomorphism between the category of small sets and the category of small algebraic signatures without function symbols. This isomorphism commutes with the two model functors, that is, the set \((S \to U)\) of small functions on a set \(S\) is identical to the set of small algebras of signature \(\langle S, \emptyset \rangle\), and the model map of a map \(f: S \to T\) in \(\text{Set}\) is the same as the model map of the corresponding signature morphism \(f: \langle S, \emptyset \rangle \to \langle T, \emptyset \rangle\) in \(\text{ASig}\).

From this observation and the fact that \(\langle \text{ASig}, \text{AIncl}, \text{AAlg} \rangle\) is an institution, it easily follows that \(\langle \text{Set}, \text{SetIncl}, \text{SetMod} \rangle\) also is an institution. \(\square\)
Chapter 3

Modular Systems

This chapter presents a theory of modular programming that is based on the concept of a "cell". Both module specifications and program modules are cells in the theory, and cells therefore act in the rôle of specifications as well as in the rôle of the objects specified.

The fundamental relation between cells in modular programming is that of "refinement", which generalizes the "satisfaction" relation between a module and its specification to cells.

In Section 3.2 the "decomposition" of a cell into a system of cells is described; this concept expresses how the module specifications of a modular system must fit together.

Section 3.3 defines the "composition" of a system of cells, which reflects the way program modules would be composed by a compiler.

In Section 3.4 it is shown that the concepts presented so far form a sound discipline for modular programming: decomposing a cell into a cell system, refining the cells of that system, and composing the refined cells yields a refinement of the original cell. This theorem generalizes previous theorems by myself [Schoett 81] and by Back and Mannila [BM 84].

The final section, Section 3.5, analyses the relation between decomposition and composition further. In particular, it is shown that, apart from some syntactic restrictions, decomposition is the most general design criterion for the specifications of a modular system that makes the final, composed cell a refinement of its specification.
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The mathematical theory of this chapter is developed exclusively on the abstract level of an institution (except, of course, for the examples). Since all definitions and theorems refer to a single, but arbitrary, institution, the following convention is adopted.

Convention. Throughout this chapter, the triple \( \langle \text{Sig}, \text{Incl}, \text{Mod} \rangle \) is assumed to be an institution. The concepts that depend on an institution (such as “signature”, “inclusion”, or “model”) are implicitly assumed to refer to the institution \( \langle \text{Sig}, \text{Incl}, \text{Mod} \rangle \).

3.1 Cells and Refinement

This section introduces the “cell” concept and the “refinement” relation between cells.

3.1.1 Definition. A cell signature is a pair of compatible signatures.

In a cell signature \( \langle E, D \rangle \), call \( E \) the environment signature, and call \( D \) the definition signature (“signature of defined entities”).

The meaning of a cell signature \( \langle E, D \rangle \) is that a cell of that signature will assume the program entities of \( E \) to be present, and will contribute entities so that the entities of \( D \) will be present as well. That is, the cell will define those entities of \( D \) that do not occur already in \( E \).

More formally, this is described in the following definition: A “site” for \( \langle E, D \rangle \) is a signature onto which a cell of signature \( \langle E, D \rangle \) can be fitted, and the “result signature” of \( \langle E, D \rangle \) on a site is that site enriched by the contribution of the cell.

3.1.2 Definition. Let \( \langle E, D \rangle \) be a cell signature. A site for \( \langle E, D \rangle \) is a signature \( F \), compatible with \( E \sqcup D \), such that

\[
F \cap (E \sqcup D) = E.
\]

If \( F \) is a site for \( \langle E, D \rangle \), the signature \( F \sqcup D \) is called the result signature of \( \langle E, D \rangle \) on \( F \).
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The following proposition gives an alternative characterization of the "site" notion.

3.1.3 Proposition. Let \( \langle E, D \rangle \) be a cell signature, and let \( F \) be a signature. Then \( F \) is a site for \( \langle E, D \rangle \), if and only if

\[
F \supseteq E, \quad F \sim D, \quad \text{and} \quad F \cap D \subseteq E.
\]

Proof. If \( F \) is a site for \( \langle E, D \rangle \), then \( F \sim (E \cup D) \) and \( F \cap (E \cup D) = E \). From this the three clauses above follow trivially.

Conversely, suppose that \( \langle E, D \rangle \) is a cell signature, and \( F \) a signature such that \( F \supseteq E, F \sim D, \) and \( F \cap D \subseteq E \). Then \( E \cup D \subseteq F \cup D \), hence \( E \cup D \sim F \), and

\[
F \cap (E \cup D) = (F \cap E) \cup (F \cap D) = E \cup (F \cap D) = E.
\]

In this proposition it can be seen that a site \( F \) for a cell signature \( \langle E, D \rangle \) must satisfy three conditions:

- \( F \) must contain all the program entities required by a cell of signature \( \langle E, D \rangle ) (F \supseteq E) \),
- \( F \) must be syntactically compatible with the entities newly contributed by the cell \( (F \sim D) \),
- \( F \) must not already contain any of the entities to be contributed by the cell \( (F \cap D \subseteq E) \).

By virtue of these conditions, a cell of signature \( \langle E, D \rangle \) can enrich the signature \( F \) without conflicts—think of \( F \) as representing a self-contained set of declarations in a programming language, and of \( \langle E, D \rangle \) as representing a set of (not necessarily self-contained) declarations that may follow \( F \) on the same level of block structure, where the programming language forbids multiple declarations of a symbol on the same level of block structure.
In the program development of Section 1.4, cell signatures (in the institution \((\text{ASig}, \text{AIncl}, \text{Alg})\)) have occurred in connection with modules. Each module given there has an environment signature and a set of defined symbols. The cell signature that characterizes the module syntactically has the environment signature as environment signature, and its definition signature is obtained by adding the defined symbols to the environment signature.

3.1.4 Example. The module \(M_{\text{DICT}}\) of Figure 1-7 was described syntactically as follows:

**environment signature**

\[
\text{listitem, store: sort} \\
\text{input: listitem \to store} \\
\text{output: store \to listitem}
\]

**defined symbols**

\[
\text{dictionary: listitem \to listitem.}
\]

This description defines the cell signature \((E_{\text{DICT}}, D_{\text{DICT}})\), where \(E_{\text{DICT}}\) is as given under environment signature above, and \(D_{\text{DICT}}\) is \(E_{\text{DICT}}\) enriched by

\[
\text{dictionary: listitem \to listitem.}
\]

Another cell signature connected with a module is obtained from the interfaces that specify the module. If we define \(E\) to be the join of the signatures of the interfaces on which the module depends, and \(D\) to be the join of the signatures of the interfaces to be satisfied by the module, we obtain a cell signature \((E, D)\), which may be called the cell signature of the "specification" of the module.

3.1.5 Example. The module \(M_{\text{DICT}}\) depends on the interface \(\text{INOUT}\) (Figure 1-9), and its result is specified by the interface \(\text{DICT}\) (Figure 1-5). The cell signature of the "specification" of \(M_{\text{DICT}}\) therefore is

\[
(\Sigma_{\text{INOUT}}, \Sigma_{\text{DICT}}),
\]
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($\Sigma_{DICT}$ is given in Example 2.2.2, $\Sigma_{INOUT}$ is the signature of $INOUT$, shown in Figure 1-9), or explicitly:

**environment signature**

\[
\begin{align*}
\text{bool, item, listitem, store: sort} \\
\text{leitem: item item } & \rightarrow \text{ bool} \\
\text{input: listitem } & \rightarrow \text{ store} \\
\text{output: store } & \rightarrow \text{ listitem}
\end{align*}
\]

**definition signature**

\[
\begin{align*}
\text{bool, item, listitem: sort} \\
\text{leitem: item item } & \rightarrow \text{ bool} \\
\text{dictionary: listitem } & \rightarrow \text{ listitem}.
\end{align*}
\]

In this cell signature, the definition signature does not fully include the environment signature as in the previous example. The set of “defined entities” of this cell signature, that is, the set of entities occurring in the definition signature, but not in the environment signature, contains only the symbol `dictionary`, and is the same as in the previous example.

We now turn to the semantic aspects of the “cell” concept. A cell will consist of two “interfaces”, in the sense of the following definition.

**3.1.6 Definition.** An interface (also called a “specification”) is a pair

\[\langle S, P \rangle,\]

where $S$ is a signature and $P \subseteq \text{Mod}(S)$.

By abuse of language, we will usually let “$P$” denote the interface $\langle S, P \rangle$, call $P$ an “interface of signature $S$” or just “$S$-interface”, and call $S$ the “signature of $P$”, written “$\text{Sig}(P)$”.

All the interfaces that occurred in the dictionary program development fit this definition (for the institution $\langle \text{ASig}, \text{AINcl}, \text{Alg} \rangle$). We used the informal nota-
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In this scheme, the signature part gives the signature of the interface, the properties part gives a predicate that characterizes the model set of the interface.

The idea of using interfaces as defined here in place of specifications in some specification language was adopted from Lipeck [Lipeck 83, p. 15 ff.], who calls the analogous concept a "class" ("Klasse"). Since every possible specification language must determine which models satisfy a specification, every specification of models of a certain signature in every language gives rise to an interface (Lipeck's "classes" are slightly more restrictive, as they must be closed under model isomorphisms).

Conversely, an interface may be regarded as a "sentence" of a very general (in fact, the most general) specification language. For example, one obtains an "institution" in the sense of Goguen and Burstall [GB 84, p. 229] (in the simplified version, where Mod(S) is a set rather than a category) by defining the set of "sentences" of a signature to be the set of interfaces, "satisfaction" as the element relation (∈), and the "translation" of a sentence ⟨S, P⟩ along a signature morphism σ: S → T by means of the "satisfaction condition" of Goguen and Burstall [GB 84, p. 229]:

\[ \sigma(S, P) := \langle T, \{ A \in Mod(T) \mid Mod(\sigma^o)(A) \in P \} \rangle. \]

The following definition treats interfaces as if they were sentences. Note, however, that the "projection" operation is not a special case of "translation" as described above, but rather analogous to the derive operation of ASL [ST 85, p. 15].
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3.1.7 Definition (Projection and conjunction of interfaces).

Let \( P \) be an interface of signature \( S \), and let \( T \subseteq S \). The projection of \( P \) onto \( T \), written \( "P/T" \), is the \( T \)-interface defined by the set of \( T \)-reducts of the elements of \( P \):

\[
P/T := \text{Mod}((T \subseteq S)^\text{op})\{P\} = \{A/T \mid A \in P\}.
\]

Let \( \langle P_i \rangle_{i \in I} \) be a family of interfaces with compatible signature family \( \langle S_i \rangle_{i \in I} \). The conjunction \( \bigwedge_{i \in I} P_i \) of the interfaces \( P_i \) \((i \in I)\) is the interface of signature \( \bigcup_{i \in I} S_i \) defined by

\[
\bigwedge_{i \in I} P_i := \{ A \in \text{Mod}(\bigcup_{i \in I} S_i) \mid \forall i \in I: A/S_i \in P_i \}.
\]

The conjunction of two interfaces \( P \) and \( Q \) is written \( "P \land Q" \).

Note that in this definition, language is heavily "abused" in the sense of Definition 3.1.6: projections and conjunctions of interfaces depend on their signatures, although the notations \( "P/T" \) and \( "\bigwedge_{i \in I} P_i" \) do not explicitly mention them (the proper notations \( "(S,P)/T" \) and \( "\bigwedge_{i \in I}(S_i,P_i)" \) would be rather clumsy).

The following propositions state some basic monotonicity properties of the conjunction operation.

3.1.8 Proposition ("the more components in a conjunction, the less models").

Let \( \langle P_i \rangle_{i \in I} \) be a family of interfaces with compatible signature family \( \langle S_i \rangle_{i \in I} \), let \( J \subseteq I \), and let \( T \subseteq \bigcup_{i \in J} S_i \). Then

\[
\bigwedge_{i \in J} P_i / T \supseteq \bigwedge_{i \in I} P_i / T.
\]

Proof. Consider \( A \in \bigwedge_{i \in J} P_i / T \). By definition, there exists \( B \in \bigwedge_{i \in I} P_i \), such that \( B/T = A \). But then \( B/\bigcup_{i \in J} S_i \in \bigwedge_{i \in J} P_i \), because for each \( i \in J: (B/\bigcup_{i \in J} S_i)/J = B/J \in P_i \). Hence

\[
A = B/T = (B/\bigcup_{i \in J} S_i)/T \in \bigwedge_{i \in J} P_i / T.
\]

\( \Box \)
3.1.9 Proposition ("Conjunction is monotonic in its arguments")

Let \( \langle P_i \rangle_{i \in I} \) and \( \langle P'_i \rangle_{i \in I} \) be interface families with signature families \( \langle S_i \rangle_{i \in I} \) and \( \langle S'_i \rangle_{i \in I} \), such that \( \langle S'_i \rangle_{i \in I} \) is compatible and \( S_i \subseteq S'_i \) for all \( i \in I \), and let \( T \subseteq \bigcup_{i \in I} S_i \). If \( P'_i / S_i \subseteq P_i \) for all \( i \in I \), then

\[
\left( \bigwedge_{i \in I} P_i \right) / T \subseteq \left( \bigwedge_{i \in I} P'_i \right) / T.
\]

Proof. Assume that \( P'_i / S_i \subseteq P_i \) for all \( i \in I \). If \( A \in \left( \bigwedge_{i \in I} P_i \right) / T \), then there exists \( B \in \bigwedge_{i \in I} P'_i \) such that \( B / T = A \). But \( B / \bigcup_{i \in I} S_i \in \bigwedge_{i \in I} P_i \), because for each \( i \in I \):

\[
\left( B / \bigcup_{i \in I} S_i \right) / S_i = B / S_i = \left( B / S'_i \right) / S_i \in P'_i / S_i \subseteq P_i,
\]

and hence

\[
A = B / T = \left( B / \bigcup_{i \in I} S_i \right) / T \in \left( \bigwedge_{i \in I} P_i \right) / T. \quad \square
\]

Note that the "converse" of this proposition is false in general: If

\[
\forall i \in I: P_i \subseteq P'_i / S_i,
\]

it does not follow that

\[
\left( \bigwedge_{i \in I} P_i \right) / T \subseteq \left( \bigwedge_{i \in I} P'_i \right) / T.
\]

Here is a counterexample in the institution \( \langle \text{Set}, \text{SetIncl}, \text{SetMod} \rangle \): Let

\[
I = \{1, 2\}, \quad S_1 = S_2 = \emptyset, \quad P_1 = P_2 = \{\emptyset\},
\]

\[
S'_1 = S'_2 = \{x\}, \quad P'_1 = \{(x, 1)\}, \quad P'_2 = \{(x, 2)\},
\]

so that \( P_1 \) and \( P_2 \) both specify the unique \( \emptyset \)-model \( \emptyset \), \( P'_1 \) prescribes that the interpretation of \( x \) (an arbitrary symbol) be 1, and \( P'_2 \) prescribes that it be 2.

Then

\[
(P_1 \land P_2) / \emptyset = \emptyset / \emptyset = \emptyset,
\]

but

\[
(P'_1 \land P'_2) / \emptyset = \emptyset / \emptyset = \emptyset.
\]

The specification \( P'_1 \land P'_2 \) is empty, because \( P'_1 \) and \( P'_2 \) prescribe different interpretations for \( x \). Yet the projections of \( P'_1 \) and \( P'_2 \) to the empty signature
that is, \(P_1\) and \(P_2\) do not exhibit this conflict any more and have a nonempty intersection.

We are now ready to define "cells".

### 3.1.10 Definition (Cell).

A cell is a pair of interfaces whose signatures are compatible. In a cell \((Q,R)\), call \(Q\) the requirement interface and \(R\) the result interface. The cell signature \(\langle E,D \rangle := (\text{Sig}(Q), \text{Sig}(R))\) is the signature of \((Q,R)\), also written "\text{Sig}(Q,R)\" and \((Q,R)\) is called a "cell of signature \((E,D)\)" or an "\((E,D)\)-cell".

The intended interpretation of a cell \((Q,R)\) is that it can be applied in contexts that contain program entities satisfying the requirement interface \(Q\), and that it will then contribute program entities such that the result interface \(R\) also is satisfied. This is captured in the following definition.

### 3.1.11 Definition (Base and result).

Let \((Q,R)\) be a cell of signature \((E,D)\). A base for \((Q,R)\) is a model \(A\) of signature \(F\), such that

\[
F\text{ is a site for }\langle E,D \rangle, \text{ and } A/E \in Q.
\]

A result of \((Q,R)\) on the base \(A\) is a model \(B\) of signature \(F \sqcup D\) that satisfies

\[
B/F = A \text{ and } B/D \in R
\]

(more concisely: \(B \in \{A\} \wedge R\)).

In general, a cell may have any number of results (including zero) on any base. The following definition classifies cells according to the number of results they have.
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3.1.12 Definition. A cell is

- **consistent**, if for every base it has at least one result,
- **single-valued**, if for every base it has at most one result,
- a **module**, if for every base it has exactly one result

(i.e., if it is both consistent and single-valued).

This definition employs quantification over all bases of a cell, that is, over models of possibly many different signatures. A simpler characterization is given by the following proposition, whose criteria involve only models of the environment and result signature of a cell.

3.1.13 Proposition. Let \((Q, R)\) be a cell of signature \((E, D)\), and let \(-/E: Q \land R \rightarrow Q\) be the reduct function. Then

\[
\begin{align*}
\langle Q, R \rangle \text{ is consistent } & \iff Q \subseteq (\text{Mod}(E) \land R)/E \\
& \iff -/E \text{ is surjective,}
\end{align*}
\]

\[
\begin{align*}
\langle Q, R \rangle \text{ is single-valued } & \iff -/E \text{ is injective,}
\end{align*}
\]

\[
\begin{align*}
\langle Q, R \rangle \text{ is a module } & \iff -/E \text{ is bijective.}
\end{align*}
\]

Proof.

**First Line:** Suppose \((Q, R)\) is consistent. Consider \(A \in Q\). Since \(A\) is a base for \((Q, R)\), there exists a result \(B\) of \((Q, R)\) on \(A\). Clearly, \(B \in \text{Mod}(E) \land R\). Hence

\[
A = B/E \in (\text{Mod}(E) \land R)/E.
\]

It follows that \(Q \subseteq (\text{Mod}(E) \land R)/E\).

Conversely, suppose that \(Q \subseteq (\text{Mod}(E) \land R)/E\). Let \(A\) be a base for \((Q, R)\), and let \(F\) be the signature of \(A\). Since \(A/E \in Q\), there exists \(B \in (\text{Mod}(E) \land R)\), such that \(B/E = A/E\). The intersection of the signatures of \(B\) and of \(A\) is \(E\), because \(F\) is a site for \((E, D)\). Hence by the completeness property of an institution there exists \(C \in \text{Mod}(F \cup D)\), such that \(C/F = A\) and \(C/(E \cup D) = B\). But then \(C\) is a result of \((Q, R)\) on \(A\), because \(C/F = A\) and \(C/D = B/D \in R\). As \(A\) was an arbitrary base for \((Q, R)\), the cell is consistent.
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Second Line: Assume again that \( \langle Q, R \rangle \) is consistent. Let \( A \in Q \). Since \( A \) is a base for \( \langle Q, R \rangle \), we can pick a result \( B \) of \( \langle Q, R \rangle \) on \( A \). Of course, \( B \in Q \land R \). Since \( B/E = A \), we have \( A \in \text{ran}(\langle \cdot /E \rangle) \). Since \( A \) was an arbitrary member of \( Q \), \( \langle \cdot /E \rangle \) is surjective.

Conversely, if \( \langle \cdot /E \rangle \) is surjective, then

\[
(\text{Mod}(E) \land R) \langle \cdot /E \rangle \supseteq (Q \land R) \langle \cdot /E \rangle = Q.
\]

By the first line of the proposition, \( \langle Q, R \rangle \) is consistent.

Third Line: Assume that \( \langle Q, R \rangle \) is single-valued. Let \( A \) and \( B \) be elements of \( Q \land R \) such that \( A/E = B/E \). Then \( A \) and \( B \) are results of \( \langle Q, R \rangle \) on the base \( A/E \), and the single-valuedness of \( \langle Q, R \rangle \) implies that \( A = B \). Hence \( \langle \cdot /E \rangle : Q \land R \rightarrow Q \) is injective.

Now assume that \( \langle \cdot /E \rangle \) is injective. Let \( A \) and \( B \) be two results of \( \langle Q, R \rangle \) on a base \( C \) of signature \( F \). Because

\[
A/E = (A/F)/E = C/E = (B/F)/E = B/E,
\]

and because \( A/(E \cup D) \) and \( B/(E \cup D) \) are elements of \( Q \land R \), the injectivity of \( \langle \cdot /E \rangle \) implies that \( A/(E \cup D) = B/(E \cup D) \); in particular, \( A/D = B/D \). Since \( A \) and \( B \) are of signature \( F \cup D \), and \( A/F = C = B/F \) also, the completeness property of an institution (uniqueness of joins) implies that \( A = B \). Since \( A \) and \( B \) were arbitrary, \( \langle Q, R \rangle \) is single-valued.

Fourth Line: This follows trivially from the previous two lines. \( \Box \)

We have encountered cells in the institution \( \langle \text{ASig}, \text{AINcl}, \text{Alg} \rangle \) in the dictionary program development. Each module given there (\( \text{MDICT} \): Fig. 1-7, \( \text{MINOUT} \): Fig. 1-14, \( \text{MINPUT} \): Fig. 1-16, \( \text{MOUTPUT} \): Fig. 1-18, \( \text{MSTORE} \): Fig. 1-19) was presented using the following scheme:

\[
\text{module} \\
\hspace{1cm} \text{environment signature} \\
\hspace{2cm} : \\
\]
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defined symbols
  :
requirement
  :
result
  :

In this scheme, the sections environment signature and defined symbols describe a cell signature \((E, D)\), as explained in Example 3.1.4. The requirement section states properties of an algebra of the environment signature, and hence defines an interface \(Q\) of signature \(E\); the result section states properties of an algebra of signature \(D\) (i.e., the combination of environment signature and defined symbols), which define an interface \(R\) of signature \(D\). The cell defined by such a scheme is \((Q, R)\).

The following example illustrates how a concrete program module, expressed in some programming notation, is rendered as a cell in the theory.

3.1.14 Example. In the dictionary program development of Section 1.4, the following definition of the input operation was given:

\[
\text{input}(l) = \begin{cases} 
\text{empty}() & \text{if } \text{isnil}(l) \\
\text{insert}(\text{hd} \ l, \text{input}(\text{tl} \ l)) & \text{else}
\end{cases}
\]

Except for minor syntactic details, this is a recursive definition of the function

\[
\text{input}: \text{listitem} \to \text{store}
\]

in a functional programming notation such as, for example, the functional subsets of ALGOL 68 [van Wijngaarden et al. 76], ML [HMM 86] or the "Algorithmic Language" ("Algorithmische Sprache") of the Munich CIP Project [CIP 85]. In the development of Section 1.4, this code forms the body of a program module (in general, a program module could contain any number of type and operation definitions).

First, we discuss how the cell signature of this module is obtained. The environment signature must contain all the program entities that are used in the
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code. This includes all the source and target sorts of the operations used. The
operations used are isnil, empty, insert, hd, and tl. The type of these operations
is obtained from the context. The environment signature that results is:

environment signature

bool, item, listitem, store: sort
isnil: listitem \rightarrow bool
hd: listitem \rightarrow item
tl: listitem \rightarrow listitem
empty: \rightarrow store
insert: item store \rightarrow store.

This is just the environment signature given in Figure 1-16.

The result signature is obtained from the environment signature by adding
the program entities defined by the code, here input. As it is unnecessary to list
the symbols of the environment signature again, this can simply be recorded as
follows:

defined symbols

input: listitem \rightarrow store.

We now turn to the semantics of the cell. First, what are its requirements?
One might think of naming here the assumptions made in the correctness proof
of the module, that is, the assumptions recorded in the interfaces \textit{LISTITEM}
(Figure 1-4) and \textit{INSERT} (Figure 1-15). But these interfaces are not part of the
code itself, and so the resulting cell would no longer be a direct representation
of the program code (the proper rôle of the interfaces \textit{LISTITEM} and \textit{INSERT}
with respect to the code is explained in Example 3.1.15 below).

The requirements of the code itself are the semantic prerequisites that are
necessary to ensure that the code is correct and has a valid semantics in the
programming notation used. In the example, there are no such requirements
concerning the types item, listitem, and store, and the operations isnil, hd, tl,
empty, and insert, because the code is valid whatever the interpretation of these
symbols is (assuming these interpretations conform to the type information in
the signature).
However, the type \textit{bool} cannot have an arbitrary interpretation, because it must be compatible with the if construct used in the code. The if construct is regarded here as a fixed part of the language rather than as an arbitrary function, because a function corresponding to the if construct would have to have arguments of "higher order" types ([Schoett 81, p. 50 f.], [BW 83, p. 145–149]).

This special status of if also gives a special status to the type \textit{bool}: Because the if construct is a fixed part of the programming notation, the type \textit{bool} also must have a fixed definition, to enable the if construct to interpret values of type \textit{bool} (in practical programming notations this restriction is reflected in the fact that even if it is possible to redefine the type \textit{bool}, the new type of that name cannot become acceptable in the first argument position of if).

Assuming that the predefined type \textit{bool} has the value set \{T, F\}, we can record the restriction on \textit{bool} as follows.

\begin{align*}
\text{requirement} \\
\text{bool} = \{T, F\}.
\end{align*}

Finally, consider the result interface of the cell. This is to be a predicate that characterizes the result defined by the code for all interpretations of the environment symbols that satisfy the requirements.

In the presentation of the module $M_{INPUT}$ in Figure 1-16, we simply wrote down the code for the \textit{input} operation to characterize the result:

\begin{align*}
\text{result} \\
\text{input}(l) &= \text{if isnil}(l) \text{ then empty()} \\
&\quad \text{else isnil(hd } l, \text{ input(tl } l))\text{).}
\end{align*}

This code can be read as the following predicate:

"The interpretation of \textit{input} is the function that the code defines according to the semantics of the programming notation on the basis of the interpretation of the environment symbols."
With the conventional semantics of recursive definitions, this means that the interpretation of \textit{input} must be the least fixpoint of the functional equation

\[
\text{input} = \lambda l. \begin{cases} 
\text{empty}() & \text{if isnil}(l) \\
\text{insert}(\text{hd} \ l, \text{input}(\text{tl} \ l)) & \text{else}
\end{cases}
\]

where partial functions are partially ordered by the inclusion relation between their graphs.

We have reviewed the meaning of the four sections \textit{environmentsignature}, \textit{definedsymbols}, \textit{requirements}, and \textit{result} of the description of the cell \textit{MINPUT} given in Figure 1-16.

It can be seen in this example that cells which represent concrete program modules will usually be consistent and single-valued, that is, "modules" in the sense of Definition 3.1.12:

Given a concrete module, as code in some programming notation, the requirement interface of the cell representing it records the conditions necessary for the code to be a well-formed definition in the programming notation. Hence, the code defines a result for every environment that satisfies the requirement, and the associated cell is therefore consistent.

Also, a definition in a programming notation normally has unique semantics. Hence, for every environment satisfying the requirements of the code, the code defines a unique result, and hence there is a unique extension of the environment that satisfies the result interface of the associated cell. The cell therefore is a "module" as defined above.

In a modular program development, a second cell can be associated with a module. This cell, which might be called the "specification" of the module, is formed from the interfaces of the modular design to which the module is related. The interfaces that specify the module's result form the result interface of the specification cell, the interfaces that specify the properties of the module's environment on which the module may rely form the requirement interface of the specification cell.
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![Diagram of MINPUT and interfaces]

Figure 3-1: The module MINPUT and the interfaces specifying it

3.1.15 Example. In the dictionary program development of Section 1.4, the module MINPUT is specified by the interfaces INPUT, INSERT, and LISTITEM, as shown in Figure 3-1. The “specification” of MINPUT, obtained by combining the three interfaces, is the following cell MINPUT:

\[ M_{\text{INPUT}} = \text{cell requirement} \]

\[ I_{\text{INSERT}} \land I_{\text{LISTITEM}} \]

result

\[ I_{\text{INPUT}} \]

The cell MINPUT represents the interfaces via which MINPUT is related to the other modules of the system. For the correctness of the modular design, only MINPUT is relevant, not MINPUT; the only information about MINPUT that is distributed across the system is that contained in MINPUT. We might say that MINPUT “encapsulates” MINPUT and presents an abstract view of it to the rest of the system, as illustrated in Figure 3-2.

On the other hand, this “abstract” view of MINPUT is only relevant in the original modular design, it is irrelevant for the semantics of the final program.
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\[ M_{INPUT} \]

result \( I_{INPUT} \)

requirement \( I_{INSERT} \land I_{LISTITEM} \)

Figure 3-2: \( M_{INPUT} \) viewed as "encapsulating" \( M_{INPUT} \)

\[ M_{INPUT} \]

module
environment ...
defined symbols ...
requirement ...
result ...

\[ M_{INPUT} \]

result \( I_{INPUT} \)

requirement \( I_{INSERT} \land I_{LISTITEM} \)

Concrete Cell

Abstract Cell

Figure 3-3: Concrete and abstract cell side by side

Only \( M_{INPUT} \), not \( M_{INPUT} \) contributes to this semantics. In general, therefore, we shall show the "concrete" cell \( M_{INPUT} \) and the "abstract" cell \( M_{INPUT} \) side by side, as in Figure 3-3.

The arrow "\( \rightarrow \)" in the figure indicates that a certain relation must hold between the concrete and the abstract cell—the concrete cell must be "correct" with respect to the abstract cell, its specification. The correctness notion for modular programming, called "refinement", will be defined later in this section (Definition 3.1.18). Data abstraction is based on a different notion of correctness, called "implementation". This relation will be studied in chapters 4 and 5 to follow.
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If we form the specification cells for all the five modules of the dictionary system (Figure 1-20), we obtain the view of the modular design shown in Figure 3-4. This figure shows the five cells \( M_{\text{DICT}} \), \( M_{\text{INOUT}} \), \( M_{\text{INPUT}} \), \( M_{\text{OUTPUT}} \), and \( M_{\text{STORE}} \), with the dependence relation derived from the design graph of Figure 1-20, surrounded by yet another cell \( \tilde{M} \). This cell is composed of the interfaces via which the system as a whole is related to the outside; this cell may be called the "global specification" of the system. Formally, the relation between the global specification and the individual module specifications is given by the "decomposition" notion (Definition 3.2.10 below).

A figure analogous to Figure 3-4 could be drawn showing the five concrete modules \( M_{\text{DICT}} \), \( M_{\text{INOUT}} \), \( M_{\text{INPUT}} \), \( M_{\text{OUTPUT}} \), and \( M_{\text{STORE}} \).

However, while the specifications of Figure 3-4 are related to a global specification by the "decomposition" relation, the rôle of the concrete modules is different: they are to be composed in a constructive way to yield a cell as result that represents the combined semantics of the modules. This "composition" operation, which is analogous to the composition of modules performed by a compiler, will be defined in Definition 3.3.6 below.

The relationship between decomposition and composition, between systems of specifications and their concretizations, is illustrated in Figure 3-5. All the entities displayed in this figure are cells. On the right, a family of specifications is shown that decomposes the global specification; on the left, a family of cells whose composition is the "composed cell". The wavy arrows at the bottom indicate that each "concrete" cell must be correct with respect to its specification.

The fundamental question in this situation is: assuming the relationships hold as shown in the figure, is the composed cell correct with respect to the global specification?

If we let "correctness" mean "refinement", a positive answer to the question can be regarded as asserting the correctness of modular programming as a programming discipline. In different theories, positive answers have previously been given by Schoett [Schoett 81, Thm. 4.2.6] and by Back and Mannila [BM 84], and in the present theory, the affirmative answer will be given by the theorem.
asserting the "composability of refinements", which is discussed in Section 3.4 below (and proved afterwards in Section 4.1).

Section 4.1 presents a composability theorem for a different correctness concept: "universal implementation". Chapters 4 and 5 will show that this asserts the correctness of modular programming with data abstraction.
It is important to realize that while Figure 3-5 shows the logical relations between the elements of a modular programming project, it does not necessarily indicate a temporal sequence of design steps starting at the top right and proceeding clockwise around the figure (this was the view I advocated in [Schoett 81, p. 138 f.]). For example, the global specification is not necessarily complete at the beginning, because the requirement interface might become enlarged by requirements of the individual module specifications during the design process. Similarly, each individual module specification might contain requirements that were found only during the design of the concrete code for that module. Also, during the design of the code for some modules, the need for other modules might become apparent. All these points are illustrated by the dictionary program development of Section 1.4.

For practical purposes it might therefore be better to view modular program design as the stepwise construction of a design graph like the one in Figure 1-20. The theory of this thesis, however, will deal with cells and their relationships as shown in Figure 3-5. The present discussion has illustrated how design graphs can be mapped into cell systems, and thus shown how to apply the cell-based theory to practical program construction.
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In the next two definitions, the "refinement" relation between cells will be defined. This is the correctness relation that must hold in modular programming between a module and its specification, where both the module and the specification are viewed as cells.

The first definition deals with cell signatures only.

3.1.16 Definition. Let \((E, D)\) be a cell signature. A syntactic refinement of \((E, D)\) is a cell signature \((E', D')\) such that whenever \(F\) is a site for \((E, D)\), then \(F\) is a site for \((E', D')\), and \(F \cup D' = F \cup D\) (i.e., the two cell signatures have the same result signature on \(F\)).

Here are some basic properties of the syntactic refinement relation.

3.1.17 Proposition.

(a) The syntactic refinement relation is a preordering on the set of cell signatures.

(b) If \((E', D')\) is a syntactic refinement of \((E, D)\), then \(E' \cup D' \subseteq E \cup D\).

(c) \((E', D')\) is a syntactic refinement of \((E, D)\), if and only if

\[
E \text{ is a site for } (E', D') \quad \text{and} \quad E \cup D' = E \cup D.
\]

Proof. It follows trivially from the definition that the syntactic refinement relation is transitive and reflexive and hence a preordering.

To prove (b), let \((E', D')\) be a syntactic refinement of \((E, D)\). Since \(E\) is a site for \((E, D)\), \(E\) also is a site for \((E', D')\), therefore \(E' = E \cap (E' \cup D') \subseteq E\), and hence \(E' \cup D' \subseteq E \cup D' = E \cup D\).

To prove (c), suppose that \((E', D')\) is a syntactic refinement of \((E, D)\). The signature \(E\) is a site for \((E, D)\), and hence \(E\) is a site for \((E', D')\), and \(E \cup D' = E \cup D\).

Conversely, suppose that \(E\) is a site for \((E', D')\), and that \(E \cup D' = E \cup D\). Let \(F\) be any site for \((E, D)\), i.e., \(F \sim E \cup D\) and \(F \cap (E \cup D) = E\). Since
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\[ E' \cup D' \subseteq E \cup D \] by (b), it follows that \( F \sim E' \cup D' \) and

\[
F \cap (E' \cup D') = F \cap (E \cup D) \cap (E' \cup D') \\
= E \cap (E' \cup D') \\
= E',
\]

Thus, \( F \) is a site for \( (E', D') \). Finally,

\[
F \cup D' = F \cup E \cup D' \\
= F \cup E \cup D \\
= F \cup D,
\]

and hence \( (E', D') \) is a syntactic refinement of \( (E, D) \). \( \square \)

The idea behind the definition of "syntactic refinement" is that if \( (E', D') \) is a syntactic refinement of \( (E, D) \), then a cell of signature \( (E', D') \) can be substituted for a cell of signature \( (E, D) \) without syntactic problems:

First, the cell of signature \( (E', D') \) fits on any site for \( (E, D) \). In particular, this implies that \( E' \subseteq E \), i.e., the environment signature of the syntactic refinement is contained in the environment signature of the cell signature it refines. \( E' \) may be smaller than \( E \)—this would just mean that a cell of signature \( (E', D') \) does not use as many program entities as a cell of signature \( (E, D) \).

The second condition of "syntactic refinement", that \( F \cup D' = F \cup D \) for every site \( F \), means that the results of cells of signature \( (E', D') \) and of signature \( (E, D) \) on a base of signature \( F \) have the same signature, i.e., that the contributions of cells of the two kinds are syntactically the same.

At first, it might seem reasonable to require only that \( F \cup D' \supseteq F \cup D \), i.e., that cells of the refined signature contribute at least as much as cells of the original signature. However, additional program entities in \( F \cup D' \) might clash with program entities defined elsewhere in the system—for example, \( F \cup D' \) might no longer be compatible with signatures that were compatible with \( F \cup D \).

3.1.18 Definition. Let \( (Q, R) \) be a cell. A refinement of \( (Q, R) \) is a cell \( (Q', R') \) such that \( \text{Sig}(Q', R') \) is a syntactic refinement of \( \text{Sig}(Q, R) \), and whenever \( A \) is
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a base for \((Q, R)\), then

\[
A \text{ is a base for } (Q', R'),
\]

there exists a result of \((Q', R')\) on \(A\), and

\[
\text{every result of } (Q', R') \text{ on } A \text{ is a result of } (Q, R) \text{ on } A.
\]

Here are some basic properties of the refinement relation.

3.1.19 Proposition.

(a) The refinement relation is transitive.

(b) If a cell has a refinement, then it is consistent.

(c) A cell is a refinement of itself if and only if it is consistent.

(d) The refinement relation is a preordering on the set of consistent cells.

(e) A cell \((Q', R')\) of signature \((E', D')\) is a refinement of a cell \((Q, R)\) of signature \((E, D)\), if and only if

\[
\langle E', D' \rangle \text{ is a syntactic refinement of } \langle E, D \rangle,
\]

\[
Q/E' \subseteq (Q' \wedge R')/E', \text{ and}
\]

\[
(Q \wedge R')/D \subseteq R.
\]

Proof.

Part (a): Consider three cells \((Q, R)\), \((Q', R')\), and \((Q'', R'')\) with signatures \((E, D)\), \((E', D')\), and \((E'', D'')\), and suppose that \((Q'', R'')\) is a refinement of \((Q', R')\), and that \((Q', R')\) is a refinement of \((Q, R)\). By Proposition 3.1.17 (a), \((E'', D'')\) is a syntactic refinement of \((E, D)\).

Let \(A\) be a base for \((Q, R)\). Then \(A\) is a base for \((Q', R')\), hence \(A\) is a base for \((Q'', R'')\) and there exists a result of \((Q'', R'')\) on \(A\). If \(B\) is a result of \((Q'', R'')\) on \(A\), then \(B\) is a result of \((Q', R')\) on \(A\), and hence a result of \((Q, R)\) on \(A\).

Hence \((Q'', R'')\) is a refinement of \((Q, R)\).

Part (b): Let \((Q', R')\) be a refinement of \((Q, R)\), and let \(A\) be a base for \((Q, R)\). Then \(A\) is a base for \((Q', R')\), there exists a result \(B\) of \((Q', R')\) on \(A\), and \(B\) also is a result of \((Q, R)\) on \(A\). Since \(A\) was arbitrary, \((Q, R)\) is consistent.
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Part (c): Putting \( (Q', R') \) equal to \( (Q, R) \) in the definition of "refinement", the definition simplifies to: "whenever \( A \) is a base for \( (Q, R) \), there exists a result of \( (Q, R) \) on \( A \)" (the other conditions are trivially true). This is just "\( (Q, R) \) is consistent".

Part (d): By (c), the refinement relation is reflexive on the set of consistent cells; by (a), it is transitive.

Part (e): Let \( (Q, R) \) be a cell of signature \( (E, D) \), and \( (Q', R') \) be a cell of signature \( (E', D') \).

Suppose first that \( (Q', R') \) is a refinement of \( (Q, R) \). By definition, \( (E', D') \) is a syntactic refinement of \( (E, D) \).

To see that \( Q/E' \subseteq (Q' \land R')/E' \), consider \( A \in Q \). \( A \) is a base for \( (Q, R) \), and hence a base for \( (Q', R') \), and we can pick a result \( B \) of \( (Q', R') \) on \( A \). \( B \) also is a result of \( (Q, R) \) on \( A \). Now \( B/E' = (B/E)/E' = A/E' \in Q' \), because \( A \) is a base for \( (Q', R') \), and \( B/D' \in R' \), because \( B \) is a result of \( (Q', R') \) on \( A \). Hence

\[
A/E' = (B/E)/E' = B/E' = (B/(E' \cup D'))/E' \in (Q' \land R')/E'.
\]

Since \( A \) was an arbitrary element of \( Q \), it follows that \( Q/E' \subseteq (Q' \land R')/E' \).

To see that \( (Q \land R')/D \subseteq R \), consider \( B \in (Q \land R') \). Then \( B/E \) is a base for \( (Q, R) \), hence a base for \( (Q', R') \), and \( B \) is a result of \( (Q', R') \) on \( B/E \). Hence, \( B/D \in R \).

Conversely, suppose that the three conditions of the proposition are satisfied, and let \( A \) be a base of signature \( F \) for \( (Q, R) \). Then \( F \) is a site for \( (E, D) \) and hence for \( (E', D') \). Since

\[
A/E' = (A/E)/E' \in Q/E' \subseteq (Q' \land R')/E' \subseteq Q',
\]

\( A \) is a base for \( (Q', R') \).

Since \( A/E' \in (Q' \land R')/E' \), we can pick \( B \in (Q' \land R') \) such that \( B/E' = A/E' \). We can join \( A \) and \( B \), because the intersection of their signatures is \( F \cap (E' \cup D') = E' \), and \( B/E' = A/E' \). Now \( A \cup B \) is a result of \( (Q', R') \) on \( A \).
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because \( A \cup B \in \text{Mod}(F \cup (E' \cup D')) = \text{Mod}(F \cup D'), \) \((A \cup B)/F = A,\) and \((A \cup B)/D' = B/D' \in R'.\)

Finally, suppose that \( B \) is a result of \((Q', R')\) on \( A \). Then \( B \) also is a result of \((Q, R)\) on \( A \), because \( B/F = A \) and (as \( B/E = (B/F)/E = A/E \in Q \) and \( B/D' \in R' \))

\[
B/D = (B/(E \cup D))/D = (B/(E \cup D'))/D \\
\in (Q \land R')/D \subseteq R.
\]

Thus, \((Q', R')\) is a refinement of \((Q, R)\).

The idea behind the "refinement" notion is that a refinement of a cell can be substituted for that cell without problems: The refinement will be applicable to all bases of the original cell, and every result the refinement can produce could also have been produced by the original cell.

A variant of the definition, which was tried at first, would not require that a refinement have a result on every base of the original cell. Then "refinement" would be a preordering on all cells, not just the consistent ones. It turns out, however, that this refinement notion does not have the desired composition properties (see Example 3.5.10).

3.2 Cell Systems and Decomposition

This section deals with the design of modular systems. Modular systems are viewed as families of cells that fit together syntactically, that is, whose signatures form a "signature system". Semantically, the design of modular systems is formalized in the "decomposition" concept: A cell system is a decomposition of a cell (the "global" cell, which contains the external interfaces of the system), if the external requirement interface guarantees that all cells of the system are supplied with proper bases, and if the combined results of the cells guarantee that the external result interface is satisfied.
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First, we deal with the syntactic compatibility conditions for a cell system, that is, we deal with cell signatures only. A family of cell signatures determines a "syntactic dependence relation", according to which a cell \( M \) depends on a cell \( N \) if \( M \) uses program entities defined by \( N \). In the design of modular systems, more general "dependence relations" are admitted, which are extensions of the syntactic dependence relation, and which allow additional dependencies between cells to be specified (with the purpose, e.g., of simplifying proofs).

Recall that a relation \( < \) is well-founded if and only if every nonempty set has a \( < \)-minimal element, that is, if and only if for all \( M \neq \emptyset \) there exists \( x \in M \) such that \( y \not< x \) for all \( y \in M \).

3.2.1 Definition. A family \( T = (E_i, D_i)_{i \in I} \) of cell signatures is compatible, if \( (E_i \cup D_i)_{i \in I} \) is compatible.

3.2.2 Definition. Let \( T = (E_i, D_i)_{i \in I} \) be a compatible family of cell signatures. The syntactic dependence relation of \( T \) is the relation \( \prec_T \subseteq I \times I \) defined by:

\[
k \prec_T i \iff k \neq i \text{ and } D_k \cap (E_i \cup D_i) \not\subseteq E_k.
\]

Its transitive closure is written "\( \preceq_T \)".

A dependence relation for \( T \) is a well-founded relation \( \prec \subseteq I \times I \) such that \( \prec_T \subseteq \prec \). The transitive closure of a dependence relation \( \prec \) is written "\( \preceq \)".

The systems considered in this thesis will always have a dependence relation, and by definition, such a dependence relation is well-founded (often, the dependence relation agrees with the syntactic dependence relation). This also implies that the syntactic dependence relation is well-founded.

Systems with a well-founded dependence relation are often called "hierarchical", and this thesis deals with hierarchical systems only. In particular, circular ("recursive") dependencies between cells are excluded. The reason for this is that circular dependencies appear to be incompatible with the basic goal of modular programming, which is that the correctness of individual modules should imply the correctness of the composed system (the "Structured Correctness Argument"
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for a Modular System", illustrated in Figure 3-5). Why this is so will be explained in Section 3.4 below (p. 151-154).

3.2.3 Example. In Examples 3.1.5 and 3.1.15, it was shown how the interfaces of the dictionary program development can be organized into cells (in the institution (ASig, AIncl, Alg)). Associated with the five program modules $M_{DICT}$, $M_{INOUT}$, $M_{INPUT}$, $M_{OUTPUT}$, and $M_{STORE}$ are the five cells $MDICT$, $MINOUT$, $MINPUT$, $MOUTPUT$, and $MSTORE$ that specify them (see Figure 3-4). The family of cell signatures of the specification cells is

$$\mathcal{T} = \{\mathcal{E}_i, \mathcal{D}_i\}_{i \in \{DICT, INOUT, INPUT, OUTPUT, STORE\}},$$

where

$$\begin{align*}
\mathcal{E}_{DICT} &= \text{Sig}(I_{INOUT}), & \mathcal{D}_{DICT} &= \text{Sig}(I_{DICT}), \\
\mathcal{E}_{INOUT} &= \text{Sig}(I_{INPUT}) \sqcup \text{Sig}(I_{OUTPUT}), & \mathcal{D}_{INOUT} &= \text{Sig}(I_{INOUT}), \\
\mathcal{E}_{INPUT} &= \text{Sig}(I_{INSERT}) \sqcup \text{Sig}(I_{LISTITEM}), & \mathcal{D}_{INPUT} &= \text{Sig}(I_{INPUT}), \\
\mathcal{E}_{OUTPUT} &= \text{Sig}(I_{MIN}) \sqcup \text{Sig}(I_{LISTITEM}), & \mathcal{D}_{OUTPUT} &= \text{Sig}(I_{OUTPUT}), \\
\mathcal{E}_{STORE} &= \text{Sig}(I_{LISTITEM}) \sqcup \text{Sig}(I_{ITEM}), & \mathcal{D}_{STORE} &= \text{Sig}(I_{INSERT}) \\
& & & \sqcup \text{Sig}(I_{MIN}).
\end{align*}$$

All these signatures are compatible, as can be verified easily using the criterion of Theorem 2.3.6 (a): one checks that no symbol occurs both as sort and as function symbol, nor as function symbol with different types.

The syntactic dependence relation $\prec_T$ of $\mathcal{T}$ is given in Figure 3-6. The dependencies in this figure are explained as follows: $T_{DICT}$ and $T_{INOUT}$ import input from $T_{INPUT}$, output from $T_{OUTPUT}$ and store from $T_{STORE}$, $T_{INPUT}$ imports store, empty and insert from $T_{STORE}$, and $T_{OUTPUT}$ imports store, min and remove from $T_{STORE}$.

Note that $T_{INOUT}$ has no new symbols, and so no other cell signature of the system depends on it. Recall that $\mathcal{T}$ is the signature family of the system $M$ of Figure 3-4, which in turn is derived from the design graph of Figure 1-20. This graph suggests an additional dependency $INOUT < DICT$, which is also shown in Figure 3-4. Adding this dependency to $\prec_T$ yields a dependence relation for $\mathcal{T}$, which is shown in Figure 3-7.
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The following definition expresses the syntactical requirements of a modular system: the family of its cell signatures must form a “signature system”.

3.2.4 Definition. Let $T = \langle E_i, D_i \rangle_{i \in I}$ be a compatible family of cell signatures, and let $< \subseteq I \times I$ be a dependence relation for $T$.

A system site for $[T, <]$ is a signature $E$, compatible with $\bigcup_{i \in I} D_i$, such that for all $i \in I$:

$$E \cup \bigcup_{k \ll i} D_k$$

is a site for $\langle E_i, D_i \rangle$.

The pair $[T, <]$ is an ordered signature system, if there exists a system site for it.

A signature system is a compatible family $T$ of cell signatures, such that $[T, <_T]$ is an ordered signature system.

According to this definition, an ordered signature system can be supplied with a “system site”. Such a system site has the property that each cell signature of the system will be supplied with a site when all the cell signatures on which it (directly or indirectly) depends have been “installed” on the system site (the result of this installation is given by the expression $E \cup \bigcup_{k \ll i} D_k$ in the definition above). One may imagine the cell signatures of the system being installed in a

---

Figure 3-6: The syntactic dependence relation of $T$

Figure 3-7: A dependence relation for $T$

---
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"bottom-up" fashion, where the set of indices of installed cell signatures is always \(-\)-downward closed.

In general, a system site must contain the program entities that are used but not defined within a system. It may contain additional entities, but none that may clash with entities defined within the system.

### 3.2.5 Example

Consider again the cell signature family \(\mathcal{T}\) of the previous example (3.2.3), and let \(<\) be the dependence relation given by Figure 3-7, which is obviously well-founded.

A system site for \([\mathcal{T}, <]\) is the signature

\[
\mathcal{E} := \text{Sig}(\text{ITEM}) \cup \text{Sig}(\text{LISTITEM}).
\]

To prove this, one has to show that for each \(i \in \{\text{DICT, INOUT, INPUT, OUTPUT, STORE}\}\),

\[
\mathcal{E} \cup \bigcup_{k \ll i} D_k \text{ is a site for } (\mathcal{E}_i, D_i),
\]

that is,

\[
(\mathcal{E} \cup \bigcup_{k \ll i} D_k) \cap (\mathcal{E}_i \cup D_i) = \mathcal{E}_i.
\]

Since all signatures involved are compatible (\(\mathcal{E}\) contributes nothing new), according to the formulas (b) and (c) of Theorem 2.3.6 these checks reduce to the analogous equations where the symbol sets of the signatures are combined by \(\cup\) and \(\cap\). These equations are easily verified.

The fact that \(\mathcal{E}\) is a system site for \([\mathcal{T}, <]\) implies that \([\mathcal{T}, <]\) is an ordered signature system.

As we shall see later, in Theorem 3.5.8, the fact that \(\mathcal{E}\) is a system site for \([\mathcal{T}, <]\) implies that it is a system site for any ordered system of the form \([\mathcal{T}, <']\), where \(<'\) is a dependence relation for \(\mathcal{T}\), and hence that \([\mathcal{T}, <']\) is an ordered signature system.

The next definition presents the relation that must hold between an ordered signature system \([T, <]\) and a "global" cell signature \((\mathcal{E}, \mathcal{D})\), which gives the syntax of a pair of external interfaces for the system.
3.2.6 Definition. Let \( (\tilde{E}, \tilde{D}) \) be a cell signature. A **syntactic decomposition** of \( (\tilde{E}, \tilde{D}) \) is an ordered signature system \([T, <]\), such that \( \tilde{E} \) is a system site for \([T, <]\), and (with \( T = \langle E_i, D_i \rangle_{i \in I} \)) \( \tilde{D} \subseteq \tilde{E} \cup \bigcup_{i \in I} D_i \).

This definition just says that it must be possible to install \( T \) on \( \tilde{E} \) (the order of installation being given by \( < \)), and that the entities of the external result signature \( \tilde{D} \) must be provided by the system.

3.2.7 Example. The ordered signature system \([T, <]\) of the previous example (3.2.5) is a syntactic decomposition of the cell signature \( (\tilde{E}, \tilde{D}) \), where

\[
\tilde{E} = \text{Sig}(\text{ITEM}) \sqcup \text{Sig}(\text{LISTITEM}) \quad \text{(Figs. 1-3 and 1-4)}
\]

\[
\tilde{D} = \text{Sig}(\text{DICT}) \quad \text{(Fig. 1-5)}.
\]

We saw in Example 3.2.5 that \( \tilde{E} \) is a system site for \([T, <]\), and it is clear that \( \tilde{D} \) is contained in the join of \( \tilde{E} \) with the definition signatures, because it is equal to the definition signature of \( T_{\text{DICT}} \).

So far, we have dealt with the syntactic aspects of modular system design, and for this, we could restrict our attention to cell signatures. Now we begin to consider the semantical aspects, and therefore deal with cells.

3.2.8 Definition. An **ordered cell system** is a pair \([M, <]\), where \( M \) is a family of cells whose family of cell signatures \( T \) is such that \([T, <]\) is an ordered signature system.

A **cell system** is a family of cells whose family of signatures is a signature system.

The signature family of a cell system \( M \) is written "Sig(\( M \))."

3.2.9 Example. In the examples 3.1.5 and 3.1.15, it was shown how the interfaces of the **dictionary** program development can be organized into cells such that for each of the five program modules there is a cell that specifies it.
These specification cells form the family

\[ M = \{ Q_i, R_i \mid i \in \{ DICT, INOUT, INPUT, OUTPUT, STORE \} \}, \]

where

- \( Q_{DICT} = INOUT \), \( R_{DICT} = IDICT \),
- \( Q_{INOUT} = INPUT \land OUTPUT \), \( R_{INOUT} = INOUT \),
- \( Q_{INPUT} = IINSERT \land I\text{LISTITEM} \), \( R_{INPUT} = INPUT \),
- \( Q_{OUTPUT} = I\text{MIN} \land I\text{LISTITEM} \), \( R_{OUTPUT} = OUTPUT \),
- \( Q_{STORE} = I\text{LISTITEM} \land I\text{ITEM} \), \( R_{STORE} = I\text{insert} \land I\text{MIN} \).

The family \( \tau \) of signatures of this cell family was given in Example 3.2.3. With the dependence relation as in Figure 3-7, it was shown in Example 3.2.5 that \([ \tau, < \] is an ordered signature system; hence \([ M, < \] is an ordered cell system. \( \square \)

Note that the concepts "cell system" and "ordered cell system" are still syntactical in nature; whether or not a family of cells is a cell system depends only on the signatures of the cells, not on their semantics.

The semantics of cells enter the picture in the following definition, which describes the "decomposition" relation that must hold between an ordered cell system \([ M, < \] and a "global" cell \( \langle Q, R \rangle \) that consists of the external interfaces of the system.

3.2.10 Definition. Let \( \langle Q, R \rangle \) be a cell of signature \( \langle E, D \rangle \). A decomposition of \( \langle Q, R \rangle \) is an ordered cell system \([ M, < \] such that, with \( M = (Q_i, R_i)_{i \in I} \) of signature \( T = (E_i, D_i)_{i \in I} \), we have

(a) \([ T, < \] is a syntactic decomposition of \( \langle E, D \rangle \),

(b) \( (Q \land \land k \ll_i R_k) \| E_i \subseteq Q_i \) for all \( i \in I \),

(c) \( (Q \land \land i \in I R_i) \| D \subseteq R \). \( \square \)

Again, the idea of the definition is that the cells of \( M \) are installed "bottom-up" on a base as described by \( Q \). Clause (a) says that no syntactic problems arise, clause (b) says that the external requirement interface \( Q \) together with the result interfaces of the cells on which \( M_i \) directly or indirectly depends (i.e., \( \land k \ll_i R_k \))
guarantees that \( M_i \) will be supplied with a base in the installation process (it is a consequence of (a) that the signature of \( \mathcal{Q} \land \bigwedge_{k \leq i} R_k \) is a site for \( \langle E_i, D_i \rangle \)). Finally, clause (c) guarantees that the result produced by the installation process (which is an element of \( \mathcal{Q} \land \bigwedge_{i \in I} R_i \)) matches the external result interface \( \mathcal{R} \).

3.2.11 Example. Consider the ordered cell system \([M, \prec] \) of the previous example, where \( M \) has the signature family \( \mathcal{T} \) given in Example 3.2.3, and \( \prec \) is the dependence relation given in Figure 3-7. This ordered system is a decomposition of the cell

\[ \langle \mathcal{Q}, \mathcal{R} \rangle, \]

where

\[ \mathcal{Q} = I_{\text{LISTITEM}} \land I_{\text{ITEM}}, \]
\[ \mathcal{R} = I_{\text{DICT}}. \]

The syntactic decomposition property was verified in Example 3.2.5. Checking the clauses (b) and (c) of the "decomposition" definition is trivial, because the cell system has been obtained as a translation of the design graph of Fig. 1-20: the requirement interface of each cell is entirely composed of interfaces that occur below it in the graph, and hence occur in either \( \mathcal{Q} \) or the result interfaces of the cells on which the cell depends; similarly, the external result interface \( \mathcal{R} = I_{\text{DICT}} \) occurs in the graph, and hence occurs in either \( \mathcal{Q} \) or the result interfaces of the cells.

This simple argument illustrates that design graphs are useful for designing decompositions: by keeping track of "atomic" interfaces as the oval nodes of the graph (e.g., \( I_{\text{DICT}}, I_{\text{INPUT}}, I_{\text{MIN}} \) etc.), and by recording which modules depend on and which modules provide these interfaces, a design graph makes it trivial to prove the semantic part of the decomposition property of its translation into an ordered cell system.

It is important for this that a design graph is translated into an ordered cell system rather than just a cell system, because the syntactic dependence relation might not be sufficient to make the decomposition property trivially
true. This point is illustrated by our example: in the design graph (Fig. 1-20), $M_{DICT}$ depends on $INOUT$, hence its requirement interface is $Q_{DICT} = INOUT$, whereas according to the syntactic dependence relation $<_T$ (Fig. 3-6), we have $INOUT <_T DICT$, and so the proof that

$$(\bar{Q} \land \bigwedge_{k<_T DICT} R_k) \in DICT \subseteq Q_{DICT}$$

would not be trivial; in the dependence relation $<$, however, we have $INOUT < DICT$, so $INOUT = R_{INOUT}$ appears on the left hand side of the analogous formula, which is therefore trivially true.

While design graphs are able to guarantee a semantically sound decomposition, they are not as helpful as far as syntax is concerned: in order that the translation of a design graph be syntactically correct, the program symbols of the atomic interfaces must be chosen in such a way that symbols are equal exactly when they are supposed to denote the same program entity; in general, this seems to rule out independent choice of symbols for different interfaces.

It might also be a defect in practice that an individual interface such as $I_{MIN}$ (Figure 1-17) does not express the distinction between the symbols it is intended to define (here, isempty, min, and removemin), and those that are merely used (here, bool, item, leitem, listitem, and store).

### 3.3 Composition of Systems

This section introduces the "composition" operation, which, given a cell system and a signature of program entities to be exported from the system, produces a single cell as result. This cell describes the "joint effect" of the cells of the system.

In particular, the composition operation describes the joint semantics of a family of program modules that import and export program entities from and to a common name space, so that modules can import entities exported by other modules.
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Before dealing with the composition operation itself, we prove an important syntactical property of cell systems: for each signature system (the "syntax" of a cell system), there is a \( \subseteq \)-least system site (which is necessarily unique). This signature may be thought of as containing the program entities that the system needs to import, because they are used but not defined within the system.

3.3.1 **Proposition.** Let \([T, \leq]\) be an ordered signature system, where \(T = \langle E_i, D_i \rangle_{i \in I}\). The set of system sites for \([T, \leq]\) has a \( \subseteq \)-least element \( E_0 \), and this element satisfies the equation

\[
E_0 = E \cap \bigcup_{i \in I} E_i
\]

for every system site \( E \) for \([T, \leq]\).

For the proof, we need two lemmas.

3.3.2 **Lemma.** If \([T, \leq]\) is an ordered signature system, \( T = \langle E_i, D_i \rangle_{i \in I}\), and \( E \) a system site for \([T, \leq]\), then \( E \) is compatible with \( \bigcup_{i \in I} (E_i \cup D_i) \), and

\[
E \cup \bigcup_{i \in I} (E_i \cup D_i) = E \cup \bigcup_{i \in I} D_i.
\]

**Proof.** All the signatures \( E, E_i, D_i \) for \( i \in I \) are subsignatures of \( E \cup \bigcup_{i \in I} D_i \), because for all \( i \in I \):

\[
E_i \subseteq E \cup \bigcup_{k \ll i} D_k \quad (\text{\( E \) is system site})
\]

\[
\subseteq E \cup \bigcup_{i \in I} D_i.
\]

3.3.3 **Lemma.** Let \([T, \leq]\) be an ordered signature system, \( T = \langle E_i, D_i \rangle_{i \in I}\), and let \( E \) and \( E' \) be system sites for \([T, \leq]\). Then for all \( i \in I \):

\[
E \cap (E_i \cup D_i) \subseteq E'.
\]
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**Proof.** Suppose the conclusion was false. Choose \( j \in I \) to be a \( \ll \)-minimal value satisfying

\[
\bar{E} \cap (E_j \cup D_j) \not\subseteq E'.
\]

Because \( \bar{E} \) and \( E' \) are system sites for \([T, \ll]\), we have

\[
\bar{E} \cap (E_j \cup D_j) \subseteq (\bar{E} \cup \bigcup_{k \ll j} D_k) \cap (E_j \cup D_j)
\]

\[
= E_j
\]

\[
= (\bar{E}' \cup \bigcup_{k \ll j} D_k) \cap (E_j \cup D_j)
\]

\[
\subseteq \bar{E}' \cup \bigcup_{k \ll j} D_k,
\]

and hence

\[
\bar{E} \cap (E_j \cup D_j) \subseteq \bar{E} \cap (\bar{E}' \cup \bigcup_{k \ll j} D_k)
\]

\[
= (\bar{E} \cap \bar{E}') \cup (\bar{E} \cap \bigcup_{k \ll j} D_k)
\]

\[
= (\bar{E} \cap \bar{E}') \cup (\bar{E} \cap D_k)
\]

\[
\subseteq \bar{E}' \cup \bar{E}' \quad \text{(minimality of } j)\]

\[
= \bar{E}'.
\]

This contradicts the definition of \( j \) and concludes the proof. \( \square \)

**Proof of Proposition 3.3.1.**

Let \([T, \ll]\) be an ordered signature system, where \( T = \langle E_i, D_i \rangle_{i \in I} \). We shall show that whenever \( \bar{E} \) is a system site for \([T, \ll]\), then the signature \( \bar{E}_0 := \bar{E} \cap \bigcup_{i \in I} E_i \) is the least element of the set of system sites for \([T, \ll]\). Because the set of system sites is nonempty, this implies that it has a least element \( \bar{E}_0 \), and because the least element is unique while \( \bar{E} \) can be any system site, it follows that the equation \( \bar{E}_0 = \bar{E} \cap \bigcup_{i \in I} E_i \) holds for any system site \( \bar{E} \).

Let \( \bar{E} \) be any system site for \([T, \ll]\), and define \( \bar{E}_0 := \bar{E} \cap \bigcup_{i \in I} E_i \) (by Lemma 3.3.2, \( \bar{E} \) and \( \bigcup_{i \in I} E_i \) are compatible). To show that \( \bar{E}_0 \) is a system site,
consider any \( i \in I \). We have

\[
(E_0 \cup \bigcup_{k \ll i} D_k) \cap (E_i \cup D_i)
\]

\[
\subseteq (E \cup \bigcup_{k \ll i} D_k) \cap (E_i \cup D_i)
\]

\[
= E_i,
\]

and conversely,

\[
E_i = E_i \cap (E \cup \bigcup_{k \ll i} D_k)
\]

\[
= (E_i \cap E) \cup (E_i \cap \bigcup_{k \ll i} D_k)
\]

\[
\subseteq E_0 \cup \bigcup_{k \ll i} D_k,
\]

so that \((E_0 \cup \bigcup_{k \ll i} D_k) \cap (E_i \cup D_i) = E_i\). Hence \(E_0\) is a system site for \([T, \prec]\).

We now wish to show that \(E_0\) is the least of these system sites. Let \(E'\) be any system site for \([T, \prec]\). Then

\[
E_0 = E \cap \bigcup_{i \in I} E_i
\]

\[
= \bigcup_{i \in I} (E \cap E_i)
\]

\[
\subseteq \bigcup_{i \in I} (E \cap (E' \cup \bigcup_{k \ll i} D_k))
\]

\[
= \bigcup_{i \in I} ((E \cap E') \cup \bigcup_{k \ll i} (E \cap D_k))
\]

\[
\subseteq (E \cap E') \cup \bigcup_{i \in I} (E \cap D_i)
\]

\[
\subseteq E' \quad \text{(by Lemma 3.3.3)}.
\]

Since \(E'\) was arbitrary, it follows that \(E_0\) is a \(\subseteq\)-lower bound of the set of system sites for \([T, \prec]\). Since \(E_0\) is a system site itself, it is the \(\subseteq\)-least system site for \([T, \prec]\).

The following definition describes the composition of a cell system syntactically. The signature \(C\) expresses which of the entities defined within the system are to be exported (it “confines” the list of exported entities).
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3.3.4 Definition. Let \( T = \langle E_i, D_i \rangle_{i \in I} \) be a signature system, and let \( C \) be a signature compatible with \( \bigcup_{i \in I} D_i \). The composition of \( T \) confined by \( C \), written \( \square_C T \), is the cell signature

\[
\square_C T = \langle \bar{E}, \bar{D} \rangle,
\]

where

\[
\bar{E} \text{ is the } \subseteq\text{-least system site for } [T, \prec_T],
\]

\[
\bar{D} = (\bar{E} \cup (C \cap \bigcup_{i \in I} D_i)).
\]

In this definition, \( \bar{E} \) is the \( \subseteq \)-least system site for \( [T, \prec_T] \), that is, the least signature onto which the cells described by \( T \) can be built. The signature \( \bar{E} \) therefore expresses the "minimal syntactic requirements" of a system with signature \( T \), and is the natural candidate for the environment signature of \( \square_C T \). The result signature \( \bar{D} \) contains \( E \) and in addition the symbols defined by the system that are "exported" according to the "confinement" signature \( C \).

3.3.5 Example. The final program in the dictionary example is obtained as the composition of the five modules \( MDICT, MOUT, MINUT, MOUTPUT, \) and \( MSTORE \). The family \( T \) of signatures of these cells is as follows:

\[
T = \langle E_i, D_i \rangle_{i \in \{DICT, INOUT, INPUT, OUTPUT, STORE\}},
\]

where

\[
\langle E_{DICT}, D_{DICT} \rangle =
\]

cell signature

environment signature

\[
listitem, store: \text{ sort}
\]

\[
input: listitem \rightarrow store
\]

\[
output: store \rightarrow listitem
\]

defined symbols

\[
dictionary: listitem \rightarrow listitem
\]

140
3.3 Composition of Systems

\[ \langle E_{\text{INOUT}}, D_{\text{INOUT}} \rangle = \]
\[ \text{cell signature} \]
\[ \text{environment signature} \]
\[ \langle \text{empty} \rangle \]
\[ \text{defined symbols} \]
\[ \langle \text{empty} \rangle \]

\[ \langle E_{\text{INPUT}}, D_{\text{INPUT}} \rangle = \]
\[ \text{cell signature} \]
\[ \text{environment signature} \]
\[ \text{bool, item, listitem, store: sort} \]
\[ \text{isnil: listitem} \rightarrow \text{bool} \]
\[ \text{hd: listitem} \rightarrow \text{item} \]
\[ \text{tl: listitem} \rightarrow \text{listitem} \]
\[ \text{empty:} \rightarrow \text{store} \]
\[ \text{insert: item store} \rightarrow \text{store} \]
\[ \text{defined symbols} \]
\[ \text{input: listitem} \rightarrow \text{store} \]

\[ \langle E_{\text{OUTPUT}}, D_{\text{OUTPUT}} \rangle = \]
\[ \text{cell signature} \]
\[ \text{environment signature} \]
\[ \text{bool, item, listitem, store: sort} \]
\[ \text{leitem: item item} \rightarrow \text{bool} \]
\[ \text{nil:} \rightarrow \text{listitem} \]
\[ \text{cons: item listitem} \rightarrow \text{listitem} \]
\[ \text{isempty: store} \rightarrow \text{bool} \]
\[ \text{min: store} \rightarrow \text{item} \]
\[ \text{removemin: store} \rightarrow \text{store} \]
\[ \text{defined symbols} \]
\[ \text{output: store} \rightarrow \text{listitem} \]
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\[
\text{DICT} \\
\text{INOUT} \\
\text{INPUT} \quad \text{OUTPUT} \\
\text{STORE}
\]

**Figure 3-8: The syntactic dependence relation of } T

\[<E_{\text{store}}, D_{\text{store}} >= \]

- cell signature
- environment signature
  \[\text{Sig}(I_{\text{ITEM}}) \cup \text{Sig}(I_{\text{LISTITEM}})\]
- defined symbols
  - \text{store}: \text{sort}
  - \text{empty}: \rightarrow \text{store}
  - \text{insert}: \text{item store} \rightarrow \text{store}
  - \text{isempty}: \text{store} \rightarrow \text{bool}
  - \text{min}: \text{store} \rightarrow \text{item}
  - \text{removemin}: \text{store} \rightarrow \text{store}.

The syntactic dependence relation \(<_T\) of this signature system is given in Figure 3-8. Note that, in contrast to \(<_T\) (the syntactic dependence relation, shown in Figure 3-6, of the specification cell system \(T\) of Example 3.2.3), \text{INOUT} no longer depends on anything, because the environment signature of \text{MINOUT} is empty.

It is easily checked that each cell signature of \(T\) is a syntactic refinement of the corresponding cell signature of \(T\). From Lemma 3.4.3 (d) below it follows that \(T\) also is a signature system.
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Since the signature $\bar{\mathcal{E}}$ of Example 3.2.5 is a system site for $[\mathcal{T}, <]$, it follows from Lemma 3.4.3 (c) below that $\bar{\mathcal{E}}$ also is a system site for $[\mathcal{T}, <_{\mathcal{T}}]$. Using Proposition 3.3.1, it follows that $\bar{\mathcal{E}}$ is the least system site for $[\mathcal{T}, <_{\mathcal{T}}]$, because $\bar{\mathcal{E}}$ is contained in the join of the environment signatures of $\mathcal{T}$ (it equals $E_{\text{STORE}}$). Hence the composition of $\mathcal{T}$ has environment signature $\bar{\mathcal{E}} := \bar{\mathcal{E}}$.

Since the dictionary problem is specified by $I_{\text{DICT}}$, only the program entities of $\text{Sig}(I_{\text{DICT}})$ need to be exported from the system, and this can be expressed by using the confinement signature $C := \text{Sig}(I_{\text{DICT}})$. This signature is included in the join of the result signatures of $\mathcal{T}$ (it is already included in $D_{\text{DICT}} \cup E_{\text{STORE}}$, which in turn is included in $D_{\text{DICT}} \cup D_{\text{STORE}}$). Hence one obtains

$$\square_C \mathcal{T} = (\bar{\mathcal{E}}, \bar{\mathcal{D}}),$$

where

$$\bar{\mathcal{E}} = \bar{\mathcal{E}} = \text{Sig}(I_{\text{ITEM}}) \cup \text{Sig}(I_{\text{LISTITEM}})$$

$$\bar{\mathcal{D}} = \bar{\mathcal{E}} \cup C = \text{Sig}(I_{\text{ITEM}}) \cup \text{Sig}(I_{\text{LISTITEM}}) \cup \text{Sig}(I_{\text{DICT}}).$$

This cell signature will be the signature of the "composition" of the modules of the dictionary example, that is, the signature of the cell describing the final program.

So far, we have considered the syntactical aspects of the composition operation, and therefore dealt with cell signatures only. Here now is the definition of the composition operation for cells.

3.3.6 Definition. Let $M = \langle Q_i, R_i \rangle_{i \in I}$ be a cell system with signature system $T = \langle E_i, D_i \rangle_{i \in I}$, and let $C$ be a signature compatible with $\bigcup_{i \in I} D_i$. The composition of $M$ confined by $C$, written $\square_C M$, is the cell $\square_C M = \langle \bar{Q}, \bar{R} \rangle$ of signature $\langle \bar{\mathcal{E}}, \bar{\mathcal{D}} \rangle := \square_C \mathcal{T}$ defined by

$$\bar{Q} := \{ A \in \text{Mod}(\bar{\mathcal{E}}) \mid (\{A\} \wedge \bigwedge_{k <_{\mathcal{T}i}} R_k) / E_i \subseteq Q_i \text{ for all } i \in I \}$$

$$\bar{R} := (\bar{Q} \wedge \bigwedge_{i \in I} R_i) / \bar{\mathcal{D}}.$$

\hfill \Box
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The idea behind this definition is that \( \langle \bar{Q}, \bar{R} \rangle \) describes the “joint effect” of the cells \( \langle Q_i, R_i \rangle \) (\( i \in I \)). The external requirement interface \( \bar{Q} \) consists of those \( \bar{E} \)-models for which it is guaranteed that each cell \( M_i \) obtains a proper base when the cells are “installed” in a bottom-up fashion according to their syntactic dependence relation: When cell \( M_i \) is installed, at least the cells \( M_k \) with \( k \ll_T i \) will be already in place. Given an \( \bar{E} \)-model \( A \), the cells with \( k \ll_T i \) will produce a result \( B \) in \( \{A\} \land \land_{k \ll_T i} R_k \), and the condition

\[
(\{A\} \land \land_{k \ll_T i} R_k) / E_i \subseteq Q_i
\]

in the definition of \( \bar{Q} \) implies that \( B \) is a base for \( \langle Q_i, R_i \rangle \).

The result interface \( \bar{R} \) is obtained by combining the individual result interfaces with \( \bar{Q} \).

A useful alternative characterization of \( \bar{Q} \) is given by the following proposition.

3.3.7 Proposition. In the previous definition, \( \bar{Q} \) is the \( \subseteq \)-largest interface of signature \( \bar{E} \) satisfying

\[
(\bar{Q} \land \land_{k \ll_T i} R_k) / E_i \subseteq Q_i \quad \text{for all } i \in I.
\]

Proof. To show that \( \bar{Q} \) satisfies the inclusion above for all \( i \in I \), let \( i \in I \) and \( X \in \bar{Q} \land \land_{k \ll_T i} R_k \). Then \( X \in \{X/E\} \land \land_{k \ll_T i} R_k \) also, and \( X/E \in \bar{Q} \). The definition of \( \bar{Q} \) thus implies that \( X/E_i \in Q_i \).

To show that \( \bar{Q} \) is largest, let \( Q' \) be any interface of signature \( \bar{E} \) such that \( (Q' \land \land_{k \ll_T i} R_k) / E_i \subseteq Q_i \) for all \( i \in I \), and let \( A \in Q' \). Since then \( \{A\} \subseteq Q' \), we have, by monotonicity of conjunction,

\[
(\{A\} \land \land_{k \ll_T i} R_k) / E_i \subseteq (Q' \land \land_{k \ll_T i} R_k) / E_i \subseteq Q_i
\]

for all \( i \in I \), and hence \( A \in \bar{Q} \). Hence \( Q' \subseteq \bar{Q} \). \( \Box \)
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3.3.8 Example. Consider the cell family $M$ consisting of the modules of the dictionary example:

$$M = \langle M_i \rangle_{i \in \{d, i_n, i_n, o_u, o_u, s_t\}},$$

where

- $M_{dict}$ is given in Figure 1-7,
- $M_{inout}$ is the empty module (Figure 1-14),
- $M_{input}$ is given in Figure 1-16,
- $M_{output}$ is given in Figure 1-18,
- $M_{store}$ is given in Figure 1-19.

The signatures of these cells form the signature system $T$ of Example 3.3.5; in particular, $M$ is a cell system. In the previous example it was shown that with $C := \text{Sig}(i_{dict})$, we have $\Box_C T = (\bar{E}, \bar{D})$, where

$$\bar{E} = \text{Sig}(i_{item}) \cup \text{Sig}(i_{listitem}),$$
$$\bar{D} = \text{Sig}(i_{item}) \cup \text{Sig}(i_{listitem}) \cup \text{Sig}(i_{dict}).$$

Let $\bar{M} := (\bar{Q}, \bar{R}) := \Box_C M$ be the composition of $M$. The following paragraphs aim at giving a more detailed presentation of the cell $\bar{M}$.

First, what is the requirement interface $\bar{Q}$ precisely? This interface must ensure that all five cells of $M$ obtain proper bases. Syntactically, this is already guaranteed by the fact that $\bar{E}$, the signature of $\bar{Q}$, is a system site for $[M, <_T]$, so it remains to look at the properties required by the individual cells. These are quite simple: $M_{dict}$ and $M_{inout}$ require no properties at all, the other three modules require that $\text{bool} = \{T, F\}$. Thus, every $\bar{E}$-model $A$ in which $A_{\text{bool}} = \{T, F\}$ will guarantee that the requirements of all cells are satisfied. On the other hand, this condition is necessary, because the module $M_{\text{store}}$ does not depend on any other cell (i.e., $\text{store}$ is $<_T$-minimal), and so its requirement "$\text{bool} = \{T, F\}$" must be guaranteed by $\bar{Q}$. We thus have the following interface $\bar{Q}$:

```
interface
  signature
```
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\[ \text{Sig}(\text{ITEM}) \sqcup \text{Sig}(\text{LISTITEM}) \]
(containing item, item, listitem, nil, cons, isnil, hd, tl)

properties

\[ \text{bool} = \{T, F\}. \]

Second, what is the result interface \( \tilde{R} \)? The signature \( \tilde{D} \) of \( \tilde{R} \) is that of \( \tilde{Q} \) extended by the symbol \textit{dictionary}. Semantically, however, this interface is quite complex, as it is obtained as the conjunction of \( \tilde{Q} \) and the result interfaces \( i.e., \) the code) of the five cells of the system. To determine \( R \) formally, one would have to use the mathematical denotations of the cells, that is, the semantics of their code, calculate their composition, and project this onto \( \tilde{D} \) to obtain \( \tilde{R} \).

The interface \( \tilde{R} \) thus obtained would describe the semantics of the function \textit{dictionary} for any model of \( \tilde{Q} \), that is, for any interpretation of the symbols of \( \tilde{E} \) that satisfies "\text{bool} = \{T, F\}". There are no constraints on the interpretations of the other symbols of \( \tilde{E} \)—a well-defined function \textit{dictionary} is obtained even for interpretations that bear no relation whatsoever to the "intended" ones that have the properties stated in \( \tilde{Q} \).

We shall not delve any further into the calculation of \( \tilde{R} \) here, since the purpose of the theory of this thesis is to make consideration of \( \tilde{R} \) unnecessary—the correctness of the composed module is to be derived from the correctness of the modules from which it is composed.

More precisely, the goal of the theory of this thesis is to guarantee that \( \langle \tilde{Q}, \tilde{R} \rangle \) is a refinement of \( \langle \tilde{Q}, \tilde{R} \rangle \) (Example 3.2.11), and thus that \( \langle \tilde{Q}, \tilde{R} \rangle \), the final result of the \textit{dictionary} program development, is correct with respect to the external interfaces \( \tilde{Q} \) and \( \tilde{R} \), as shown in Figure 3-9.

\( \square \)
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We have now formalized the components of the "structured correctness argument" of a modular system as shown in Figure 3-5. The specification cells of a modular design must form a decomposition (Def. 3.2.10) of the global cell that consists of the external interfaces of the system. The specification cells can then be refined (Def. 3.1.18) individually. Composing the refinements (Def. 3.3.6) yields a single cell as result; this composition operation is performed in practice by a compiler or linking loader.

The "composability theorem of refinements" now asserts that the final composed cell obtained in this manner is a refinement of the global cell that was decomposed originally; since "refinement" reflects the correctness notion of modular programming, this theorem may be regarded as asserting the soundness of the modular programming method.

**Theorem 4.1.12** (Composability of Refinements).
Let \([M, <]\) be a decomposition of the \((E, D)-cell \((Q, R)\)\), and let \(M'\) be a componentwise refinement of \(M\). Then \(M'\) is a cell system, the signature \(D\) is
compatible with the join of the definition signatures of \( M' \), and

\[
\Box_D m' \text{ is a refinement of } (\bar{\Omega}, \bar{R}).
\]

This theorem will not be proved here, because it is a corollary of the more general theorem asserting the "composability of universal implementations" (Theorem 4.1.7) to be proved in the next chapter (hence it has the number 4.1.12).

An interesting aspect of the theorem is the rôle of the dependence relation \(<\). This relation appears only once in the theorem, in the phrase "Let \([M, <]\) be a decomposition ...". This means that the dependence relation \(<\) is only used to verify the decomposition property of \([M, <]\), and that it is irrelevant for the remaining components of the correctness argument ("componentwise refinement" and "composition").

Note especially that the composition operation (yielding \( \Box_D m' \)) is independent of \(<\); it only depends on the syntactic dependence relation of \( M' \). This relation can be different from \(<\), as the dictionary example shows: compare the dependence relation \(<\) (Figure 3-7) of the ordered specification system with the syntactic dependence relation \(<_M\) (Figure 3-8) of the concrete system.

Practical considerations make it essential that the composition operation use only the syntactic dependence relation: Composition is normally performed by compilation or linking, and it is the syntactic dependence relation that is naturally available at this stage. If composition were to use the dependence relation on which the decomposition was based, it would become necessary to specify this ordering to the compiler or linker.

With the (not-yet-proven) theorem about the composability of refinements, the present chapter has presented a theory that is similar in scope to theories developed previously by myself [Schoett 81] and by Back and Mannila [BM 84].

The theory I developed in 1981 [Schoett 81] anticipates some of the features of the present theory; in particular, the idea of analysing modularization by dealing with "modules" and "module specifications" that have specific environment and result signatures, and the idea of structuring the correctness argument for a
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modular program according to Figure 3-5. Thus, concepts of "decomposition" and "composition" occur already in the theory of 1981.

Compared to the present theory, however, the theory of 1981 is limited in scope: it deals exclusively with the institution \( \langle \text{ASig}, \text{AIncl}, \text{Alg} \rangle \), its "specification" concept is restricted to one particular specification language, the refinements of a specification must be modules with trivial requirement (i.e., \((E, D)\)-modules of the form \(\langle \text{Mod}(E), R \rangle \) rather than arbitrary cells), the composition operation is only defined for such modules (this makes it trivial to determine the requirement of the composed cell), and cell systems must be finite.

In particular, I did not realize in 1981 that a "module" can be treated as a special case of a "module specification" (i.e., of a cell), and that it is possible to allow arbitrary cells in place of "modules". In Chapter 5 below, we will encounter results that could not have been formulated without the unification of "modules" and "module specifications" embodied in the cell concept (e.g., Theorem 5.1.11).

It is a bit more difficult to relate the concepts of the theory of Back and Mannila [BM 84] (which will be called the "BM theory" from now on) to the concepts of this thesis. At first, one encounters the following restrictions in the BM theory:

- The theory is "typeless", that is, every symbol can refer to any semantic value. Hence, the BM theory essentially deals with the institution \( \langle \text{Set}, \text{SetIncl}, \text{SetMod} \rangle \) only.

- The modules of the BM theory (called "declarations") define exactly one new symbol, and assign a value to it for every possible environment. Hence, they are cells with trivial requirement.

- A "specification" describes the value of exactly one symbol; that is, relationships between the interpretations of different symbols cannot be specified.

Nevertheless, the BM theory covers similar ground to the present theory. In particular, the concept of "locality" is analogous to the concept of the "Correct-
ness of Modular Programming": "Locality" means that the "local" correctness of a system (each module defines an entity satisfying the result specification, provided it is supplied with an environment that satisfies the specifications of the environment symbols) implies "global" correctness (the composition of the modules is correct); and so the "locality" theorem of Back and Mannila that

"Finite hierarchical modularization mechanisms are local"

[BM 84, Corollary 7] is analogous to the composability theorem for refinements.

In particular, the term "hierarchical" in the theorem of Back and Mannila means that systems must have a well-founded dependence ordering, as they must in the theory of this thesis. It would seem that the well-foundedness requirement should enable the BM theory to cope with infinite systems as well; however, the "locality" theorem of the BM theory cannot be generalized to infinite systems.

The reason is that the BM theory employs a semantic notion of "dependence" between modules: A module $A$ depends on a module $B$ if varying the result of $B$ can have an effect on the result of $A$. This definition does not work well in infinite systems: If, for example, one defines

$$y := \begin{cases} 1, & \text{if infinitely many of the } x_i (i \in \mathbb{N}) \text{ are } 1 \\ 0, & \text{otherwise}, \end{cases}$$

then this definition would not depend on any of the $x_i$ according to the BM theory. Hence, the following is a (BM-)hierarchical system of declarations: define for $i \in \mathbb{N}$

$$x_i := \begin{cases} 1, & \text{if infinitely many of the } x_i (i \in \mathbb{N}) \text{ are } 1 \\ 0, & \text{otherwise}. \end{cases}$$ (1)

If we "specify" the $x_i$ by postulating that

$$x_i = 0 \quad \text{for all } i \in \mathbb{N},$$ (2)

then each of the declarations above is locally correct, because if all the $x_i$ satisfy (2), then (1) defines a correct value for every $x_i$. However, the system (1) is also locally correct with respect to the specification

$$x_i = 1 \quad \text{for all } i \in \mathbb{N},$$ (3)
and since the solution of (1) cannot possibly satisfy both (2) and (3), locality fails for infinite systems in the BM theory.

A point in which the theory of Back and Mannila is more general than the theory of this thesis is that it is not restricted to systems with a well-founded dependence relation, but also allows recursive dependencies in systems.

It was my deliberate choice not to try to deal with recursive systems in this thesis, because I regard them as incompatible with the basic goal of modularization, which is to separate the correctness argument for a system into separate correctness arguments for its individual modules.

The following example illustrates that such a separation is not possible for recursive systems. Consider the result interface

\[ F = \text{interface} \]
\[ \text{signature} \]
\[ \text{nat: sort} \]
\[ f: \text{nat} \rightarrow \text{nat} \]
\[ \text{properties} \]
\[ \text{nat} = \text{N} \]
\[ f(0) = 0 \]

and assume we are given the following interface as a requirement interface:

\[ G = \text{interface} \]
\[ \text{signature} \]
\[ \text{nat: sort} \]
\[ g: \text{nat} \rightarrow \text{nat} \]
\[ \text{properties} \]
\[ \text{nat} = \text{N} \]
\[ g(0) = 0. \]

It is then trivial to program a module that is a correct refinement of the cell \( (G, F) \):

\[ \mathcal{F} = \text{module} \]
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environment signature

\[ \text{nat: sort} \]
\[ g: \text{nat} \rightarrow \text{nat} \]

defined symbols

\[ f: \text{nat} \rightarrow \text{nat} \]

requirements

\langle \text{none} \rangle

result

\[ f = g \]

(some programming notations might require one to code this in a more complicated form like “funct \( f(x: \text{nat}): \text{nat} = g(x) \)”).

If recursive dependencies between modules are allowed, we can define the function \( g \) by a module that uses the function \( f \):

\[ \mathcal{G} = \text{module} \]

environment signature

\[ \text{nat: sort} \]
\[ f: \text{nat} \rightarrow \text{nat} \]

defined symbols

\[ g: \text{nat} \rightarrow \text{nat} \]

requirements

\langle \text{none} \rangle

result

\[ g = f \]

This module \( \mathcal{G} \) is a correct refinement of the cell \( \langle F, G \rangle \). Hence, we have the design graph shown in Figure 3-10. Each of the modules \( \mathcal{F} \) and \( \mathcal{G} \) in this figure is correct with respect to its requirement and result interfaces.

However, composing the cells \( \mathcal{F} \) and \( \mathcal{G} \) essentially means to compose the two definitions

\[ f = g \]
\[ g = f. \]
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This system of equations is satisfied by all models in which \( f = g \), and there is no guarantee that the interfaces \( F \) and \( G \) will be satisfied in the solution.

In a concrete programming language, for example, the composition of the modules \( F \) and \( G \) would normally result in both \( f \) and \( g \) being undefined everywhere, so that neither of the interfaces \( F \) and \( G \) is satisfied.

Consider also that the design graph in Figure 3-10 remains correct if the interfaces \( F \) and \( G \) are replaced by

- \( F' \) specifying \( f(0) = 1 \), and
- \( G' \) specifying \( g(0) = 1 \).

Clearly, the composition of \( F \) and \( G \) cannot both satisfy the interfaces \( F \) and \( G \) and the interfaces \( F' \) and \( G' \).

The problems of recursion also manifest themselves in the BM theory. In order to obtain a locality result for non-hierarchical (in particular, recursive) systems, the theory imposes the requirement that specifications (i.e., interfaces) must be "continuous" with respect to the partial order between semantic values that is employed in solving recursive systems of definitions. This continuity requirement severely restricts the expressive power of specifications. For example, in
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the standard case of the recursive definition of partial functions, where the partial ordering is graph inclusion, continuous specifications must always admit the function that is undefined everywhere. As a consequence, continuous specifications are unable to express that a function should yield a result (i.e., terminate).

This continuity requirement rules out the example presented above, because the interfaces $F$ and $G$ are not continuous—if they were continuous, they would at least have to admit the totally undefined functions, and the solution produced in concrete programming notations ($f$ and $g$ totally undefined) would then be correct.

I feel, however, that specifications that always admit the totally undefined function are too weak to be practically useful. For example, any system specified in this way could simply be realized by declaring all functions to be undefined everywhere. Even the simplest form of termination requirement in a specification, however, seems incompatible with recursive dependencies between modules, as illustrated by the example above.

Hence, I hope that the reader does not feel too uncomfortable with the fact that the theory of this thesis deals only with systems that have a well-founded dependence relation. It should perhaps be pointed out that this does not preclude recursively defined functions in modules, as long as the cycles of the call graph do not cross module boundaries. Functions that call each other (or themselves) recursively within a module do not cause problems, as these recursive definitions can always be solved locally to determine the semantics of the module in the form of a cell (this was discussed in Example 3.1.14).

In the remainder of this section, the following theorem is proved, which states the "syntactical component" of the theorem of the composability of refinements.

3.4.1 Theorem (Syntactic Correctness of Modular Programming).
Let $[T, <]$ be a syntactic decomposition of the cell signature $\langle \bar{E}, \bar{D} \rangle$, and let $T'$ be a componentwise syntactic refinement of $T$. Then $T'$ is a signature system, the signature $\bar{D}$ is compatible with the join of the result signatures of $T'$, and $\square_\bar{D} T'$ is a syntactic refinement of $\langle \bar{E}, \bar{D} \rangle$. 
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For the proof, two lemmas are required.

3.4.2 Lemma. Let \([T, <]\) be an ordered signature system, and let \(T'\) be a componentwise syntactic refinement of \(T\), where \(T = (E_i, D_i)_{i \in I}\) and \(T' = (E'_i, D'_i)_{i \in I}\). Whenever \(\bar{E}\) is a system site for \([T, <]\) and \(K \subseteq I\) is \(<\)-downward closed, then

\[
\bar{E} \cup \bigcup_{k \in K} D_k = \bar{E} \cup \bigcup_{k \in K} D'_k.
\]

This lemma states that the "result signature" obtained by installing a \(<\)-downward closed subset of the cell signatures of \(T\) on a system site \(\bar{E}\) is the same as the one obtained by installing the analogous subset of the cell signatures of \(T'\).

The proof of this lemma uses "Zorn's lemma" from set theory (see [Barwise 77, p. 355], [Levy 79, p. 161]):

A partial order in which every chain has an upper bound has a maximal element.

Recall that a chain in a partial order \((M, \subseteq)\) is a subset of \(M\) that is totally ordered by \(\subseteq\), and a maximal element is one for which no strictly larger element exists, i.e., \(x \in M\) is maximal iff for all \(y \in M\): \(y \supseteq x \Rightarrow y = x\).

Zorn's lemma will be used frequently in the remainder of this thesis; it is equivalent to the Axiom of Choice in the presence of the other axioms of ZFC (e.g., [Levy 79, p. 162], [Barwise 77, p. 355]).

Proof of Lemma 3.4.2.

Let \(T = (E_i, D_i)_{i \in I}\), \(T' = (E'_i, D'_i)_{i \in I}\), and \(<\) be defined as in the lemma; let \(\bar{E}\) be a system site for \([T, <]\), and let \(K \subseteq I\) be \(<\)-downward closed.

Note first that for all \(i \in I\),

\[
E'_i \cup D'_i \subseteq E_i \cup D_i \subseteq \bar{E} \cup \bigsqcup_{i \in I} (E_i \cup D_i)
\]

by Proposition 3.1.17 (b), and so \((E'_i \cup D'_i)_{i \in I}\) is compatible, and the join of this family is compatible with \(\bar{E}\).
Consider now the set \( \mathcal{U} \) which consists of all sets \( L \subseteq K \) such that \( L \) is \(<\)-downward closed and \( E \cup \bigcup_{k \in L} D_k = E \cup \bigcup_{k \in L} D'_k \). Let \( \mathcal{U} \) be partially ordered by \( \subseteq \).

Every chain in \( \mathcal{U} \) has an upper bound in \( \mathcal{U} \), for if \( \langle L_m \rangle_{m \in M} \) is a family of elements of \( \mathcal{U} \) (in particular, a chain), then \( \bar{L} := \bigcup_{m \in M} L_m \) is in \( \mathcal{U} \), because \( \bar{L} \) is obviously \(<\)-downward closed, and

\[
E \cup \bigcup_{k \in L} D_k = E \cup \bigcup_{m \in M} \left( E \cup \bigcup_{k \in L_m} D_k \right) \\
= E \cup \bigcup_{m \in M} \left( E \cup \bigcup_{k \in L_m} D'_k \right) \\
= E \cup \bigcup_{k \in \bar{L}} D'_k.
\]

According to Zorn’s lemma, we can therefore pick a \( \subseteq \)-maximal element \( L \) of \( \mathcal{U} \). It will now be shown that the assumption that \( L \neq K \) leads to a contradiction. Hence \( L \) must be equal to \( K \), which implies that \( K \in \mathcal{U} \), and hence verifies the lemma.

Suppose that \( L \neq K \). Choose a \(<\)-minimal element \( j \) in \( L \setminus K \) (\( < \) is well-founded). Then \( L^+ := L + \{j\} \) also is in \( \mathcal{U} \): It is easy to see that \( L^+ \) is \(<\)-downward closed. Since \( E \) is a system site for \( \langle T, < \rangle \), \( E \cup \bigcup_{k \prec j} D_k \) is a site for \( \langle E_j, D_j \rangle \). Since \( \langle E'_j, D'_j \rangle \) is a syntactic refinement of \( \langle E_j, D_j \rangle \), we have

\[
(E \cup \bigcup_{k \prec j} D_j) \cup D_j = (E \cup \bigcup_{k \prec j} D_k) \cup D'_j.
\]

Hence,

\[
E \cup \bigcup_{k \in L^+} D_k = (E \cup \bigcup_{k \prec j} D_k \cup D_j) \cup \bigcup_{k \in L} D_k \\
= (E \cup \bigcup_{k \prec j} D_k \cup D'_j) \cup \bigcup_{k \in L} D_k \\
= (E \cup \bigcup_{k \in L} D_k) \cup D'_j \\
= (E \cup \bigcup_{k \in L} D'_k) \cup D'_j \\
= E \cup \bigcup_{k \in L^+} D'_k.
\]

Hence \( L^+ \in \mathcal{U} \), which contradicts the definition of \( L \) as a maximal element of \( \mathcal{U} \).  \( \square \)
The next lemma describes in more detail the relation between an ordered signature system \([T, <]\) and a componentwise syntactical refinement \(T'\) of \(T\).

### 3.4.3 Lemma

Let \([T, <]\) be an ordered signature system, and let \(T'\) be a componentwise syntactic refinement of \(T\). Then

- (a) \(T'\) is a compatible family of cell signatures,
- (b) \(<_{T'} \subseteq <_T \subseteq <_R\),
- (c) every system site for \([T, <]\) is a system site for \([T', <_{T'}]\),
- (d) \(T'\) is a signature system.

**Proof.** Let \([T, <]\) be an ordered signature system where \(T = (E_i, D_i)_{i \in I}\), and let \(T' = (E'_i, D'_i)_{i \in I}\) be a componentwise syntactic refinement of \(T\).

Clause (a): By Proposition 3.1.17 (b), we have \(E'_i \cup D'_i \subseteq E_i \cup D_i\) for all \(i \in I\), and since the family \((E_i \cup D_i)_{i \in I}\) is compatible, so is \((E'_i \cup D'_i)_{i \in I}\).

Clause (b): Since \(<\) is a dependence relation for \(T\), we have \(<_T \subseteq <_R\).

Suppose now that \(<_{T'}\) is not included in \(<_T\). Then we can choose \(k\) and \(i\) in \(I\) such that \(k <_{T'} i\) and \(k \not<_{T} i\). From \(k <_{T'} i\) it follows that \(k \neq i\), and hence \(k \not<_{T} i\) implies that

\[
D_k \cap (E_i \cup D_i) \subseteq E_k.
\]

Hence, we have

\[
D'_k \cap (E'_i \cup D'_i) \subseteq (E'_k \cup D'_k) \cap (E'_i \cup D'_i)
\]

\[
\subseteq (E_k \cup D_k) \cap (E_i \cup D_i) \quad \text{(Prop. 3.1.17 (b))}
\]

\[
= (E_k \cap (E_i \cup D_i)) \cup (D_k \cap (E_i \cup D_i))
\]

\[
\subseteq E_k.
\]

Therefore,

\[
D'_k \cap (E'_i \cup D'_i) = D'_k \cap (E'_i \cup D'_i) \cap E_k
\]

\[
\subseteq D'_k \cap E_k
\]
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\[\subseteq (E'_k \cup D'_k) \cap E_k\]

\[= E'_k\]

\((E_k \text{ is a site for } \langle E'_k, D'_k \rangle \text{ by Prop. 3.1.17 (c)}).\]

This implies that \(k \not< \tau' \cdot i\), which is a contradiction.

Clause (c): Let \(\bar{E}\) be a system site for \([T, \prec]\). Because \(\bar{E}\) is compatible with \(\bigcup_{i \in I}(E_i \cup D_i)\) by Lemma 3.3.2, and \(D'_i \subseteq E_i \cup D_i\) for all \(i \in I\) by Proposition 3.1.17 (b), the signatures \(\bar{E}\) and \(\bigcup_{i \in I} D'_i\) are compatible.

For every \(i \in I\), \(\bar{E} \cup \bigcup_{k \ll_i} D_k\) is a site for \(\langle E_i, D_i \rangle\) and hence for \(\langle E'_i, D'_i \rangle\). From Lemma 3.4.2 it follows that

\[\bar{E} \cup \bigcup_{k \ll_i} D'_k\text{ is a site for } \langle E'_i, D'_i \rangle.\] (1)

To show that \(\bar{E}\) is a system site for \([T', \prec_{T'}]\), we have to show that for all \(i \in I\),

\[\bar{E} \cup \bigcup_{k \ll_{T'} i} D'_k\text{ is a site for } \langle E'_i, D'_i \rangle\] (2)

(compare this with (1)! This is one place where the different dependence relations of a system and its refinement complicate matters).

Suppose (2) was false for some \(i \in I\). Then we can choose \(j\) to be \(\ll\)-minimal among the values of \(i\) for which (2) fails.

From (1) it follows that

\[(\bar{E} \cup \bigcup_{k \ll_{T'} j} D'_k) \cap (E'_J \cup D'_j)\]

\[\subseteq (\bar{E} \cup \bigcup_{k \ll j} D'_k) \cap (E'_J \cup D'_j)\] (as \(\prec_{T'} \subseteq \prec\))

\[= E'_J,\]

and it remains to show the converse of this inclusion. For this, it is sufficient to show that

\[E'_J \subseteq \bar{E} \cup \bigcup_{k \ll_{T'} j} D'_k.\]
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It will be shown below that for every \( m \ll j \),

\[
D'_m \cap E'_j \subseteq \bar{E} \cup \bigcup_{k \ll \tau', j} D'_k. \tag{3}
\]

From this, it follows that

\[
E'_j = (\bar{E} \cup \bigcup_{m \ll j} D'_m) \cap E'_j
\]

\[
= (\bar{E} \cap E'_j) \cup \bigcup_{m \ll j} (D'_m \cap E'_j)
\]

\[
\subseteq \bar{E} \cup \bigcup_{k \ll \tau', j} D'_k.
\]

This proves that \( \bar{E} \cup \bigcup_{k \ll \tau', j} D'_k \) is a site for \( \langle E'_j, D'_j \rangle \) and contradicts the definition of \( j \). Hence (2) is proved and thus that \( \bar{E} \) is a system site for \([T', <_{T'}]\).

It remains to prove (3). Suppose that (3) is false. Then we can choose \( n \) to be \( \ll_{T'} \)-minimal among the values of \( m \) that falsify (3). It follows that \( n \not<_{T'} j \), because otherwise the right hand side of (3) would include \( D'_n \). Since \( n \ll j \), we have \( n \neq j \), and hence \( n \not<_{T'} j \) implies that

\[
D'_n \cap E'_j \subseteq D'_n \cap (E'_j \cup D'_j) \subseteq E'_n. \tag{4}
\]

Also, since \( n \ll j \), the minimality of \( j \) implies that \( n \) satisfies (2) when substituted for \( i \), i.e.,

\[
(\bar{E} \cup \bigcup_{k \ll \tau, n} D'_k) \text{ is a site for } \langle E'_n, D'_n \rangle.
\]

In particular,

\[
E'_n \subseteq \bar{E} \cup \bigcup_{k \ll \tau, n} D'_k. \tag{5}
\]

Hence,

\[
D'_n \cap E'_j = D'_n \cap E'_j \cap E'_n \quad \text{[by (4)]}
\]

\[
\subseteq E'_j \cap E'_n
\]

\[
\subseteq E'_j \cap (\bar{E} \cup \bigcup_{k \ll \tau, n} D'_k) \quad \text{[by (5)]}
\]

\[
= (E'_j \cap \bar{E}) \cup \bigcup_{k \ll \tau, n} (E'_j \cap D'_k)
\]
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Because each value of $k$ in this expression satisfies (3) when substituted for $m$ (by minimality of $n$), this signature is included in $\hat{E} \cup \bigcup_{k \in \sigma_i} D'_k$. Thus, $n$ is a value for $m$ that satisfies (3), which contradicts the definition of $n$. This proves (3) and concludes the proof of clause (c) of the lemma.

Clause (d): This follows trivially from (a), (b) and (c): $<_T'$ is well-founded because it is included in the well-founded relation $<$. Since $[T', <]$ is a signature system, there exists a system site for it; by (c), that system site is also a system site for $[T', <_T']$.

Proof of Theorem 3.4.1 (the Syntactic Correctness Theorem).

Let $[T, <]$ be a syntactic decomposition of the cell signature $(\hat{E}, \hat{D})$, where $T = \langle E_i, D_i \rangle_{i \in I}$, and let $T' = \langle E'_i, D'_i \rangle_{i \in I}$ be a componentwise syntactic refinement of $T$.

By Lemma 3.4.3 (d), $T'$ is a signature system. The signatures $\hat{D}$ and $\bigcup_{i \in I} D'_i$ are compatible, because they are included in $\hat{E} \cup \bigcup_{i \in I} D_i$: We have $\hat{D} \subseteq \hat{E} \cup \bigcup_{i \in I} D_i$, because $[T, <]$ is a syntactic decomposition of $(\hat{E}, \hat{D})$, and for all $i \in I$, we have $D'_i \subseteq \hat{E} \cup \bigcup_{i \in I} D_i$, because $D'_i \subseteq E_i \cup D_i$ by Proposition 3.1.17 (b), and $E_i \cup D_i \subseteq \hat{E} \cup \bigcup_{i \in I} D_i$ by Lemma 3.3.2.

It remains to show that $\square_{\hat{D}} T'$ is a syntactic refinement of $(\hat{E}, D)$. Let $\langle \hat{E}', \hat{D}' \rangle := \square_{\hat{D}} T'$, so that

\[
\hat{E}' \text{ is the smallest system site for } [T', <_T'], \quad \text{and}
\hat{D}' = \hat{E}' \cup (\hat{D} \cap \bigcup_{i \in I} D'_i).
\]

To show that $(\hat{E}', \hat{D}')$ is a syntactic refinement of $(\hat{E}, \hat{D})$, we shall use Proposition 3.1.17 (c), which requires us to verify that $\hat{E}$ is a site for $(\hat{E}', \hat{D}')$, and that $\hat{E} \cup \hat{D}' = \hat{E} \cup \hat{D}$.

Note that $\hat{E}' \subseteq \hat{E}$, because $\hat{E}$ is a system site for $[T', <_T']$ by Lemma 3.4.3 (c), and $\hat{E}'$ is the smallest such system site. Therefore,

\[
\hat{E} \cap (\hat{E}' \cup \hat{D}') = \hat{E} \cap (\hat{E}' \cup (\hat{D} \cap \bigcup_{i \in I} D'_i))
= (\hat{E} \cap \hat{E}') \cup (\hat{E} \cap \hat{D} \cap \bigcup_{i \in I} D'_i)
\]
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\[ = E' \cup (\bar{E} \cap \bigcup_{i \in I} (\bar{E} \cap D'_i)) \]

This expression equals \( E' \), because \( \bar{E} \cap D'_i \subseteq E' \) for all \( i \in I \) by Lemma 3.3.3. Hence, \( \bar{E} \) is a site for \( \langle E', \bar{D}' \rangle \).

Finally,

\[
\bar{E} \cup \bar{D}' = \bar{E} \cup \bar{E}' \cup (\bar{D} \cap \bigcup_{i \in I} D'_i) \\
= \bar{E} \cup (\bar{D} \cap \bigcup_{i \in I} D'_i) \\
= \bar{E} \cup (\bar{D} \cap \bar{E}) \cup (\bar{D} \cap \bigcup_{i \in I} D'_i) \\
= \bar{E} \cup (\bar{D} \cap (\bar{E} \cup \bigcup_{i \in I} D'_i)) \\
= \bar{E} \cup (\bar{D} \cap (\bar{E} \cup \bigcup_{i \in I} D_i))
\]

(Lemma 3.4.2),

and this is equal to \( \bar{E} \cup \bar{D} \), because \( [T, <] \) is a syntactic refinement of \( \langle \bar{E}, \bar{D} \rangle \), and hence \( \bar{D} \subseteq \bar{E} \cup \bigcup_{i \in I} D_i \).

This verifies the conditions of Proposition 3.1.17 (c), and thus shows that \( \Box \bar{D} T' = \langle \bar{E}', \bar{D}' \rangle \) is a syntactic refinement of \( \langle \bar{E}, \bar{D} \rangle \). \( \square \)

3.5 The Relation between Decomposition and Composition

The composability theorem for refinements (Theorem 4.1.12, discussed in the previous section) asserts that the "structured correctness argument" for a modular system shown in Figure 3-5 is sound if "refinement" is used as the correctness notion: a componentwise refinement of a decomposition of a global cell yields a refinement of the global cell when composed. This section proves a converse theorem, which asserts that under certain syntactic restrictions, every system whose composition is a refinement of some global cell is a decomposition of that global cell.
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Another theorem to be proved here is that composition of cells preserves single-valuedness and consistency (and hence the property of being a module).

Finally, it is shown that for ordered systems whose cells are consistent, the decomposition notion is independent of the dependence ordering.

An example illustrates the effects of inconsistent cells.

Many of the theorems of this section depend on the Composability Theorem for Refinements, which has not yet been proven. This does not lead to logical circularity, because the theorems of this section will not be used in Section 4.1, where the Composability Theorem is proved.

The following theorem characterizes the relation between the syntactic decomposition and composition notions.

3.5.1 Theorem. An ordered signature system \([T, <]\), where \(T = (E_i, D_i)_{i \in I}\), is a syntactic decomposition of a cell signature \((\bar{E}, \bar{D})\), if and only if

(a) \(E \cup \bar{D}\) is compatible with \(\bigcup_{i \in I} D_i\),

(b) \(\bar{E} \cap D_i \subseteq E_i\) for all \(i \in I\), and

(c) \(\Box_b T\) is a syntactic refinement of \((\bar{E}, \bar{D})\).

The proof is based on the following lemma.

3.5.2 Lemma. Let \(T = (E_i, D_i)_{i \in I}\) be a signature system, and let \(E\) be a system site for \([T, <_T]\). If \(K \subseteq I\) is \(<_T\)-downward closed, and \(j\) is \(<_T\)-minimal in \(I \setminus K\), then

\[E \cup \bigcup_{k \in K} D_k\]

is a site for \((E_j, D_j)\).

Proof. Let \(K \subseteq I\) be \(<_T\)-downward closed, and let \(j\) be \(<_T\)-minimal in \(I \setminus K\). The signatures \(E \cup \bigcup_{k \in K} D_k\) and \(E_j \cup D_j\) are compatible, because \(E\) and \(\bigcup_{i \in I} (E_i \cup D_i)\) are compatible according to Lemma 3.3.2. Since \(K\) is
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$\prec_T$-downward closed, we have $K \supseteq \{ k \mid k \prec_T j \}$, and hence

$$E_j = (\bar{E} \cup \bigcup_{k \prec_T j} D_k) \cap (E_j \cup D_j)$$

$$\subseteq (\bar{E} \cup \bigcup_{k \in K} D_k) \cap (E_j \cup D_j).$$

It remains to show the converse inclusion. From the equation (1), it follows that

$$\bar{E} \cap (E_j \cup D_j) \subseteq E_j,$$

and hence it is sufficient to show that for all $k \in K$,

$$D_k \cap (E_j \cup D_j) \subseteq E_j.$$  \hfill (3)

Suppose that (3) is false. Then we can choose $m$ to be a $\prec_T$-minimal element of $K$ such that

$$D_m \cap (E_j \cup D_j) \notin E_j.$$

Due to (1), it cannot be the case that $m \prec_T j$, hence $m \notin T j$. In particular, $m \notin T j$, and since $m \in K$ and hence $m \neq j$, this implies that

$$D_m \cap (E_j \cup D_j) \subseteq E_m \subseteq \bar{E} \cup \bigcup_{k \prec_T m} D_k.$$

Hence

$$D_m \cap (E_j \cup D_j) \subseteq (\bar{E} \cup \bigcup_{k \prec_T m} D_k) \cap (E_j \cup D_j)$$

$$= (\bar{E} \cap (E_j \cup D_j)) \cup \bigcup_{k \prec_T m} (D_k \cap (E_j \cup D_j))$$

$$\subseteq E_j \cup \bigcup_{k \prec_T m} (D_k \cap (E_j \cup D_j)) \quad \text{[by (2)]}$$

$$= E_j,$$

since for $k \prec_T m$, we have $k \in K$ ($K$ is $\prec_T$-downward closed) and hence $D_k \cap (E_j \cup D_j) \subseteq E_j$ by minimality of $m$. This contradicts the definition of $m$, and hence proves (3). It follows that

$$E_j = (\bar{E} \cup \bigcup_{k \in K} D_k) \cap (E_j \cup D_j). \quad \square$$
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Proof of Theorem 3.5.1.
Let \([T, <]\) be an ordered signature system, where \(T = \langle E_i, D_i \rangle_{i \in I}\), and let \(\langle \bar{E}, \bar{D} \rangle\) be a cell signature.

Suppose first that \([T, <]\) is a syntactic decomposition of \(\langle \bar{E}, \bar{D} \rangle\). Then \(\bar{E}\) is a system site for \([T, <]\) and hence compatible with \(\bigcup_{i \in I} D_i\), and \(\bar{D} \subseteq \bar{E} \cup \bigcup_{i \in I} D_i\), which proves (a). Also, we have for all \(i \in I\):

\[
\bar{E} \cap D_i \subseteq (\bar{E} \cup \bigcup_{k \ll i} D_k) \cap (E_i \cup D_i) = E_i,
\]
and thus (b) holds. Finally, Theorem 3.4.1 (applied with \(T' = T\)) yields (c).

Conversely, suppose that (a), (b) and (c) hold. Let \(\langle \bar{E}', \bar{D}' \rangle := \Box_D T\). Then

\(\bar{E}'\) is the smallest system site for \([T, <_T]\), and

\[
\bar{D}' = \bar{E}' \cup (\bar{D} \cap \bigcup_{i \in I} D_i),
\]
and, according to (c):

\(\bar{E}\) is a site for \(\langle \bar{E}', \bar{D}' \rangle\)

(in particular, \(\bar{E}' \subseteq \bar{E}\)), and

\(\bar{E} \cup \bar{D}' = \bar{E} \cup \bar{D}\).

To show that \([T, <]\) is a syntactic decomposition of \(\langle \bar{E}, \bar{D} \rangle\), we have to show that \(\bar{E}\) is a system site for \([T, <]\), and that \(\bar{D} \subseteq \bar{E} \cup \bigcup_{i \in I} D_i\).

From (a) it follows that \(\bar{E}\) and \(\bigcup_{i \in I} D_i\) are compatible, and by Lemma 3.3.2, we have

\[
\bigcup_{i \in I} (E_i \cup D_i) \subseteq \bar{E}' \cup \bigcup_{i \in I} D_i \subseteq \bar{E} \cup \bigcup_{i \in I} D_i,
\]
hence \(\bar{E}\) and \(\bigcup_{i \in I} (E_i \cup D_i)\) are compatible.

For every \(i \in I\), we have

\[
(\bar{E} \cup \bigcup_{k \ll i} D_k) \cap (E_i \cup D_i) = (\bar{E} \cup \bar{E}' \cup \bigcup_{k \ll i} D_k) \cap (E_i \cup D_i)
= (\bar{E} \cap (E_i \cup D_i)) \cup ((\bar{E}' \cup \bigcup_{k \ll i} D_k) \cap (E_i \cup D_i))
= (\bar{E} \cap (E_i \cup D_i)) \cup E_i \tag{Lemma 3.5.2}
= E_i \tag{by (b)).
\]
Hence $\bar{E}$ is a system site for $[T, \prec]$.

Finally,

$$
\bar{D} \subseteq \bar{E} \cup \bar{D}
= \bar{E} \cup \bar{D}'
= \bar{E} \cup \bar{E}' \cup (\bar{D} \cap \bigcup_{i \in I} D_i)
= \bar{E} \cup (\bar{D} \cap \bigcup_{i \in I} D_i)
\subseteq \bar{E} \cup \bigcup_{i \in I} D_i.
$$

Hence, $[T, \prec]$ is a syntactic decomposition of $\langle \bar{E}, \bar{D} \rangle$. □

Theorem 3.5.1 shows that every signature system whose composition is correct with respect to a global cell signature (clause (c)) and that satisfies the additional conditions (a) and (b) is a syntactic decomposition of the global cell signature. The additional condition (a) says that the system's internal symbols ($\bigcup_{i \in I} D_i$) must be compatible with the global cell signature, condition (b) says that no part of the global environment signature $\bar{E}$ may be redefined inside the system.

These additional conditions are needed, because the decomposition notion is formulated using just a single "name space", that is, a single signature which contains both the external and the internal symbols of the system. A more complex "decomposition" concept, where the external and internal signatures are connected by signature morphisms, might remedy the need for such additional conditions.

As a corollary of Theorem 3.5.1, we obtain that every system is a syntactic decomposition of its composition.

3.5.3 Theorem. Let $[T, \prec]$ be an ordered signature system, and let $C$ be a signature compatible with the join of the definition signatures of $T$. Then $[T, \prec]$ is a syntactic decomposition of $\Box_C T$.

Proof. Let $\langle \bar{E}, \bar{D} \rangle := \Box_C T$. We verify the three conditions of Theorem 3.5.1.
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(a) \( \bar{E} \cup \bar{D} = \bar{D} = \bar{E} \cup (C \cap \bigcup_{i \in I} D_i) \subseteq \bar{E} \cup \bigcup_{i \in I} D_i, \)

hence \( \bar{E} \cup \bar{D} \) is compatible with \( \bigcup_{i \in I} D_i; \)

(b) for \( i \in I, \) we have

\[
\bar{E} \cap D_i \subseteq (\bar{E} \cup \bigcup_{j \leq r^i} D_j) \cap (E_i \cup D_i) = E_i,
\]

as \( \bar{E} \) is a system site for \( [T, <_T]; \)

(c) the environment signature of \( \square_D T \) is the smallest system site for \( [T, <_T], \)

i. e., \( \bar{E}; \) the result signature of \( \square_D T \) is

\[
\begin{align*}
\bar{E} \cup (\bar{D} \cap \bigcup_{i \in I} D_i) &= \bar{E} \cup \left( (\bar{E} \cup (C \cap \bigcup_{i \in I} D_i)) \cap \bigcup_{i \in I} D_i \right) \\
&= \bar{E} \cup (\bar{E} \cap \bigcup_{i \in I} D_i) \cup ((C \cap \bigcup_{i \in I} D_i) \cap \bigcup_{i \in I} D_i) \\
&= \bar{E} \cup (C \cap \bigcup_{i \in I} D_i) \\
&= \bar{D}.
\end{align*}
\]

Hence \( \square_D T = (\bar{E}, \bar{D}), \) which is a syntactic refinement of itself by Proposition 3.1.17 (a).

Thus, Theorem 3.5.1 is applicable and yields that \( [T, <] \) is a syntactic decomposition of \( \square_C T. \)

The following theorem treats the relation between "decomposition" and "correct composition" on the semantic level; the syntactic level is "filtered out" by considering only systems whose signature is a syntactical decomposition of the global cell signature.

3.5.4 Theorem. Let \( \langle Q, \bar{R} \rangle \) be a cell of signature \( \langle \bar{E}, \bar{D} \rangle, \) and let \( [M, <] \) be an ordered cell system whose ordered signature system is a syntactic decomposition of \( \langle \bar{E}, \bar{D} \rangle. \)

If \( \square_D M \) is a refinement of \( \langle \bar{Q}, \bar{R} \rangle, \)

then \( [M, <] \) is a decomposition of \( \langle \bar{Q}, \bar{R} \rangle. \)

If the cells of \( M \) are consistent, the converse implication also holds.
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Proof. Let $M = \langle Q_i, R_i \rangle_{i \in I}$, and let the signature system of $M$ be $T = \langle E_i, D_i \rangle_{i \in I}$. Note that $\bar{D} \subseteq \bar{E} \cup \bigcup_{i \in I} D_i$, since $[T, \prec]$ is a syntactic decomposition of $\langle \bar{E}, \bar{D} \rangle$ by assumption, and so $\bar{D}$ and $\bigcup_{i \in I} D_i$ are compatible. Let $\langle \bar{Q}', \bar{R}' \rangle := \Box_{\bar{D}} M$, and let $\langle \bar{E}', \bar{D}' \rangle$ be the cell signature of $\langle \bar{Q}', \bar{R}' \rangle$, that is, $\langle \bar{E}', \bar{D}' \rangle = \Box_{\bar{D}} T$. We then have by definition

$$\bar{Q}' = \{ A \in \text{Mod}(\bar{E}') \mid \{ A \} \wedge \bigwedge_{k \ll \tau i} R_k \mid E_i \subseteq Q_i \text{ for all } i \in I \} \quad (1)$$

$$\bar{R}' = (\bar{Q}' \wedge \bigwedge_{i \in I} R_i) / \bar{D}'.$$

Now suppose that $\langle \bar{Q}', \bar{R}' \rangle$ is a refinement of $\langle \bar{Q}, \bar{R} \rangle$, so that, according to Proposition 3.1.19 (e),

$$\langle \bar{E}', \bar{D}' \rangle \text{ is a syntactic refinement of } \langle \bar{E}, \bar{D} \rangle,$$

(in particular, $\bar{E}' \subseteq \bar{E}$),

$$\bar{Q} / \bar{E}' \subseteq (\bar{Q}' \wedge \bar{R}') / \bar{E}' \quad (2)$$

and $(\bar{Q} \wedge \bar{R}') / \bar{D} \subseteq \bar{R}$. \hspace{1cm} (3)

We wish to show that $[M, \prec]$ is a decomposition of $\langle \bar{Q}, \bar{R} \rangle$. By assumption, the ordered signature system $[T, \prec]$ is a decomposition of $\langle \bar{E}, \bar{D} \rangle$.

Let $i \in I$, and consider $B \in (\bar{Q} \wedge \bigwedge_{k \ll \tau i} R_k)$. Then

$$B / \bar{E}' = (B / \bar{E}) / \bar{E}' \quad \text{(by (2))}$$

$$\in \bar{Q} / \bar{E}'$$

$$\subseteq (\bar{Q}' \wedge \bar{R}') / \bar{E}' \quad \text{(by (3))}$$

$$\subseteq \bar{Q}' / \bar{E}'$$

$$= \bar{Q}'. \quad \text{(Proposition 3.1.8)}$$

By (1), this implies that

$$\left( \{ B / \bar{E}' \} \wedge \bigwedge_{k \ll \tau i} R_k \right) / E_i \subseteq Q_i.$$

Since $B \in (\bar{Q} \wedge \bigwedge_{k \ll \tau i} R_k)$ and $\tau_i \subseteq \prec$, hence $\ll_{\tau} \subseteq \ll$, we have $B / D_i \in R_i$ for $k \ll_{\tau_i} i$, and hence

$$B / E_i = B / (\bar{E}' \bigcup \bigcup_{k \ll_{\tau_i}} D_k) / E_i$$
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\[ \begin{align*}
\in (\{B/E'\} \land \bigwedge_{k \in \mathcal{K}} R_i) \not\triangledown E_i \\
\subseteq Q_i.
\end{align*} \]

Hence \((\bar{Q} \land \bigwedge_{k < t_i} R_k) \not\triangledown E_i \subseteq Q_i \) for all \(i \in I\).

Finally, consider \(B \in (\bar{Q} \land \bigwedge_{i \in I} R_k)\). As before, \(B/E' \in \bar{Q}'\), and thus

\[ B/\bar{D}' = B/((\bar{E}' \cup \bigcup_{i \in I} D_i)/\bar{D}') \quad \text{(definition of } \bar{D}') \]
\[ \in (\bar{Q}' \land \bigwedge_{i \in I} R_i)/\bar{D}' \]
\[ = \bar{R}' . \]

Hence

\[ B/\bar{D} = B/(\bar{E} \cup \bar{D}')/\bar{D} \]
\[ \in (\bar{Q} \land \bar{R}')/\bar{D} \]
\[ \subseteq \bar{R}. \quad \text{(by (4))} \]

This shows that \((\bar{Q} \land \bigwedge_{i \in I} R_k)/\bar{D} \subseteq \bar{R}, \) and hence that \([M, <]\) is a decomposition of \((\bar{Q}, \bar{R})\).

Now assume that the cells of \(M\) are consistent, and that \([M, <]\) is a decomposition of \((\bar{Q}, \bar{R})\). By Lemma 3.1.19 (c), \(M\) is a componentwise refinement of itself.

Hence the composability theorem of refinements can be applied with \(M' = M\), and this yields that \(\square_D M\) is a refinement of \((\bar{Q}, \bar{R})\).

For more explanation of the consistency condition in this theorem, see Example 3.5.10 below.

The following theorem characterizes the relation between decomposition and composition on both the syntactic and the semantic level. It is a simple combination of Theorems 3.5.1 and 3.5.4.
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3.5.5 Theorem. Let \( \langle \bar{Q}, \bar{R} \rangle \) be a cell of signature \( \langle \bar{E}, \bar{D} \rangle \), let \([M, <]\) be an ordered cell system, and let \( T = \langle E_i, D_i \rangle_{i \in I} \) be the signature system of \( M \).

If

(a) \( \bar{E} \cup \bar{D} \) is compatible with \( \bigsqcup_{i \in I} D_i \),
(b) \( \bar{E} \cap D_i \subseteq E_i \) for all \( i \in I \), and
(c) \( \Box_{\mathcal{D}} M \) is a refinement of \( \langle \bar{Q}, \bar{R} \rangle \),

then \([M, <]\) is a decomposition of \( \langle \bar{Q}, \bar{R} \rangle \).

If all cells of \( M \) are consistent, the converse implication also holds.

Proof. Suppose first that the clauses (a)–(c) hold. Clause (c) implies that \( \Box_{\mathcal{D}} T \) is a syntactic refinement of \( \langle \bar{E}, \bar{D} \rangle \), hence Theorem 3.5.1 is applicable and yields that \([T, <]\) is a syntactic decomposition of \( \langle \bar{E}, \bar{D} \rangle \). By the previous theorem (Thm. 3.5.4), \([M, <]\) is a decomposition of \( \langle \bar{Q}, \bar{R} \rangle \).

For the converse, suppose that all cells of \( M \) are consistent, and that \([M, <]\) is a decomposition of \( \langle \bar{Q}, \bar{R} \rangle \). Then by definition, \([T, <]\) is a decomposition of \( \langle \bar{E}, \bar{D} \rangle \), and so (a) and (b) follow from Theorem 3.5.1; clause (c) follows from Theorem 3.5.4.

The semantical analogue to Theorem 3.5.3 is that every cell system is a decomposition of its composition.

3.5.6 Theorem. Let \([M, <]\) be an ordered cell system, and let \( C \) be a signature compatible with the join of the definition signatures of \( M \). Then \([M, <]\) is a decomposition of \( \Box_{\mathcal{C}} M \).

Proof. Write \( M \) in the form \( M = \langle Q_i, R_i \rangle_{i \in I} \), let \( T = \langle E_i, D_i \rangle_{i \in I} \) be the signature family of \( M \), let \( \langle \bar{Q}, \bar{R} \rangle := \Box_{\mathcal{C}} M \), and let \( \langle \bar{E}, \bar{D} \rangle \) be the signature of this cell, i.e., \( \langle \bar{E}, \bar{D} \rangle := \Box_{\mathcal{C}} T \). We verify the conditions of the "decomposition" definition (Def. 3.2.10).

(a) By Theorem 3.5.3, \([T, <]\) is a syntactic decomposition of \( \langle \bar{E}, \bar{D} \rangle \).
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(b) For \( i \in I \), we have

\[
(\bar{Q} \land \bigwedge_{k \ll i} R_k) / E_i \subseteq (\bar{Q} \land \bigwedge_{k \ll i} R_k) / E_i
\]

(Prop. 3.1.8, and \( \ll_T \subseteq \ll \))

\[
\subseteq Q_i.
\]

(Prop. 3.3.7)

(c) \( (\bar{Q} \land \bigwedge_{i \in I} R_i) / \bar{D} = \bar{R} \) by definition.

Hence \([M, \prec]\) is a decomposition of \((\bar{Q}, \bar{R}) = \square_C M\). \(\square\)

We can now verify that the composition operation preserves the “type” of the cells involved.

3.5.7 Theorem (“Type” Preservation).

Let \( M \) be a cell system, and let \( C \) be a signature compatible with the join of the definition signatures of \( M \).

If all cells of \( M \) are consistent, so is \( \square_C M \).

If all cells of \( M \) are single-valued, so is \( \square_C M \).

If all cells of \( M \) are modules, so is \( \square_C M \).

Proof. Suppose first that all cells of \( M \) are consistent; in other words (Proposition 3.1.19 (c)), that \( M \) is a componentwise refinement of itself.

By Theorem 3.5.6, \([M, \prec]\) is a decomposition of \( \square_C M \). By the Composability Theorem of Refinements, it follows that \( \square_C M \) is a refinement of \( \square_C M \), and hence that \( \square_C M \) is consistent.

Now suppose that the cells of \( M \) are single-valued. Let \( M \) be of the form \( M = \langle Q_i, R_i \rangle_{i \in I} \), and let \( T = \langle E_i, D_i \rangle_{i \in I} \) be the signature system of \( M \). Let \( \langle \bar{Q}, \bar{R} \rangle := \square_C M \), and let \( \langle \bar{E}, \bar{D} \rangle \) be the signature of \( \langle \bar{Q}, \bar{R} \rangle \), i.e., \( \langle \bar{E}, \bar{D} \rangle = \square_C T \).

Let \( A \) be a base for \( \square_C M \), and let \( F \) be the signature of \( A \). Suppose that there are two different results \( B \) and \( B' \) of \( \square_C M \) on \( A \). Both \( B \) and \( B' \) are models of signature \( F \sqcup \bar{D} \). Since \( B/F = A = B'/F \), it follows that \( B/\bar{D} \neq B'/\bar{D} \).

Since \( B \) and \( B' \) are results of \( \square_C M \) on \( A \), both \( B/\bar{D} \) and \( B'/\bar{D} \) are elements of \( \bar{R} = (\bar{Q} \land \bigwedge_{i \in I} R_i) / \bar{D} \). Hence there exist \( C, C' \in (\bar{Q} \land \bigwedge_{i \in I} R_i) \) such that \( C/\bar{D} = B/\bar{D} \) and \( C'/\bar{D} = B'/\bar{D} \); in particular, \( C \neq C' \).
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Both \( C \) and \( C' \) are of signature \( E \cup \bigcup_{i \in I} D_i \). Since

\[
C/E = (C/D)/E = (B/D)/E = B/E \\
= (B/F)/E = A/E = (B'/F)/E = B'/E \\
= (B'/D)/E = (C'/D)/E = C'/E,
\]

it follows that \( C/(\bigcup_{i \in I} D_i) \neq C'/(\bigcup_{i \in I} D_i) \), which means that the set \( \mathcal{L} := \{ i \in I \mid C/D_i \neq C'/D_i \} \) is nonempty.

Let \( j \) be a \( \ll_T \)-minimal member of \( \mathcal{L} \). Then

\[
X := C/(E \cup \bigcup_{i \ll_T j} D_i) = C'/(E \cup \bigcup_{i \ll_T j} D_i).
\]

This model \( X \) is a base for \( \langle Q_j, R_j \rangle \):

- \( E \cup \bigcup_{i \ll_T j} D_i \) is a site for \( \langle E_j, D_j \rangle \), because \( E \) is a system site for \( [T, \ll_T] \),
- \( X/E_j = C/E_j \)
- \( \in (\bar{Q} \land \bigwedge_{i \in I} R_i)/E_j \)
- \( \subseteq (\bar{Q} \land \bigwedge_{i \ll_T j} R_i)/E_j \) (Prop. 3.1.8)
- \( \subseteq Q_j \) (Prop. 3.3.7)

Now \( Y := C/(E \cup \bigcup_{i \ll_T j} D_i \cup D_j) \) and \( Y' := C'/(E \cup \bigcup_{i \ll_T j} D_i \cup D_j) \) are results of \( \langle Q_j, R_j \rangle \) on the base \( X \):

- their signature is the result signature of \( \langle E_j, D_j \rangle \) on the site \( E \cup \bigcup_{i \ll_T j} D_i \),
- \( Y/(E \cup \bigcup_{i \ll_T j} D_i) = C/(E \cup \bigcup_{i \ll_T j} D_i) = X \), and \( Y'/(E \cup \bigcup_{i \ll_T j} D_i) = X \) analogously,
- \( Y/D_j = C/D_j \in R_j \) and \( Y'/D_j = C'/D_j \in R_j \).

But \( Y \) and \( Y' \) are different, because by definition of \( j \), we have

\[
Y/D_j = C/D_j \neq C'/D_j = Y'/D_j.
\]

This contradicts the single-valuedness of \( M_j \). Hence the assumption that there are two different results \( B \) and \( B' \) of \( \Box_C M \) on \( A \) is refuted, which proves that \( \Box_C M \) is single-valued.
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If all cells of $M$ are modules, i.e., both consistent and single-valued, then by the implications just proven, $\Box_C M$ is consistent and single-valued, i.e., a module. □

The following theorems show that the dependence relation of an ordered system is nearly irrelevant, because (except for systems with inconsistent cells) the syntactic and semantic decomposition notions are independent of it (nevertheless, it does not seem advisable to dispense with nonsyntactical dependence relations, since these arise naturally from design graphs, as was discussed on p. 135 f.).

3.5.8 Theorem. Let $[T, <]$ be an ordered signature system, let $E$ be a signature, and let $(E, \bar{D})$ be a cell signature. Then the predicates

"$E$ is a system site for $[T, <]$"

and

"$[T, <]$ is a syntactic decomposition of $(E, \bar{D})$"

do not depend on $<$.  

Proof. Consider first the predicate "$E$ is a system site for $[T, <]$". We show that this predicate is equivalent to "$E$ is a system site for $[T, <T]$", which is independent of $<$.  

If $E$ is a system site for $[T, <]$, then $E$ also is a system site for $[T, <T]$ by Lemma 3.4.3 (c) (put $T' := T$ in the lemma). Conversely, if $E$ is a system site for $[T, <T]$, where $T = \langle E_i, D_i \rangle_{i \in I}$, then for each $i \in I$, Lemma 3.5.2 implies that $E \cup \bigcup_{k < i} D_k$ is a site for $(E_i, D_i)$, because $<T \subseteq <$, and hence $\{ k \mid k < i \}$ is $<T$-downward closed. Hence $E$ is a system site for $[T, <]$.  

Consider now the predicate "$[T, <]$ is a syntactic decomposition of $(E, \bar{D})$". This predicate is equivalent to the composition of the clauses (a), (b), and (c) of Theorem 3.5.1, and these clauses are independent of $<$. □

3.5.9 Theorem. Let $[M, <]$ be an ordered cell system whose cells are consistent, and let $(\bar{Q}, \bar{R})$ be a cell. Then the relation

"$[M, <]$ is a decomposition of $(\bar{Q}, \bar{R})$"
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is independent of <.

Proof. The three clauses (a), (b), and (c) of Theorem 3.5.5 are independent of <.

It will now be shown by an example that inconsistent cells have the following unpleasant properties:

(a) in Theorem 3.5.4, the consistency requirement cannot be dropped—there are decompositions of a global cell which contain inconsistent cells and whose composition is not a refinement of the global cell,

(b) yet the requirement is not mathematically “necessary” either—there are decompositions of a global cell which contain inconsistent cells and whose composition is a refinement of the global cell,

(c) in Theorem 3.5.9, the consistency requirement cannot be dropped—for ordered systems with inconsistent cells, the “decomposition” property can depend on the dependence relation.

3.5.10 Example. In the institution $\langle \text{ASig}, \text{AIncl}, \text{Alg} \rangle$, the empty signature has exactly one model, the empty algebra $\emptyset$, which is a mapping whose domain is the symbol set of the empty signature, namely $\emptyset$. There are two interfaces of the empty signature:

$$\text{TRUE} := \{\emptyset\}, \quad \text{FALSE} := \emptyset$$

(the interface $\text{TRUE}$ is satisfied by every model, the interface $\text{FALSE}$ by none).

Define the cell system $M = (M_1, M_2)$ by

$$M_1 := \langle \text{TRUE}, \text{FALSE} \rangle,$$

$$M_2 := \langle \text{FALSE}, \text{TRUE} \rangle.$$

The signature system $T$ of $M$ is given by $T_1 = T_2 = \langle \emptyset, \emptyset \rangle$. The syntactic dependence relation of $T$ is empty, and so $< := \{(1, 2)\}$ is a dependence relation for $T$. 
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The ordered cell system \([M, <]\) is a decomposition of the cell \((TRUE, TRUE)\), because the requirement of \(M_2\) is implied by the result interface of \(M_1\) (see Figure 3-11).

However, the ordered cell system \([M, <^T] = [M, \emptyset]\) is not a decomposition of \((TRUE, TRUE)\), because the requirement of \(M_2\) is not implied by the external requirement \(TRUE\) alone (see Figure 3-12). This illustrates that for ordered systems with inconsistent cells, the dependence relation can influence the decomposition property (point (c) above).

Figure 3-13 illustrates that the composition of \(M\) is \((FALSE, FALSE)\): The requirement of the composition must be \(FALSE\) in order to imply the requirement of \(M_2\); the result is \(FALSE\), because the requirement is (the result interface of \(M_1\) is another reason for the result of the composition to be \(FALSE\)).

We saw above that \([M, <]\) is a decomposition of the cell \((TRUE, TRUE)\) (Figure 3-11). But the composition of \(M\) is \((FALSE, FALSE)\), and this is not a refinement of \((TRUE, TRUE)\), because the empty algebra \(\emptyset\) is a base for \((TRUE, TRUE)\) but not for \((FALSE, FALSE)\). This shows that for systems...

![Figure 3-11: \([M, <]\) is a decomposition of \((TRUE, TRUE)\)
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Figure 3-12: \([M, \emptyset]\) is not a decomposition of \((\text{TRUE, TRUE})\)

Figure 3-13: The composition of \(M\) is \((\text{FALSE, FALSE})\)

with inconsistent cells, the decomposition property does not necessarily imply that the system’s composition is a refinement of the global cell (point (a) above).

Finally, observe that Figure 3-13 also shows a correct decomposition: \([M, \emptyset]\) is a decomposition of \((\text{FALSE, FALSE})\). The composition of \(M\) is the same cell, and this cell is consistent(!), hence a refinement of itself (Proposition 3.1.19 (c)). Thus we have a decomposition into a system containing inconsistent cells, whose composition is a refinement of the global cell—this illustrates point (b) above. □

The general observation in this example is that an inconsistent cell (here, \(M_1\)) can help establish the requirements of another cell (here, \(M_2\)) that is not syntactically dependent on the inconsistent cell (this makes Figure 3-11 a decomposition). This is so because the result interface of an inconsistent cell can make
stronger statements about the cell's environment than the requirement interface (if the requirement of $M_1$ was made $FALSE$, so that $M_1$ would be consistent, Figure 3-11 would no longer be a decomposition, because the new interface was not implied by the external requirement interface $TRUE$).

These phenomena do not affect the composability of refinements (Theorem 4.1.12), because an inconsistent cell cannot be refined by another cell (Proposition 3.1.19 (b)), and hence the composability theorem can only be applied to decompositions whose cells are consistent. In other words, if a decomposition contains inconsistent cells, then the bottom left corner of Figure 3-5 (page 123) cannot be completed, and so one will always detect inconsistencies when trying to establish the structured correctness argument for a modular system.
Chapter 4

Data Abstraction

This chapter introduces data abstraction into the theory. The basic idea of data abstraction is that the program entities (in other words, the semantic model) defined by a program need not satisfy the specification; rather, it is sufficient that they "represent" a model satisfying the specification. Accordingly, data abstraction is based on a relation of "representation" between models.

The first section of the chapter deals with data abstraction in an abstract setting, namely in an arbitrary institution. A "representation" relation between the models of an institution can be any relation that satisfies a few simple axioms. For such a representation relation, a "universal implementation" relation between cells is defined; in data abstraction, every cell must be a universal implementation of its specification. The main theorem of Section 4.1 and the central theorem of this thesis is the theorem asserting the "composability of universal implementations". According to this theorem, "universal implementation" can be used as the correctness notion in the structured correctness argument for a modular system (Figure 3-5): If a global cell is decomposed into a cell system, then a componentwise universal implementation of the system will yield a universal implementation of the global cell when composed. Since "refinement" is just a special case of the "universal implementation" notion, the composability theorem of refinements (which has been cited and used in Section 3.4 already) is obtained as a corollary of this theorem.

The remaining sections of the chapter deal with representation relations between partial algebras. Section 4.2 introduces a new institution \( \langle \text{TSig}, \text{TIncl}, \text{TAlg} \rangle \) for this purpose; it is a slight variant of \( \langle \text{ASig}, \text{AIncl}, \text{Alg} \rangle \), in which
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each signature has a distinguished subset of "visible" sorts. The following sections deal with the three representation relations "behavioural inclusion", "behavioural equivalence", and the "standard representation" relation based on abstraction functions.

The reader is warned that the "universal implementation" concept presented in this chapter is not meant to be used in practice, as it would be too difficult to verify. Chapter 5 to follow will decompose "universal implementation" into "simple implementation" and "stability", where the "simple implementation" concept formalizes a practical method of proving implementations correct.

4.1 Data Abstraction in an Institution

This section deals with data abstraction on an abstract level: we shall consider an arbitrary "representation relation" in an arbitrary institution. Hence the following convention:

Convention. Throughout this section, the triple $(\text{Sig}, \text{Incl}, \text{Mod})$ is assumed to be an institution. The concepts that depend on an institution (such as "signature", "inclusion", or "model") are implicitly assumed to refer to the institution $(\text{Sig}, \text{Incl}, \text{Mod})$.

Here are the axioms for a "representation relation".

4.1.1 Definition. A representation relation is a $|\text{Sig}|$-indexed relation $\rightsquigarrow = \langle \rightsquigarrow_S \rangle_{S \in |\text{Sig}|}$, such that

(a) for each $S \in |\text{Sig}|$, $\rightsquigarrow_S$ is a preordering on $\text{Mod}(S)$ (i.e., $\rightsquigarrow_S \subseteq \text{Mod}(S) \times \text{Mod}(S)$ is reflexive and transitive),

(b) If $\sigma: S \to T$ in $\text{Sig}$ and $A' \rightsquigarrow_T A$, then $\sigma A' \rightsquigarrow_S \sigma A$.

If $\rightsquigarrow$ is a representation relation, $S$ a signature, and $A' \rightsquigarrow_S A$, say that $A'$ is a representation of $A$ according to $\rightsquigarrow$ (or just "$A'$ is a $\rightsquigarrow$-representation
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of \( A \). The subscript in \( \sim_{S} \) will be dropped when the signature \( S \) is obvious from the context.

A representation relation \( \sim_{S} \) is chain-closed, if in addition

(c) Whenever \( \langle S_{i} \rangle_{i \in I} \) is a nonempty compatible chain of signatures, and \( A, A' \)
are models of signature \( \bigsqcup_{i \in I} S_{i} \) satisfying \( A'/S_{i} \sim_{S_{i}} A/S_{i} \) for all \( i \in I \),
then \( A' \sim_{S} A \).

It is natural to require reflexivity and transitivity of a representation relation: every model should at least be representable by itself, and a representation of a representation should also be a representation. Clause (b) says that "reducing" models along signature morphisms preserves the representation relation. The chain-closedness property of a representation relation will allow us to compose infinite systems (see Theorem 4.1.7).

Three examples of representation relations in the institution \( \langle TSig, TIncl, TA1g \rangle \) (a slight variant of \( \langle ASig, AIncl, Alg \rangle \)) will be studied in later sections of this chapter.

A simple and useful representation relation is equality.

4.1.2 Proposition. Equality is a chain-closed representation relation.

Proof. Define \( \sim_{S} = \langle \sim_{S} \rangle_{S \in |Sig|} \) by \( A' \sim_{S} A : \iff A' = A \). Clauses (a) and (b) of the "representation relation" definition are then trivial. Chain-closedness follows from the completeness property of an institution (uniqueness of joins).

The following two trivial propositions allow the construction of new representation relations.

4.1.3 Proposition. The converse of a (chain-closed) representation relation is a (chain-closed) representation relation.

To be precise: if \( \sim_{S} = \langle \sim_{S} \rangle_{S \in |Sig|} \) is a representation relation, then the relation \( \sim_{S} = \langle \sim_{S} \rangle_{S \in |Sig|} \) defined by \( A \sim_{S} B : \iff B \sim_{S} A \) is a representation relation. If \( \sim_{S} \) is chain-closed, so is \( \sim_{S} \).
4.1.4 Proposition. The intersection of a family of (chain-closed) representation relations is a (chain-closed) representation relation.

To be precise, if \( \sim_i \sim S_i ) \in \mathcal{S} \mid \mathcal{S} \mid \) is a representation relation for each \( i \in I \), then the relation \( \sim_\ast \sim S_i ) \in \mathcal{S} \mid \mathcal{S} \mid \) defined by

\[
A' \sim_\ast \sim_i \sim S_i A \iff A' \sim_\ast \sim S_i A \text{ for all } i \in I
\]

is a representation relation. If all \( \sim_i \) are chain-closed, so is \( \sim_\ast \). \( \square \)

As a corollary of this proposition, one obtains that the representation relations in an institution form a complete lattice under the componentwise inclusion ordering (using the well-known theorem that a partial order in which every set has a least upper bound is a complete lattice [Birkhoff 67, p. 112] [Cohn 81, p. 21]). The "bottom" element of this lattice (the most restrictive representation relation) is equality, the "top" element (the most general representation relation) is the "total" representation relation obtained as the intersection of the empty family of representation relations.

The next concept, "universal implementation", is the correctness notion for data abstraction for which we shall derive a composability theorem.

4.1.5 Definition. Let \( \sim \sim S_i ) \in \mathcal{S} \mid \mathcal{S} \mid \) be a representation relation, and let \( \langle Q, R \rangle \) be a cell of signature \( \langle E, D \rangle \). A universal implementation of \( \langle Q, R \rangle \) (with respect to \( \sim \sim S ) \)) is a cell \( \langle Q', R' \rangle \) of signature \( \langle E', D' \rangle \) such that \( \langle E', D' \rangle \) is a syntactic refinement of \( \langle E, D \rangle \) and whenever \( A \in Mod(F) \) is a base for \( \langle Q, R \rangle \) and \( A' \sim_\sim S_i \sim S_i A \), then

- \( A' \) is a base for \( \langle Q', R' \rangle \),
- there exists a result of \( \langle Q', R' \rangle \) on \( A' \), and
- whenever \( B' \) is a result of \( \langle Q', R' \rangle \) on \( A' \)

then there exists a result \( B \) of \( \langle Q, R \rangle \) on \( A \)

such that \( B' \sim_\sim S_i \sim S_i B \). \( \square \)
This definition is illustrated in Figure 4-1. The figure shows on the right hand side the cell \((Q, R)\) with a base \(A\) and a result \(B\), and on the left hand side the cell \((Q', R')\) with a base \(A'\) and a result \(B'\) (signatures of the interfaces and models are given in small type).

The idea behind the definition of "universal implementation" is that the specification cell and the implementation cell can be seen as operating side by side; while the specification cell on the right operates on an "abstract" base \(A\), the implementation cell on the left operates on an arbitrary representation base \(A'\) of \(A\) (hence if \(A\) is a base for \((Q, R)\) and \(A' \sim A\), then \(A'\) must be a base for \((Q', R')\) and \(Q', R'\) must have a result on \(A'\)). To ensure that the representation relation between left and right side remains valid, every result \(B'\) of \((Q', R')\) on \(A'\) must represent some result \(B\) of \((Q, R)\) on \(A\) (the model \(B\) may be regarded as the "user view" of \(B'\)).

In a sense, the universal implementation relation is "necessary" for modular programming with data abstraction: For, if \((Q, R)\) is not a universal implementation of \((Q, R)\), then there exists a base \(A\) of \((Q, R)\) with a representation \(A'\), such that \((Q', R')\) does not function properly on \(A'\)—either by not yielding a result at all, or by being able to yield an "incorrect" result, namely a result that cannot be interpreted as the representation of a result on the "abstract" side.

There is one way the "universal implementation" notion could be generalized, namely by exploiting the fact that not all the possible representations \(A'\) of an "abstract" base \(A\) might actually be definable by a program. Thus, one
might distinguish a subinstitution of "concrete" models and postulate that the implementation cell \( \langle Q', R' \rangle \) need only function properly on representations \( A' \) that belong to the "concrete" models. It is not clear, however, whether this generalization would yield any additional insights.

In the remainder of this section, a composability theorem for universal implementations will be proved which shows that the universal implementation concept is not just "necessary", but also "sufficient" for modular programming with data abstraction.

A special case of the "universal implementation" notion is the "refinement" notion that was discussed in the previous chapter. It is obtained by using equality as the representation relation.

### 4.1.6 Proposition

A cell \( \langle Q', R' \rangle \) is universal implementation of a cell \( \langle Q, R \rangle \) with respect to equality, if and only if \( \langle Q', R' \rangle \) is a refinement of \( \langle Q, R \rangle \).

**Proof.** With "equality" the representation relation, we can put \( A' = A \) and \( B' = B \) in the definition of "universal implementation". The definition then becomes equivalent to the definition of "refinement".

It is instructive to compare the universal implementation concept for a "general" representation relation \( \rightsquigarrow \) with the refinement notion, that is, universal implementation with respect to equality.

By definition, \( \rightsquigarrow \) includes equality, i.e., it is a more general relation. This does not, however, imply any direct relationship between universal implementation with respect to \( \rightsquigarrow \) and refinement:

Consider two cells \( \langle Q', R' \rangle \) and \( \langle Q, R \rangle \) as in the definitions of universal implementation and of refinement. On the one hand, universal implementation requires that all representations of bases for \( \langle Q, R \rangle \) are bases for \( \langle Q', R' \rangle \), rather than only the bases for \( \langle Q, R \rangle \), hence on this point, universal implementation is more restrictive than refinement. On the other hand, the result of \( \langle Q', R' \rangle \) need only represent a result of \( \langle Q, R \rangle \) rather than equal such a result, hence on this point, universal implementation is more general than refinement.
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Since, intuitively, data abstraction should make the programmer's job easier, one might be puzzled by the fact that universal implementation is not more general than refinement—after all, universal implementation is supposed to be the correctness relation for cells in data abstraction.

This problem will be resolved in Chapter 5, where a different implementation concept, called "simple implementation", will be introduced, which corresponds to practical implementation correctness proofs, and which is more general than refinement. This "simple implementation" property implies the "universal implementation" property in case the implementation cell is "stable", a property that can be guaranteed by defining the implementation cell in a suitable programming notation (a "data abstraction language"). Hence programmers need not concern themselves directly with the "universal implementation" concept, but only with "simple implementation"—the "universal implementation" concept only acts as a theoretical intermediary.

From now on until the end of this section, we shall deal with an arbitrary, but fixed, representation relation. Hence the following convention.

Convention. Throughout the remainder of this section, the \(|\text{Sig}|\)-indexed relation \(\sim\) is a representation relation in the institution \((\text{Sig}, \text{Incl}, \text{Mod})\). The term "universal implementation" is understood to imply "with respect to \(\sim\).

The remainder of this section is devoted to proving the following theorem, which is the central theorem of the thesis.

4.1.7 Theorem (Composability of Universal Implementations).
Let \([M, \prec]\) be a decomposition of the \((\bar{E}, \bar{D})\)-cell \((\bar{Q}, \bar{R})\) such that \(\sim\) is chain-closed or \(M\) is finite, and let \(M'\) be a componentwise universal implementation of \(M\). Then \(M'\) is a cell system, the signature \(\bar{D}\) is compatible with the join of the definition signatures of \(M'\), and

\[\square \bar{D}'\text{ is a universal implementation of } (\bar{Q}, \bar{R}).\]
For the proof, some auxiliary concepts and lemmas are needed. The first two lemmas deal with possible conflicts between internal symbols of a system and symbols that might be present in a site for the system’s composition. The signature $H$ in these lemmas can be thought of as containing the internal symbols of a system whose composition is $(Q', R')$. Lemma 4.1.9 below says that in determining whether $(Q', R')$ is a universal implementation of the $(E, D)$-cell $(Q, R)$, we can restrict our attention to sites for $(E, H)$, that is, sites for $(E, D)$ that avoid clashes with internal symbols of the system. The proof uses the “renaming” axiom of an institution syntax (Axiom (c) of Def. 2.3.5) to “rename” an arbitrary site $F$ for $(E, D)$ so that it becomes a site for $(E, H)$.

First, however, a simple preliminary lemma.

4.1.8 Lemma. Let $(E, D)$ be a cell signature, let $H$ be a signature such that $H \sim E$ and $E \cup H \supseteq E \cup D$. Then every site for $(E, H)$ is a site for $(E, D)$.

Proof. Let $F$ be a site for $(E, H)$, i.e., $F \sim E \cup H$ and $F \cap (E \cup H) = E$. Then also $F \sim E \cup D$, and because $E \subseteq F$, we have

$$E = F \cap (E \cup D) \subseteq F \cap (E \cup H) = E,$$

hence $E = F \cap (E \cup D)$. Thus, $F$ is a site for $(E, D)$. □

4.1.9 Lemma (Renaming).

Let $(Q, R)$ be a cell of signature $(E, D)$, let $(Q', R')$ be a cell of signature $(E', D')$, and let $H$ be a signature such that $H \sim E$ and $E \cup H \supseteq E \cup D$. Then $(Q', R')$ is a universal implementation of $(Q, R)$, if and only if $(E', D')$ is a syntactic refinement of $(E, D)$ and whenever $F$ is a site for $(E, H)$, $A \in \text{Mod}(F)$ is a base for $(Q, R)$ and $A' \overset{F}{\rightarrow} A$, then

- $A'$ is a base for $(Q', R')$,
- there exists a result of $(Q', R')$ on $A'$, and
- whenever $B'$ is a result of $(Q', R')$ on $A'$
  then there exists a result $B$ of $(Q, R)$ on $A$
  such that $B' \overset{F \cup D}{\rightarrow} B$. 
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Proof. The only difference between the criterion of this lemma and the definition of "universal implementation" (Def. 4.1.5) is that here, $F$ is required to be a site for $(E, H)$ rather than only a site for $(E, D)$.

By the previous lemma, it follows that the criterion of the present lemma is necessary for the universal implementation property.

To see that it is sufficient, let $(Q, R)$ be a cell of signature $(E, D)$, let $(Q', R')$ be a cell of signature $(E', D')$, let $H$ be a signature satisfying

$$H \sim E \quad \text{and} \quad E \sqcup H \supseteq E \sqcup D,$$

and assume that the criterion of the present lemma is satisfied. We have to show that $(Q', R')$ is a universal implementation of $(Q, R)$.

Let $F$ be an arbitrary site for $(E, D)$, and define $G := F \sqcup D$. Then the "renaming" axiom of an institution syntax (Def. 2.3.5 (c)) is applicable with $S := E \sqcup D$, $T := H$, and $U := F$, because $E \sqcup D \sim H$ as $E \sqcup D \subseteq E \sqcup H$ and $F \sim E \sqcup D$ as $F$ is a site for $(E, D)$. By the axiom, we can choose a signature $\hat{F}$ such that

$$\hat{F} \sim E \sqcup D \sqcup H \quad \text{and} \quad \hat{F} \cap (E \sqcup D \sqcup H) = F \cap (E \sqcup D) = E$$

and isomorphisms

$$j: \hat{F} \to F,$$
$$k: \hat{F} \cup (E \sqcup D) \to F \cup (E \sqcup D),$$

such that, with $\hat{G} := \hat{F} \sqcup D$ (i.e., $k: \hat{G} \to G$):

$$(\hat{F} \sqsubseteq \hat{G}); k = j; (F \sqsubseteq G)$$

$$(E \sqcup D \sqsubseteq \hat{G}); k = (E \sqcup D \sqsubseteq G)$$

$$(E \sqsubseteq \hat{F}); j = (E \sqsubseteq F).$$

The signature $\hat{F}$ is a site for $(E, H)$, since from (2) it follows that $\hat{F} \sim (E \sqcup H)$ and

$$\hat{F} \cap (E \sqcup H) = \hat{F} \cap (E \sqcup D \sqcup H) \cap (E \sqcup H)$$

$$= \hat{F} \cap (E \sqcup D \sqcup H) \quad \text{(by (1))}$$

$$= E \quad \text{(by (2)).}$$
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By the previous lemma, \( \hat{F} \) also is a site for \( (E, D) \).

We now need two simple lemmas relating models of the signatures \( F \) and \( \hat{F} \) and of the signatures \( G \) and \( \hat{G} \). The first lemma is:

Whenever \((Q^*, R^*)\) is a cell whose signature
\[
(E^*, D^*) \text{ is a syntactical refinement of } (E, D),
\]
\[
A \in \text{Mod}(F), \text{ and } \hat{A} = \overline{j} A \in \text{Mod}(\hat{F}),
\]
then \( A \) is a base for \((Q^*, R^*)\) iff \( \hat{A} \) is a base for \((Q^*, R^*)\).

We already know that \( F \) and \( \hat{F} \) are sites for \( (E, D) \) and hence for \( (E^*, D^*) \). Now
\[
\hat{A}/E^* = \frac{(E^* \subseteq D) \hat{A}}{(E \subseteq \hat{F}) D}\]
\[
= (E^* \subseteq D) \frac{\hat{A}}{(E \subseteq \hat{F}) \overline{j} A} \]
\[
= (E^* \subseteq D) \frac{\hat{A}}{(E \subseteq \hat{F}) \overline{j} A} \]
\[
= (E^* \subseteq D) \frac{\hat{A}}{(E \subseteq \hat{F}) A} \]
\[
= A/E^*.
\]

Hence \( A/E^* \in Q^* \) iff \( \hat{A}/E^* \in Q^* \), which proves (3).

The second lemma is:

Whenever \((Q^*, R^*)\) is a cell whose signature
\[
(E^*, D^*) \text{ is a syntactical refinement of } (E, D),
\]
\[
A \in \text{Mod}(F) \text{ is a base for } (Q^*, R^*),
\]
\[
\hat{A} = \overline{j} A \in \text{Mod}(\hat{F}),
\]
\[
B \in \text{Mod}(G) \text{ and } \hat{B} = \overline{k} B \in \text{Mod}(\hat{G}),
\]
then \( B \) is a result of \((Q^*, R^*)\) on \( A \)
iff \( \hat{B} \) is a result of \((Q^*, R^*)\) on \( \hat{A} \).

Let the assumptions of this lemma be in force. By the previous lemma, the algebra \( \hat{A} \) is a base for \( (Q^*, R^*) \). Since the situation is symmetrical (we can swap the rôles of \( \hat{F} \) and \( F \), \( \hat{G} \) and \( G \), \( j \) and \( j^{-1} \), \( k \) and \( k^{-1} \), \( \hat{A} \) and \( A \), and \( \hat{B} \) and \( B \)), it suffices to prove one direction of the conclusion.
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Assume that $B$ is a result of $\langle Q^*, R^* \rangle$ on $A$. Then

\[
\hat{B}/\hat{F} = (\hat{F} \subseteq \hat{G})(\bar{k} B)
\]

\[
= (\hat{F} \subseteq \hat{G}); k B
\]

\[
= j; (F \subseteq G) B
\]

\[
= \bar{j}(B/F)
\]

\[
= \bar{j}A
\]

\[
= \hat{A},
\]

and

\[
\hat{B}/D^* = (D^* \subseteq \hat{G})(\bar{k} B)
\]

\[
= (D^* \subseteq \hat{G}); k B
\]

\[
= (D^* \subseteq E \cup D); (E \cup D \subseteq \hat{G}) \cup k B
\]

\[
(D^* \subseteq E \cup D \text{ by syntactic refinement})
\]

\[
= (D^* \subseteq E \cup D); (E \cup D \subseteq G) B
\]

\[
= B/D^*
\]

\[
\in R^*.
\]

Thus, $\hat{B}$ is a result of $\langle Q^*, R^* \rangle$ on $\hat{A}$, and (4) is proved.

Recall that we have to show that $\langle Q', R' \rangle$ is a universal implementation of $\langle Q, R \rangle$. Let $A \in \text{Mod}(F)$ be a base for $\langle Q, R \rangle$, and $A' \rightsquigarrow F A$. Define $\hat{F}$-models $\hat{A} := \bar{j} A$ and $\hat{A}' := \bar{j} A'$.

By (3), applied to $\langle Q, R \rangle$, $\hat{A}$ is a base for $\langle Q, R \rangle$. By the functorality property of $\rightsquigarrow F$ (Def. 4.1.1 (b)), we have $\hat{A}' \rightsquigarrow \hat{A}$. Thus, the criterion of the lemma can be applied to $\hat{F}$, $\hat{A}'$, and $\hat{A}$.

First, this yields that $\hat{A}'$ is a base for $\langle Q', R' \rangle$. By (3), applied to $\langle Q', R' \rangle$, this implies that $A'$ is a base for $\langle Q', R' \rangle$.

By the criterion of the lemma, there exists a result of $\langle Q', R' \rangle$ on $\hat{A}'$. Applying (4) to $\langle Q', R' \rangle$ yields that there exists a result of $\langle Q', R' \rangle$ on $A'$.

Finally, let $B'$ be any result of $\langle Q', R' \rangle$ on $A'$. We have to show that there exists a result $B$ of $\langle Q, R \rangle$ on $A$ such that $B' \rightsquigarrow G B$. Define $\hat{B}' := \bar{k} B'$. By (4),
applied to \( \langle Q', R' \rangle \), \( \hat{B}' \) is a result of \( \langle Q', R' \rangle \) on \( \hat{A}' \). Applying the condition of the lemma yields that there exists a result \( \hat{B} \) of \( \langle Q, R \rangle \) on \( \hat{A} \) such that \( \hat{B}' \xrightarrow{G} \hat{B} \).

Define \( B := \overline{k^{-1}} \hat{B} \). Since then \( \hat{B} = kB \), we obtain from (4), applied to \( \langle Q, R \rangle \), that \( B \) is a result of \( \langle Q, R \rangle \) on \( A \). As \( B' = \overline{k^{-1}} \hat{B}' \), we have \( B' \xrightarrow{G} B \) by functoriality.

It has been proved that \( \langle Q', R' \rangle \) is a universal implementation of \( \langle Q, R \rangle \). □

The following “approximation” concept will be used in the proof of the Composability Theorem.

4.1.10 Definition (Approximation).
Let \([M, <] \) be an ordered cell system, \( M = \langle Q_i, R_i \rangle_{i \in I} \), let \( F \) be a system site for \([\text{Sig}(M), <] \), and let \( A \in \text{Mod}(F) \). An approximation for \([M, <] \) over \( A \) is a pair \( \langle K, X \rangle \) such that

\[
K \subseteq I \text{ is } <\text{-downward closed, and } \quad X \in \{A\} \land \bigwedge_{i \in K} R_i.
\]

If \( \langle K, X \rangle \) and \( \langle K', X' \rangle \) are approximations for \([M, <] \) over \( A \), say that \( \langle K, X \rangle \) is included in \( \langle K', X' \rangle \) (written “\( \langle K, X \rangle \subseteq \langle K', X' \rangle \)”), if \( K \subseteq K' \) and \( X \subseteq X' \). □

4.1.11 Lemma (least upper bounds of approximation chains).
Let \([M, <] \) be an ordered cell system, let \( F \) be a system site for \([\text{Sig}(M), <] \), let \( A \in \text{Mod}(F) \), and let \( \langle K_j, X_j \rangle_{j \in J} \) be a \( \subseteq \)-chain of approximations for \([M, <] \) over \( A \). Then

\[
\left\langle \bigcup_{j \in J} K_j, A \cup \bigcup_{j \in J} X_j \right\rangle
\]

is an approximation for \([M, <] \) over \( A \), and it is the \( \subseteq \)-least upper bound of the approximation chain \( \langle K_j, X_j \rangle_{j \in J} \).

Proof. It will be proved that \( \left\langle \bigcup_{j \in J} K_j, A \cup \bigcup_{j \in J} X_j \right\rangle \) is an approximation for \([M, <] \) over \( A \). It is then clear that it is the \( \subseteq \)-least upper bound of the \( \langle K_j, X_j \rangle_{j \in J} \).
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Write $M$ as $\langle Q_i, R_i \rangle_{i \in I}$, and let $T = \langle E_i, D_i \rangle_{i \in I}$ be the signature family of $M$.

Clearly, $\bar{K} := \bigcup_{j \in J} K_j$ is a $\prec$-downward closed subset of $I$, because all the $K_j$ are $\prec$-downward closed.

The family obtained by adjoining $A$ to $\langle X_j \rangle_{j \in J}$ is a nonempty $\subseteq$-chain of models, because $\langle X_j \rangle_{j \in J}$ is a chain, and $A_j \subseteq X_j$ for all $j \in J$. Hence the completeness property of an institution allows to define $\bar{X} := A \cup \bigcup_{j \in J} X_j$, which is a model of signature

$$F \cup \bigsqcup_{j \in J} (F \cup \bigsqcup_{i \in K_j} D_j) = F \cup \bigsqcup_{j \in \bar{K}} D_j,$$

which is the signature of the interface

$$\{A\} \land \bigwedge_{i \in \bar{K}} R_j.$$

It remains to show that $\bar{X}$ satisfies this interface. Clearly, $X/P = A$, because $A$ is a component of the join. For $i \in \bar{K}$, we can choose $j \in J$ such that $i \in K_j$ and hence $D_i \subseteq \text{Sig}(X_j)$. Since $X_j \in \{A\} \cup \bigcup_{i \in K_j} R_i$, we have $\bar{X}/D_i = X_j/D_i \in R_i$. \hfill \Box

Proof of the Composability Theorem (Thm. 4.1.7). 

Let $[M, <]$ be a decomposition of the $(\bar{E}, \bar{D})$-cell $\langle \bar{Q}, \bar{R} \rangle$, where $M = \langle Q_i, R_i \rangle_{i \in I}$ is a system of signature $T = \langle E_i, D_i \rangle_{i \in I}$, and assume that $\prec \succ$ is chain-closed or $M$ is finite. Let $M' = \langle Q'_i, R'_i \rangle_{i \in I}$ be a componentwise universal implementation of $M$, and let $T' = \langle E'_i, D'_i \rangle_{i \in I}$ be the signature family of $M'$.

We first verify that $M'$ is a cell system, and that $\bar{D}$ is compatible with $\bigsqcup_{i \in I} D'_i$ (which implies that $\Box_{\bar{D}} M'$ is well-defined).

As $[M, <]$ is a decomposition of $\langle \bar{Q}, \bar{R} \rangle$, the ordered signature system $[T, <]$ is a syntactic decomposition of $\langle \bar{E}, \bar{D} \rangle$. For all $i \in I$, the cell signature $T'_i$ is a syntactic refinement of $T_i$, and so Lemma 3.4.3 yields that

$T'$ is a signature system,

$<_{T'} \subseteq <_{T} \subseteq <$,

every system site for $[T, <]$ is a system site for $[T', <_{T'}]$, \hfill (1)
and Theorem 3.4.1 yields that

\[ \tilde{D} \] is compatible with \( \bigcup_{i \in I} D'_i \), and \[ \square T' \] is a syntactic refinement of \( \langle \tilde{E}, \tilde{D} \rangle \).

Write \( \langle \tilde{Q}', \tilde{R}' \rangle := \square_D M' \) and \( \langle \tilde{E}', \tilde{D}' \rangle := \square_D T' \).

To show that \( \langle \tilde{Q}', \tilde{R}' \rangle \) is a universal implementation of \( \langle \tilde{Q}, \tilde{R} \rangle \), we use the criterion of Lemma 4.1.9 with \( H := \bigcup_{i \in I} D_i \) (the conditions \( H \sim E \) and \( E \cup H \supseteq \tilde{E} \cup \tilde{D} \) follow from the fact that \( T \) is a syntactic decomposition of \( \langle \tilde{E}, \tilde{D} \rangle \)).

Thus, let \( F \) be any site for \( \langle \tilde{E}, H \rangle \), that is,

\[ F \sim \tilde{E} \cup H \quad \text{and} \quad F \cap (\tilde{E} \cup H) = \tilde{E}, \quad (2) \]

and let \( A, A' \in \text{Mod}(F) \) be such that \( A \) is a base for \( \langle \tilde{Q}, \tilde{R} \rangle \) and \( A' \cong A \).

Note that \( F \) is a system site for \( [T, <] \), because for every \( i \in I \), we have

\[
\begin{align*}
F \cap (E_i \cup D_i) &\subseteq F \cap (\tilde{E} \cup \bigcup_{i \in I} (E_i \cup D_i)) \\
&= F \cap (\tilde{E} \cup \bigcup_{i \in I} D_i) \quad \text{(Lemma 3.3.2)} \\
&= \tilde{E} \quad \text{(by (2))},
\end{align*}
\]

and therefore

\[
E_i = (\tilde{E} \cup \bigcup_{j \ll i} D_j) \cap (E_i \cup D_i) \quad \text{\( \tilde{E} \) is system site for \([T, <]\)}
\]

\[
\subseteq (F \cup \bigcup_{j \ll i} D_j) \cap (E_i \cup D_i) \\
= (F \cup \tilde{E} \cup \bigcup_{j \ll i} D_j) \cap (E_i \cup D_i) \\
= (F \cap (E_i \cup D_i)) \cup ((\tilde{E} \cup \bigcup_{j \ll i} D_j) \cap (E_i \cup D_i)) \\
= (F \cap (E_i \cup D_i)) \cup ((\tilde{E} \cup \bigcup_{j \ll i} D_j) \cap (E_i \cup D_i)) \\
\subseteq (\tilde{E} \cap (E_i \cup D_i)) \cup ((\tilde{E} \cup \bigcup_{j \ll i} D_j) \cap (E_i \cup D_i)) \quad \text{(as just shown)} \\
= (\tilde{E} \cup \bigcup_{j \ll i} D_j) \cap (E_i \cup D_i) \\
= E_i,
\]
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which means that

\[ E_i = (F \cup \bigcup_{j < i} D_j) \cap (E_i \cup D_i). \]

By (1), the signature \( F \) also is a system site for \( [T', <_{T'}] \).

We now need a definition and two lemmas.

**Definition.**

For \( K \subseteq I \) \(<\)-downward closed, let

\[ S_K := F \cup \bigcup_{i \in K} D_i. \]

For \( K \subseteq I \) \(<_{\tau'}\)-downward closed, let

\[ S'_K := F \cup \bigcup_{i \in K} D'_i. \]

A joint approximation is a quadruple

\[ (K', X', K, X) \]

such that

\( (K', X') \) is an approximation for \( [M', <_{T'}] \) on \( A' \),
\( (K, X) \) is an approximation for \( [M, <] \) on \( A \),
\( K' \supseteq K \), and
\( X'/S_K \sim \rightarrow X \).

If \( (K', X', K, X) \) and \( (L', Y', L, Y) \) are joint approximations, say that \( (K', X', K, X) \) is included in \( (L', Y', L, Y) \) (written \( "(K', X', K, X) \subseteq (L', Y', L, Y)" \)), if

\( (K', X') \subseteq (L', Y') \) and \( (K, X) \subseteq (L, Y) \).

Observe that if \( (K', X', K, X) \) is a joint approximation, then \( X' \in Mod(S'_{K'}) \) and \( X \in Mod(S_K) \). Since \( K' \supseteq K \), we have

\[ S'_{K'} = F \cup \bigcup_{i \in K} D'_i \]
\[ \supseteq F \cup \bigcup_{i \in K} D'_i \]
\[ = F \cup \bigcup_{i \in K} D_i \] (Lemma 3.4.2)
\[ = S_K, \]
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and so the requirement \( \frac{X'/S_K \rightarrow X}{S_K} \) for a joint approximation is syntactically well-formed.

Note also that all signatures of the form \( S_K \) or \( S_K' \) are compatible, because they are included in \( F \cup \bigcup_{i \in I} D_i \) or \( F \cup \bigcup_{i \in I} D_i' \), and these signatures are equal by Lemma 3.4.2.

**Lemma 1** (Chain-completeness).

Let \( \langle K', X', K, X \rangle \) be a joint approximation. Then in the set of all joint approximations that include \( \langle K', X', K, X \rangle \), every \( \subseteq \)-chain has an upper bound.

**Proof.** Let \( \langle L'_j, Y'_j, L_j, Y_j \rangle_{j \in J} \) be a \( \subseteq \)-chain of joint approximations that include \( \langle K', X', K, X \rangle \). Fix \( \bullet \notin J \), let \( J^\bullet := J + \{ \bullet \} \), and define \( \langle L'_\bullet, Y'_\bullet, L_\bullet, Y_\bullet \rangle := \langle K', X', K, X \rangle \). This makes \( \langle L'_j, Y'_j, L_j, Y_j \rangle_{j \in J^\bullet} \) a nonempty \( \subseteq \)-chain of joint approximations.

Since \( \langle L'_j, Y'_j \rangle_{j \in J^\bullet} \) is a \( \subseteq \)-chain of approximations for \( [M', <_{T'}] \) over \( A' \), by Lemma 4.1.11 we can choose an upper bound \( \langle N', Z' \rangle \) for this chain. By the same lemma, since \( \langle L_j, Y_j \rangle_{j \in J^\bullet} \) is a \( \subseteq \)-chain of approximations for \( [M, <] \) over \( A \), the pair \( \langle N, Z \rangle \) is an upper bound for this chain, where

\[
N = \bigcup_{j \in J^\bullet} L_j \quad \text{and} \quad Z = A \cup \bigcup_{j \in J^\bullet} L_j = \bigcup_{j \in J^\bullet} L_j \quad (\text{as } J^\bullet \neq \emptyset).
\]

We shall now show that \( \langle N', Z', N, Z \rangle \) is a joint approximation. From its definition, it is clear that it is then an upper bound of \( \langle L'_j, Y'_j, L_j, Y_j \rangle_{j \in J^\bullet} \), hence of the original \( J \)-indexed family, and that it includes \( \langle K', X', K, X \rangle \).

By construction, \( \langle N', Z' \rangle \) is an approximation for \( [M', <_{T'}] \) on \( A' \), and \( \langle N, Z \rangle \) is an approximation for \( [M, <] \) on \( A \). Also,

\[
N = \bigcup_{j \in J^\bullet} L_j = K \cup \bigcup_{j \in J} L_j
\]

\[
\subseteq K' \cup \bigcup_{j \in J} L'_j = \bigcup_{j \in J} L'_j \subseteq N'.
\]

It remains to show that \( \frac{Z'/S_N \rightarrow Z}{S_N} \). Here we use the assumption that \( \rightarrow \) is chain-closed or \( M \) is finite.
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If $M$ is finite (i.e., $I$ is finite), we can choose $k \in J^*$ such that $N = L_k$, because $N = \bigcup_{j \in J^*} L_j = \bigcup \{ L_j \mid j \in J^* \}$, and the set $\{ L_j \mid j \in J^* \}$ is a nonempty finite $\subseteq$-chain (the $L_j (j \in J)$ form a $\subseteq$-chain, and are subsets of the finite set $I$). Hence

$$Z'/S_N = Z'/S_{L_k} = (Z'/S'_{L_{j_k}})/S_{L_k} = Y_k'/S_{L_k}$$

$$\rightarrow Y_k = Z/S_{L_k} = Z/S_N = Z.$$

If $\rightarrow$ is chain-closed, consider the signature chain $(S_{L_j})_{j \in J^*}$. This chain is compatible, because

$$S_{L_j} = F \cup \bigcup_{i \in L_j} D_i \subseteq F \cup \bigcup_{i \in I} D_i \quad \text{for all } j \in J^*.$$

The join of the chain is

$$\bigcup_{j \in J^*} S_{L_j} = F \cup \bigcup_{j \in J^*} \bigcup_{i \in L_j} D_i = F \cup \bigcup_{i \in \bigcup_{j \in J^*} L_j} D_i \quad (as \ J^* \neq \emptyset)$$

$$= F \cup \bigcup_{i \in N} D_i$$

$$= S_N.$$

Because for all $j \in J^*$, we have

$$(Z'/S_N)/S_{L_j} = Z'/S_{L_j} = Y_j'/S_{L_j} \rightarrow Y_j = Z/S_{L_j},$$

the chain-completeness of $\rightarrow$ yields that $Z'/S_N \rightarrow Z$.

In either case, $Z'/S_N \rightarrow Z$, and hence $\langle N', Z', N, Z \rangle$ is a joint approximation. Thus, Lemma 1 is proved.

**Lemma 2** (Completion of joint approximations).

For every joint approximation $\langle K', X', K, X \rangle$, there exist $Y', Y \in Mod(S_I)$ such that $\langle I, Y', I, Y \rangle$ is a joint approximation and

$$\langle K', X', K, X \rangle \subseteq \langle I, Y', I, Y \rangle.$$
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Proof. Let \( \langle K', X', K, X \rangle \) be a joint approximation. Consider the set \( \mathcal{U} \) of joint approximations that include \( \langle K', X', K, X \rangle \). By the previous lemma, every \( \subseteq \)-chain in \( \mathcal{U} \) has an upper bound in \( \mathcal{U} \). By Zorn's lemma, \( \mathcal{U} \) has a \( \subseteq \)-maximal element.

Let \( \langle L', Y', L, Y \rangle \) be a \( \subseteq \)-maximal element of \( \mathcal{U} \). We shall prove below that \( L = I \). Since \( L' \supseteq L \), it is then clear that \( L' = I \) also, and that \( Y' \) and \( Y \) are the models postulated by the Lemma.

To prove \( L = I \), suppose that \( L \neq I \), i.e., that \( L \) is a proper subset of \( I \). Then we can choose \( j \) so that it is \( \ll \)-minimal in \( I \setminus L \).

Note first that \( Y \) is a base for \( \langle Q_j, R_j \rangle \):

\( Y \) is a model of signature \( S_L = F \cup \bigsqcup_{i \in L} D_i \). We saw above that \( F \) is a system site for \( [T, \prec] \); by Lemma 3.4.3 (c), \( F \) also is a system site for \( [T, \prec_T] \); since \( L \) is \( \prec \)-downward closed and hence \( \prec_T \)-downward closed, Lemma 3.5.2 applies and yields that \( S_L \) is a site for \( \langle E_j, D_j \rangle \).

Since \( \langle L, Y \rangle \) is an approximation for \( [M, \prec] \) over \( A \), we have \( Y \in \{A\} \land \bigsqcap_{i \in L} R_i \), and hence

\[
Y/E_j \in \left( \{A\} \land \bigsqcap_{i \in L} R_i \right)/E_j
\]

\[
\subseteq \left( \{A\}/E \land \bigsqcap_{i \in L} R_i \right)/E_j \quad \text{(Prop. 3.1.9 and } E \cup \bigsqcup_{i \in L} D_i \supseteq E_j)\]

\[
= \left( \{A/E\} \land \bigsqcap_{i \in L} R_i \right)/E_j
\]

\[
\subseteq \left( \{A/E\} \land \bigsqcap_{i \ll j} R_i \right)/E_j \quad \text{(Prop. 3.1.8 and } \ll \text{-minimality of } j)\]

\[
\subseteq \left( \tilde{Q} \land \bigsqcap_{i \ll j} R_i \right)/E_j \quad \text{(Prop. 3.1.9 and } A/E \in \tilde{Q})\]

\[
\subseteq Q_j \quad \text{(by decomposition).}
\]

Thus, \( Y \) is a base for \( \langle Q_j, R_j \rangle \).

We now distinguish the two cases \( j \notin L' \) and \( j \in L' \). In either case we shall construct a joint approximation that strictly includes \( \langle L', Y', L, Y \rangle \).
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**Case I:** Suppose that \( j \notin L' \). Since \( Y \) is a base for \( \langle Q_j, R_j \rangle \), \( Y'/S_L \sim_{S_L} Y \), and \( \langle Q'_j, R'_j \rangle \) is a universal implementation of \( \langle Q_j, R_j \rangle \), it follows that \( Y'/S_L \) is a base for \( \langle Q'_j, R'_j \rangle \), and that we can choose a result \( Z \) of \( \langle Q'_j, R'_j \rangle \) on \( Y'/S_L \).

Note that \( S'_L = S_L \) by Lemma 3.4.2, because \( L \) is \( \prec \)-downward closed. Also, the signatures \( S'_L \) and \( S'_L \) are sites for \( \langle E'_j, D'_j \rangle \) by Lemma 3.5.2, since \( L' \) and \( L \) are \( \prec_T \)-downward closed and \( F \) is a system site for \( [T', \prec_T] \).

The signature of \( Y' \) is \( S'_L \), and the signature of \( Z \) is \( S_L \cup D'_j \). These signatures are compatible, because they are included in \( \bar{F} \cup \bigcup_{i \in I} D_i = \bar{F} \cup \bigcup_{i \in I} D'_i \). Their intersection is

\[
S'_L \cap (S_L \cup D'_j) = S'_L \cap (S'_L \cup D'_j)
= (S'_L \cap S'_L) \cup (S'_L \cap D'_j)
= S'_L \cup (S'_L \cap D'_j) \quad (L \subseteq L')
\subseteq S'_L \cup E'_j \quad (S'_L \text{ is a site for } \langle E'_j, D'_j \rangle)
= S'_L \quad (S'_L \text{ is a site for } \langle E'_j, D'_j \rangle)
= S_L.
\]

By definition of \( Z \), we have \( Z/S_L = Y'/S_L \), and so we can form the join \( Y' \cup Z \).

We now show that

\[
\langle L' + \{j\}, Y' \cup Z, L, Y \rangle
\]

is a joint approximation.

The pair \( \langle L' + \{j\}, Y' \cup Z \rangle \) is an approximation for \( [M', \prec_T] \) over \( A \): the set \( L' + \{j\} \) is \( \prec_T \)-downward closed, because \( L' \) is \( \prec_T \)-downward closed, and because \( i \prec_T j \) implies \( i < j \), hence \( i \in L \subseteq L' \). The signature of \( Y' \cup Z \) is \( S'_L \cup D'_j = S'_L + \{j\} \), and \( (Y' \cup Z) \in \{A'\} \wedge \bigwedge_{i \in L' + \{j\}} R'_i \), because

- \( (Y' \cup Z)/F = Y'/F = A' \),
- \( (Y' \cup Z)/D'_j = Z/D'_j \in R'_j \), and
- for \( i \in L' \): \( (Y' \cup Z)/D'_i = Y'/D'_i \in R'_i \).

Since \( (Y' \cup Z)/S_L = Y'/S_L \sim_{S_L} Y \), the quadruple \( \langle L' + \{j\}, Y' \cup Z, L, Y \rangle \) is a joint approximation, and, obviously, it strictly includes \( \langle L', Y', L, Y \rangle \).
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Case II: Suppose that \( j \in L' \). Since \( Y \) is a base for \( \langle Q_j, R_j \rangle \), \( Y' \rangle SL \xrightarrow{S_L} Y \), and \( \langle Q'_j, R'_j \rangle \) is a universal implementation of \( \langle Q_j, R_j \rangle \), it follows that \( Y' \rangle SL \) is a base for \( \langle Q'_j, R'_j \rangle \). Now \( Y' \rangle SL+{j} \) is a result of \( \langle Q'_j, R'_j \rangle \) on \( Y' \rangle SL \): since \( S_L \) is a site for \( \langle E_j, D_j \rangle \) and \( \langle E'_j, D'_j \rangle \) is a syntactic refinement of \( \langle E_j, D_j \rangle \), we have

\[
S_{L+{j}} = S_L \cup D_j = S_L \cup D'_j,
\]

which is the result signature of \( \langle E'_j, D'_j \rangle \) on \( S_L \), and \( Y' \rangle SL+{j} \rangle D'_j = Y' \rangle D'_j \in R'_j \) because \( \langle L', Y' \rangle \) is an approximation and \( j \in L' \).

As \( \langle Q'_j, R'_j \rangle \) is a universal implementation of \( \langle Q_j, R_j \rangle \), we can choose a result \( Z \) of \( \langle Q_j, R_j \rangle \) on \( Y \) such that \( Y' \rangle SL+{j} \rangle S_L+{j} \xrightarrow{S_L+{j}} Z \).

We now show that

\[
\langle L', Y', L + {j}, Z \rangle
\]

is a joint approximation.

The pair \( \langle L + {j}, Z \rangle \) is an approximation for \([M, \lt]\) over \( A \): the set \( L + {j} \) is \( \lt\)-downward closed, since \( L \) is \( \lt\)-downward closed and \( j \) is \( \lt\)-minimal (hence \( \lt\)-minimal) in \( I \setminus L \). The model \( Z \) is of signature \( S_{L+{j}} \), and \( Z \in \{ A \} \wedge \bigwedge_{i \in L+{j}} R_i \), because

- \( Z/F = (Z/S_L)/F = Y/F = A \),
- \( Z/D_j \in R_j \) (\( Z \) is defined to be a result of \( \langle Q_j, R_j \rangle \) on \( Y \)), and
- for \( i \in L \): \( Z/D_i = (Z/S_L)/D_i = Y/D_i \in R_i \).

Now \( L + {j} \subseteq L' \), as \( L \subseteq L' \) and \( j \in L' \), and \( Y' \rangle SL+{j} \rangle S_{L+{j}} \xrightarrow{S_{L+{j}}} Z \) by definition of \( Z \). Hence \( \langle L', Y', L + {j}, Z \rangle \) is a joint approximation, and, obviously, it strictly includes \( \langle L', Y', L, Y \rangle \).

In either of the cases \( j \notin L' \) and \( j \in L' \), we have constructed a joint approximation that strictly includes \( \langle L', Y', L, Y \rangle \). This contradicts the \( \sqsubseteq\)-maximality of \( \langle L', Y', L, Y \rangle \) in \( U \). Hence the assumption that \( L \neq I \) must be false, and thus we have proved that \( L = L' = I \), which concludes the proof of Lemma 2.
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To prove the composability theorem, we now show that \( \langle \bar{Q}', \bar{R}' \rangle \) is a universal implementation of \( \langle \bar{Q}, \bar{R} \rangle \) by verifying the condition of the renaming lemma for the models \( A \) and \( A' \) of signature \( F \) that have already been introduced.

First, we show that \( A' \) is a base for \( \langle \bar{Q}', \bar{R}' \rangle \). As \( F \) is a site for \( \langle \bar{E}, \bar{H} \rangle \), it is a site for \( \langle \bar{E}, \bar{D} \rangle \) by Lemma 4.1.8, and since \( \langle \bar{E}', \bar{D}' \rangle \) is a syntactic refinement of \( \langle \bar{E}, \bar{D} \rangle \), \( F \) is a site for \( \langle \bar{E}', \bar{D}' \rangle \) also. Recall that \( \bar{Q}' \) is defined as

\[
\bar{Q}' = \{ B \in \text{Mod}(\bar{E}') \mid (\{B\} \land \bigwedge_{k \ll \tau', i} R'_k) \cup E'_i \subseteq Q'_i \text{ for all } i \in I \}.
\]

To show that \( A'/\bar{E}' \in \bar{Q}' \), consider any \( i \in I \) and suppose that

\[
(\{A'/\bar{E}'\} \land \bigwedge_{k \ll \tau', i} R'_k) \cup E'_i \not\subseteq Q'_i,
\]

which means that we can choose \( X \in \{A'/\bar{E}'\} \land \bigwedge_{k \ll \tau', i} R'_k \) such that \( X/E'_i \not\in Q'_i \).

The meet of the signatures of \( A' \) and of \( X \) is \( F \cap (\bar{E}' \sqcup \bigcup_{k \ll \tau', i} D'_k) \), which is included in \( \bar{E}' \) by Lemma 3.3.3 (\( F \) is a system site for \( [\tau', \prec \tau'] \)). Since \( X/\bar{E}' \in \{A/\bar{E}'\} \), \( A' \) and \( X \) have the same reduct on the meet of their signatures, and we can form \( Y := A' \cup X \).

Let \( K' := \{ k \mid k \ll \tau', i \} \). Then

\[
\langle K', Y, \emptyset, A \rangle
\]

is a joint approximation, as is easily checked. By Lemma 2, there exist \( Z' \) and \( Z \) in \( \text{Mod}(S_I) \) such that

\[
\langle I, Z', I, Z \rangle
\]

is a joint approximation which includes \( \langle K', Y, \emptyset, A \rangle \).

Let \( K := \{ k \mid k \ll i \} \). Then \( Z/S_K \) is a base for \( \langle Q_i, R_i \rangle \), because \( S_K \) is a site for \( \langle E_i, D_i \rangle \) by Lemma 3.5.2, and because

\[
\frac{(Z/S_K)/E_i = Z/E_i}{(\{A\} \land \bigwedge_{k \in I} R_k) / E_i} \subseteq (\bar{Q} \land \bigwedge_{k \ll i} R_k) / E_i \quad \text{(Prop. 3.1.8 and 3.1.9)}
\]

\[
\subseteq Q_i \quad \text{([M, <] is a decomposition of \( \langle \bar{Q}, \bar{R} \rangle \).}
\]
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As $Z' \rightsquigarrow Z$, hence $Z'/S_K \rightsquigarrow Z/S_K$, and $\langle Q'_i, R'_i \rangle$ is a universal implementation of $\langle Q_i, R_i \rangle$, it follows that $Z'/S_K$ is a base for $\langle Q'_i, R'_i \rangle$. But this implies that

$$X/E'_i = (Y/(\bar{E}' \cup \bigcup_{k \in \mathbb{P}_i} D'_k))/E'_i = Y/E'_i$$

$$= (Z'/S'_K)/E'_i = Z'/E'_i = (Z'/S_K)/E'_i \in Q'_i,$$

which contradicts the definition of $X$. Hence $A'/\bar{E}' \in \bar{Q}'$, and thus $A'$ is a base for $\langle \bar{Q}', \bar{R}' \rangle$.

Next, we show that there exists a result of $\langle \bar{Q}', \bar{R}' \rangle$ on $A'$. The quadruple

$$\langle \emptyset, A', \emptyset, A \rangle$$

is a joint approximation, and by Lemma 2, there exists a joint approximation

$$\langle I, Y', I, Y \rangle.$$

But then $Y'/\bar{F} \cup \bar{D}'$ is a result of $\langle \bar{Q}', \bar{R}' \rangle$ on $A'$: We have

$$Y'/\bar{F} \cup \bar{D}' = Y'/\bar{F} = A',$$

and

$$Y'/\bar{F} \cup \bar{D}' \cap \bar{D}' = Y'/\bar{D}'$$

$$\subseteq (\{A'\} \land \bigwedge_{i \in I} R'_i) \cap \bar{D}'$$

$$\subseteq (\bar{Q}' \cap \bigwedge_{i \in I} R'_i) \cap \bar{D}'$$

$$= \bar{R}'$$

(Prop. 3.1.9 and $\{A'\}/\bar{E}' \subseteq \bar{Q}'$)

Finally, let $B'$ be any result of $\langle \bar{Q}', \bar{R}' \rangle$ on $A'$. We show that $B'$ represents a result of $\langle Q, R \rangle$ on $A$.

Since $B'/\bar{D}' \in \bar{R}' = (\bar{Q}' \cap \bigwedge_{i \in I} R'_i) \cap \bar{D}'$, we can choose $C' \in (\bar{Q}' \land \bigwedge_{i \in I} R'_i)$ such that $C'/\bar{D}' = B'/\bar{D}'$. The meet of the signatures of $B'$ and $C'$ is

$$(\bar{F} \cup \bar{D}') \cap (\bar{E}' \cup \bigcup_{i \in I} D'_i) \subseteq F \cap (\bar{E}' \cup \bigcup_{i \in I} D'_i) \cup \bar{D}'$$

$$\subseteq \bar{E}' \cup \bar{D}'$$

(Lemma 3.3.3)

$$= \bar{D}'$$

(\langle \bar{E}', \bar{D}' \rangle \text{ is a syntactic composition}),
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hence the reducts of $B'$ and $C'$ to this signature agree, and we can form $X' := B' \cup C'$, which is a model of signature

$$F \cup D' \cup E' \cup \bigsqcup_{i \in I} D'_i = F \cup \bigsqcup_{i \in I} D'_i \quad \text{(as $D' \subseteq E' \cup \bigsqcup_{i \in I} D'_i$ and $E' \subseteq F$)}$$

$$= S'_I.$$

The pair $(I, X')$ is an approximation for $[M', <_{T'}]$ on $A'$, because

- $X'/F = B'/F = A'$, and
- $X'/D'_i = C'/D'_i \in R'_i$ for all $i \in I$.

Since $X'/F = A' \sim_F A$, the quadruple

$$(I, X', \emptyset, A)$$

is a joint approximation. By Lemma 2, there exist $Y, Y' \in \text{Mod}(S_I)$ such that

$$(I, Y', I, Y)$$

is a joint approximation that includes $(I, X', \emptyset, A)$. In particular, this means that $Y' = X'$.

Define $B := Y/(F \cup D)$. We show that $B$ is the desired result of $(Q, \bar{R})$ on $A$:

$$B/F = Y/F = A,$$

$$B/D = Y/D$$

$$\in (\{A\} \land \bigsqcap_{i \in I} R_i)/D$$

$$\subseteq (Q \land \bigsqcap_{i \in I} R_i)/D \quad \text{(Prop. 3.1.9, using $\{A\}/E \subseteq Q$)}$$

$$\subseteq \bar{R} \quad \text{([M, <] is a decomposition of $(Q, \bar{R})$).}$$

Hence $B$ is a result of $(\bar{Q}, \bar{R})$ on $A$.

Finally, since $Y' \sim_{S_I} Y$, we have

$$B' = X'/F \cup D'$$

$$= X'/F \cup D \quad \text{($(E', \bar{D}')$ is a syntactic refinement of $(E, \bar{D})$)}$$

$$= Y'/F \cup D$$

$$\sim_{F \cup \bar{D}} Y/(F \cup \bar{D}) \quad \text{(Functorality)}$$

$$= B.$$
Hence $B'$ represents the result $B$ of $(\overline{Q}, \overline{R})$ on $A$.

We have verified the condition of the renaming lemma (4.1.9), from which it follows that $(\overline{Q}', \overline{R}')$ is a universal implementation of $(\overline{Q}, \overline{R})$. This concludes the proof of the composability theorem for universal implementations.

As a corollary of the composability theorem, we obtain the "composability of refinements", which has already been cited and used in Chapter 3.

**4.1.12 Theorem (Composability of Refinements).**

Let $[M, \prec]$ be a decomposition of the $(E, D)$-cell $(\overline{Q}, \overline{R})$, and let $M'$ be a componentwise refinement of $M$. Then $M'$ is a cell system, the signature $\overline{D}$ is compatible with the join of the definition signatures of $M'$, and

\[ \overline{D} \text{ is a refinement of } (\overline{Q}, \overline{R}). \]

**Proof.** Apply the Composability Theorem to the chain-closed representation relation "Equality" (Proposition 4.1.2). By Proposition 4.1.6, the "universal implementation" concept for this representation relation is just refinement, and so the Composition Theorem turns into the theorem above.

Since the Composability Theorem of Refinements has now been proved, the theorems of Section 3.5, in whose proof this theorem was employed occasionally, have now become proper theorems and may be used in proofs.
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The three sections to follow will deal with representation relations between partial algebras. However, the relations to be studied are not simply relations between partial algebras of a signature $\Sigma$, but depend on an additional parameter $V$, a subset of the sorts of $\Sigma$, which contains “visible” sorts that are to be “preserved” by the representation. The present section explains the need for this parameter and constructs a new institution syntax of “tagged algebraic signatures”, that is, algebraic signatures with a distinguished subset of visible sorts.

Why is it necessary to distinguish visible sorts? The answer is that the “standard” representation relation between algebras, which treats all sorts alike, is too general to be practically useful, because for every signature $\Sigma$, there exists a computable $\Sigma$-algebra that represents every total $\Sigma$-algebra with countable carriers. Such a “universal representation” is easy to implement, but cannot be regarded as useful. But then that would be too much to expect, because it would make the implementation task trivial.

In the following, this point will be made more precise. Only total algebras will be considered, because the majority of the literature deals with total algebras only, and only for these can a “standard” representation concept be said to exist.

The following definition presents a rather restrictive representation relation between total algebras, the “inverse image” relation.

4.2.1 Definition. Let $\Sigma = \langle S, \alpha: F \rightarrow S^+ \rangle$ be an algebraic signature. A homomorphism $h: A \rightarrow B$ between total $\Sigma$-algebras $A$ and $B$ is an $S$-sorted total function from $A/S$ to $B/S$ such that whenever $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma$ and $x_i \in A_{s_i}$ for $i \in \{1, \ldots, n\}$, then

$$h_r A f(x_1, \ldots, x_n) = B_f(h_{s_1} x_1, \ldots, h_{s_n} x_n).$$

The homomorphism is called surjective (Notation: “$h: A \rightarrow B$”), if all its components are surjective functions. If there exists a surjective homomorphism
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$h: A \to B$, call $B$ a homomorphic image of $A$, and $A$ an inverse homomorphic image (short “inverse image”) of $B$.

The “inverse image” relation is included in almost all the representation relations (excepting the relation “isomorphic”) that have been proposed in the literature, for example in [SW 82, p. 13], [Lipeck 83, p. 52] and [KA 84, p. 322]. Yet it is still too general to be practically useful. This can be seen using the well-known “term algebra” $T_\Sigma(X)$ (also called “free $\Sigma$-algebra generated by $X$”), which consists of terms constructed from the operators of the algebraic signature $\Sigma = \langle S, \alpha: F \to S^+ \rangle$ and from values in the $S$-sorted set $X$ (this “term” notion is formally defined in Definition 4.3.1 below; the operations of the term algebra are the evident term constructor functions). This algebra, together with the embedding $\eta: X \to (T_\Sigma(X))/S$, which maps each element $x$ of $X$ to the term consisting of just $x$ (to be precise, if $x \in X_s$, then $\eta_s(x) = \langle s, x \rangle$), has the following “universality” property:

“For every $S$-sorted function $f: X \to A/S$, where $A$ is a $\Sigma$-algebra, there exists a unique homomorphism $f^\#: T_\Sigma(X) \to A$ that satisfies $\eta; f^\# = f$.”

Let $\{N\}^S$ be the $S$-sorted set $\langle N \rangle_{s \in S}$, all of whose components are equal to $N$, the set of natural numbers. We then have the following theorem.

4.2.2 Theorem. Let $\Sigma = \langle S, \alpha: F \to S^+ \rangle$ be an algebraic signature. Then the algebra $T_\Sigma(\{N\}^S)$ is an inverse image of every total $\Sigma$-algebra whose carriers are nonempty and finite or countable.

Proof. Let $A$ be a total $\Sigma$-algebra with nonempty and finite or countable carriers. Then for each sort $s \in S$ there exists an enumeration of $A_s$, that is, a surjective function from $N$ to $A_s$. By the axiom of choice, there exists a surjective $S$-sorted function $f: \{N\}^S \to A/S$. The universality property of $T_\Sigma(\{N\}^S)$ yields that there exists a homomorphism $f^\#: T_\Sigma(\{N\}^S) \to A$. Since $\eta; f^\# = f$ and $f$ is surjective, $f^\#$ also is surjective. Hence $T_\Sigma(\{N\}^S)$ is an inverse image of $A$. □
According to this theorem, $T_{\Sigma}({\mathbb{N}}^S)$ is an inverse image, and hence a "representation" in the sense of the papers quoted above, of every $\Sigma$-algebra with nonempty and finite or countable carriers. Also, if $S$ is finite, $T_{\Sigma}({\mathbb{N}}^S)$ is computable [MG 85, Theorem 30] and trivial to realize in programming notations such as HOPE [BMS 81] and ML [HMM 86]. But it is clear that this representation is useless: if we want to determine, say, the result of the expression \texttt{"f(x)"} in $A$, where $f$ is a function of the algebra $A$ and $x$ is a data value, we would have to encode $x$ as a natural number, $n$ say, the representation would yield the term \texttt{"f(n)"}, and we would then have to decode this term by decoding $n$ and applying $f$ to the result (i.e., to $x$). The "real work" of determining the value of $f$ on $x$ is not done by the representation, but by the decoding.

But the example points to a solution of the problem. What is wrong is that the output we get (the term \texttt{"f(n)"}) is in a form determined by the representation and has to be decoded to arrive at the desired result (the value $f(x)$). As we have seen, this allows one to design representations in such a way that the decoding, rather than the representation, performs the actual computation.

A solution to the problem is obtained by demanding that the encoding and decoding of input and output be trivial to perform. The most extreme interpretation of the term "trivial" here is that the sorts used for input and output are represented by themselves and that the homomorphism must be the identity. It appears that even slightly more general interpretations of "trivial" (e.g., bijections between input/output sorts and their representations) admit representations like the one above, in which the essential work is performed in the encoding and decoding steps.

If we were to demand trivial representation of all the sorts of an algebra, then an algebra could only be represented by itself. However, an algebra represents the data types and functions of a program, and typically only a subset of the types of a program is used for input and output of data values. Since the purpose of requiring trivial representation is to avoid complex encoding and decoding of input and output, it is only necessary to require trivial representation of the sorts used for input and output, which will be called the "visible" sorts of an algebra. Since data values of the other, "hidden" sorts of an algebra are not the
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subject of input and output, no restriction on the representation of hidden sorts is necessary.

A more precise concept of "visible" sorts defines them to be the sorts which can be accessed in ways beyond those represented by the functions of the algebra; this includes the sorts accessed by input/output operations, but also sorts that play special rôles in a programming notation—for example, the type of booleans is special with respect to the if construct, the type of integers often plays a special rôle in array data type definitions.

As we shall see in Sections 4.3 and 4.4 below, the distinction between visible and hidden sorts allows to generalize the conventional data type representation concepts that are based on homomorphisms: it is no longer necessary to have a function from the representation algebra to the algebra it represents, rather, a special kind of relation, called a "correspondence", is sufficient.

It might appear at first that by declaring sorts to be "visible" and hence allowing only identical representations for these sorts, the freedom is lost to select a representation for input and output data of a program. This freedom can be regained as follows.

Suppose that a $\Sigma$-algebra $A$ is given, and that the sorts in the sets $I$ and $O$ are to be used for input and output. Construct a signature $\Sigma^+$ by duplicating the sorts in $I$ and $O$, as shown in Figure 4-2. For each input sort $s$, we have a new sort $s'$ and a new function $\hat{s}: s' \to s$, and for each output sort $u$, we have a new sort $u''$ and a new function symbol $\hat{u}: u \to u''$. The new sorts are declared visible, while the original sorts of $\Sigma$ are hidden.

We construct a $\Sigma^+$-algebra $A^+$ from $A$ as shown in Figure 4-3: the interpretations of the new sort symbols are the same as those of their originals, and the new functions are identities.

A representation $B^+$ of $A^+$ is shown in Figure 4-4. The algebra $B^+$ contains arbitrary representations $B_2^+, B_y^+, B_s^+, B_t^+$, and $B_u^+$ of the sorts of $A$. However, and this is the crucial difference to the representation by $T_\Sigma(\{N\}^S)$ shown above, the algebra $B^+$ also contains explicit conversion functions $B^+_s$ and $B^+_t$ that allow to encode the original input values from $A_s$ and $A_t$, and conversion functions
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Figure 4-2: The signature $\Sigma^+$

$B^+_t$ and $B^+_u$ that allow to decode the output values of $B^+_t$ and $B^+_u$ into values of $A_t$ and $A_u$. Hence the algebra $B^+$ allows to perform computations with input and output values in the original, "abstract" carriers of $A$. In the representation by $T_\Sigma(\{N\}^S)$, no encoding and decoding operations are provided, and it is in the decoding step that the essential computation is performed.

We have seen that for a representation concept to be useful, it is necessary to distinguish a set of "visible" sorts which must be preserved in the representation. The "visible sorts" idea is well known in data abstraction: in a large number of papers, including early ones, we find that data abstraction is treated in the context of "data type extensions", where some fixed, given ("primitive") sorts are to be enriched by one or more "types of interest" ([LZ 75], [GH 78], [Wand 79], [BW 82], and papers dealing with behavioural representation concepts, which are cited in Sections 4.3 and 4.4 below).

In order to give representation concepts with visible sorts the "functorality" property of a representation relation (Axiom (b) of Def. 4.1.1), it is necessary to work in an institution of "tagged algebraic signatures", that is, of algebraic
4.2 Introducing Visible Sorts

![Diagram of the Σ+-algebra A+]

**Figure 4-3:** The Σ+-algebra A+

signatures with a distinguished subset of visible sorts. The remainder of this section is devoted to constructing this institution.

### 4.2.3 Definition

A tagged algebraic signature (short “tagged signature”) is a pair

\[
\langle \Sigma, V \rangle,
\]

where \( \Sigma \) is an algebraic signature, and \( V \) is a subset of the sort set of \( \Sigma \).

A signature morphism \( \sigma: \langle \Sigma, V \rangle \to \langle \Sigma', V' \rangle \) between tagged algebraic signatures \( \langle \Sigma, V \rangle \) and \( \langle \Sigma', V' \rangle \) is a signature morphism from \( \Sigma \) to \( \Sigma' \) such that \( \sigma(V) \subseteq V' \).

A signature morphism \( \sigma: \langle \Sigma, V \rangle \to \langle \Sigma', V' \rangle \) is an inclusion, if \( \sigma = (\Sigma \subseteq \Sigma') \) is an inclusion of algebraic signatures, and \( V = V' \cap S \), where \( S \) is the sort set of \( \Sigma \).

### 4.2.4 Proposition

The signature morphisms and the inclusions between tagged signatures form categories when composition and identities are defined as for algebraic signature morphisms.

**Proof.** It is trivial to check that the signature morphisms between tagged signatures form a category.
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Concerning the inclusions, we have to show that the composition of two inclusions

$$\sigma: \langle \Sigma, V \rangle \rightarrow \langle \Sigma', V' \rangle \quad \text{and} \quad \sigma': \langle \Sigma', V' \rangle \rightarrow \langle \Sigma'', V'' \rangle$$

is again an inclusion. The composition $\sigma;\sigma'$ is an inclusion of algebraic signatures, and if $S$ is the sort set of $\Sigma$ and $S'$ the sort set of $\Sigma'$, we have

$$V = V' \cap S = V'' \cap S' \cap S = V'' \cap S.$$ 

4.2.5 Definition. Let $\text{TSig}$ be the category whose arrows are the signature morphisms between small tagged signatures (with composition and identities as for algebraic signature morphisms); let $\text{TIncl}$ be the subcategory of $\text{TSig}$ whose arrows are the signature inclusions.

4.2.6 Theorem. The pair $(\text{TSig}, \text{TIncl})$ is an institution syntax. In particular,

(a) If $\langle \Sigma, V \rangle$ and $\langle \Sigma', V' \rangle$ are small tagged signatures, where $\Sigma = \langle S, \alpha \rangle$, then

$$\langle \Sigma, V \rangle \subseteq \langle \Sigma', V' \rangle \quad \text{iff} \quad \Sigma \subseteq \Sigma' \quad \text{and} \quad V = V' \cap S.$$ 
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(b) A family \( \langle \Sigma_i, V_i \rangle_{i \in I} \) of small tagged signatures \( \langle \Sigma_i = \langle S_i, \alpha_i \rangle \rangle \) is compatible, if and only if

\[
\langle \Sigma_i \rangle_{i \in I} \text{ is compatible in } \langle \text{ASig}, \text{AIncl} \rangle \text{ and for all } i, j \in I: V_i \cap S_j \subseteq V_j
\]

(equivalently, for all \( i, j \in I: V_i \cap S_j = S_i \cap V_j \).

(c) If \( \langle \Sigma_i, V_i \rangle_{i \in I} \) is a compatible family of small tagged signatures, then

\[
\bigcup_{i \in I} \langle \Sigma_i, V_i \rangle = \bigcup_{i \in I} \langle \Sigma_i, V_i \rangle.
\]

(d) If \( \langle \Sigma_i, V_i \rangle_{i \in I} \) is a nonempty compatible family of small tagged signatures, then

\[
\bigcap_{i \in I} \langle \Sigma_i, V_i \rangle = \bigcap_{i \in I} \langle \Sigma_i, V_i \rangle.
\]

Proof. The category \( \text{TIncl} \) is a partial order category, because there is at most one morphism between two objects, and because the existence of inclusion morphisms from \( \langle \Sigma, V \rangle \) to \( \langle \Sigma', V' \rangle \) and vice versa implies that \( \Sigma = \Sigma', V \subseteq V' \), and \( V' \subseteq V \), hence that \( \langle \Sigma, V \rangle = \langle \Sigma', V' \rangle \). Thus, \( \langle \text{TSig}, \text{TIncl} \rangle \) is a partially ordered category.

Before proving that \( \langle \text{TSig}, \text{TIncl} \rangle \) is an institution syntax, we verify the four formulas (a) to (d) of the theorem.

Formula (a) is trivial from the definition of an inclusion morphism.

To verify (b), assume first that the family \( \langle \Sigma_i, V_i \rangle_{i \in I} \) of small tagged signatures \( \langle \Sigma_i = \langle S_i, \alpha_i \rangle \rangle \) is compatible, so that we can choose an upper bound \( \langle \hat{\Sigma}, \hat{V} \rangle \) for the family. Then \( \Sigma_i \subseteq \hat{\Sigma} \) for all \( i \), hence \( \langle \Sigma_i \rangle_{i \in I} \) is compatible, and for \( i, j \in I \), we have

\[
V_i \cap S_j = (\hat{V} \cap S_i) \cap S_j = (\hat{V} \cap S_j) \cap S_i = V_j \cap S_i \subseteq V_j.
\]

Conversely, suppose that \( \langle \Sigma_i \rangle_{i \in I} \) is compatible and that \( V_i \cap S_j \subseteq V_j \) for all \( i, j \in I \). Let \( \hat{\Sigma} := \bigcup_{i \in I} \Sigma_i \) and \( \hat{V} := \bigcup_{i \in I} V_i \). Obviously, \( \hat{V} \) is a subset of the sort set of \( \hat{\Sigma} \), hence \( \langle \hat{\Sigma}, \hat{V} \rangle \) is a small tagged signature. This signature is an
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upper bound of the family \(\langle \Sigma_i, V_i \rangle_{i \in I}\), because for all \(i \in I\), we have \(\Sigma_i \subseteq \bar{\Sigma}\) and

\[
V_i \subseteq \bar{\nu} \cap S_i = \bigcup_{j \in I} V_j \cap S_i = \bigcup_{j \in I} (V_j \cap S_i) \subseteq V_i,
\]

hence \(V_i = \bar{\nu} \cap S_i\).

The second formula given in (b) is equivalent to the first, because from

\[
V_i \cap S_j \subseteq V_j \quad \text{and} \quad V_j \cap S_i \subseteq V_i,
\]

it follows that

\[
V_i \cap S_j = V_i \cap V_j = V_j \cap S_i.
\]

The converse implication is trivial.

To verify (c), assume that \(\langle \Sigma_i, V_i \rangle_{i \in I}\) is a compatible family of small tagged signatures, and consider again the small tagged signature \(\langle \bar{\Sigma}, \bar{\nu} \rangle\) defined as just before in the proof of (b). It was shown there that \(\langle \bar{\Sigma}, \bar{\nu} \rangle\) is an upper bound of the family, so it remains to show that \(\langle \bar{\Sigma}, \bar{\nu} \rangle\) is least among the upper bounds of \(\langle \Sigma_i, V_i \rangle_{i \in I}\). If \(\langle \bar{\Sigma}, \bar{\nu} \rangle\) is an upper bound of this family, then \(\bar{\Sigma} = \bigcup_{i \in I} \Sigma_i \subseteq \bar{\Sigma}\), and writing \(\bar{\Sigma} = \langle \bar{S}, \bar{a} \rangle\), such that \(\bar{S} = \bigcup_{i \in I} S_i\) by Theorem 2.3.6 (b), we have

\[
\bar{\nu} \cap \bar{S} = \bar{\nu} \cap \bigcup_{i \in I} S_i = \bigcup_{i \in I} (\bar{\nu} \cap S_i)
\]

\[
= \bigcup_{i \in I} V_i = \bar{\nu},
\]

so that \(\langle \bar{\Sigma}, \bar{\nu} \rangle \subseteq \langle \bar{\Sigma}, \bar{\nu} \rangle\).

To verify (d), let \(\langle \Sigma_i, V_i \rangle_{i \in I}\) be a nonempty compatible family of small tagged signatures where \(\Sigma_i = \langle S_i, a_i \rangle\), and define \(\bar{\Sigma} := \bigcap_{i \in I} \Sigma_i\) and \(\bar{\nu} := \bigcap_{i \in I} V_i\). By Theorem 2.3.6 (c), \(\bar{\Sigma} = \langle \bar{S}, \bar{a} \rangle\) where \(\bar{S} = \bigcap_{i \in I} S_i\). Now for all \(i \in I\), we have \(\bar{\Sigma} \subseteq \Sigma_i\), and

\[
\bar{\nu} = \bigcap_{j \in I} V_j \subseteq V_i \cap \bigcap_{j \in I} S_j = \bigcap_{j \in I} (V_i \cap S_j) \quad (I \neq \emptyset)
\]

\[
\subseteq \bigcap_{j \in I} V_j \quad \text{(compatibility and (b))}
\]

\[
= \bar{\nu},
\]

hence \(\bar{\nu} = V_i \cap \bigcap_{j \in I} S_j = V_i \cap \bar{S}\), and thus \(\langle \bar{\Sigma}, \bar{\nu} \rangle \subseteq \langle \Sigma_i, V_i \rangle\). Hence, \(\langle \bar{\Sigma}, \bar{\nu} \rangle\) is a lower bound of the family \(\langle \Sigma_i, V_i \rangle_{i \in I}\).
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If \( \langle \hat{S}, \hat{V} \rangle \) is any lower bound of the family where \( \hat{S} = \langle \hat{S}, \alpha \rangle \), then \( \hat{S} \subseteq \Sigma_i \) for all \( i \in I \), hence \( \hat{S} \subseteq \hat{S} \), and

\[
\hat{V} \cap \hat{S} = \left( \bigcap_{i \in I} V_i \right) \cap \hat{S} = \bigcap_{i \in I} (V_i \cap \hat{S}) \quad (I \neq \emptyset)
\]

\[
= \bigcap_{i \in I} \hat{V} \quad ((\hat{S}, \hat{V}) \subseteq \langle \Sigma_i, V_i \rangle \text{ for all } i \in I)
\]

\[
= \hat{V} \quad (I \neq \emptyset),
\]

hence \( \langle \hat{S}, \hat{V} \rangle \subseteq \langle \hat{S}, \hat{V} \rangle \), and thus \( \langle \hat{S}, \hat{V} \rangle \) is the greatest lower bound of the family \( \langle \Sigma_i, V_i \rangle_{i \in I} \).

Having proved the formulas (a) to (d) of the theorem, it remains to prove that the partially ordered category \( \langle \text{TSig}, \text{TIncl} \rangle \) is an institution syntax.

From (c), it immediately follows that \( \text{TIncl} \) is compatibly complete. The formulas of (c) and (d), together with distributivity in \( \text{AIncl} \), immediately yield distributivity in \( \text{TIncl} \).

It remains to verify the "renaming" property of an institution syntax. Let small tagged signatures \( \langle \Sigma_i, V_i \rangle \) with \( \Sigma_i = \langle S_i, \alpha_i \rangle \) be given for \( i \in \{0, 1, 2\} \) such that \( \langle \Sigma_0, V_0 \rangle \sim \langle \Sigma_1, V_1 \rangle \) and \( \langle \Sigma_0, V_0 \rangle \sim \langle \Sigma_2, V_2 \rangle \) (they play the rôles of \( S, T \) and \( U \) in the renaming axiom). Fix \( \hat{S}_2 = \langle \hat{S}_2, \hat{\alpha}_2 \rangle \) together with signature isomorphisms

\[
j: \hat{S}_2 \to \Sigma_2, \quad k: \hat{S}_2 \cup \Sigma_0 \to \Sigma_2 \cup \Sigma_0
\]

according to the renaming property of \( \langle \text{ASig}, \text{AIncl} \rangle \), so that

\[
\hat{S}_2 \sim \Sigma_0 \cup \Sigma_1, \quad (1)
\]

\[
\hat{S}_2 \cap (\Sigma_0 \cup \Sigma_1) = \Sigma_2 \cap \Sigma_0 \quad (2)
\]

and \( j \) and \( k \) satisfy

\[
(\hat{S}_2 \subseteq \hat{S}_2 \cup \Sigma_0) \ ; \ k = j \ ; \ (\Sigma_2 \subseteq \Sigma_2 \cup \Sigma_0) \quad (3)
\]

\[
(\Sigma_0 \subseteq \hat{S}_2 \cup \Sigma_0) \ ; \ k = (\Sigma_0 \subseteq \Sigma_2 \cup \Sigma_0) \quad (4)
\]

\[
(\Sigma_2 \cap \Sigma_0 \subseteq \hat{S}_2) \ ; \ j = (\Sigma_2 \cap \Sigma_0 \subseteq \Sigma_2) \ . \quad (5)
\]

Let \( \hat{V}_2 := j^{-1}(\{V_2\}) \). Then \( \langle \hat{S}_2, \hat{V}_2 \rangle \) is a small tagged signature, and since \( j: \hat{S}_2 \to \Sigma_2 \) is a signature isomorphism, \( j \) and \( j^{-1} \) are inverse tagged signature isomorphisms between \( \langle \hat{S}_2, \hat{V}_2 \rangle \) and \( \langle \Sigma_2, V_2 \rangle \).
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We verify that $\langle \hat{S}_2, \hat{V}_2 \rangle \sim \langle \Sigma_0, V_0 \rangle \cup \langle \Sigma_1, V_1 \rangle$ using formula (b) of the present theorem. Due to (1), it remains to show that $\hat{V}_2 \cap (S_0 \cup S_1) = \hat{S}_2 \cap (V_0 \cup V_1)$. Recall from Theorem 2.3.6 (b) and (c), that (2) implies the analogous equation between the sort sets of the signatures involved. In particular, $\hat{S}_2 \cap S_0 \leq S_2 \cap S_0 = (S_2 \cap S_0) \cap S_0 \leq \hat{S}_2 \cap S_0$, so that

$$\hat{S}_2 \cap S_0 = S_2 \cap S_0$$  \hspace{1cm} (6)

Now if $x \in j^{-1}(V_2 \setminus S_0) \cap S_0$, then $x \in j^{-1}(V_2) = \hat{V}_2 \subseteq \hat{S}_2$ and $x \in S_0$, hence $x \in S_2 \cap S_0$, and (5) implies that $j(x) = x \in S_0$. This contradicts $x \in j^{-1}(V_2 \setminus S_0)$, and so

$$j^{-1}(V_2 \setminus S_0) \cap S_0 = \emptyset.$$  \hspace{1cm} (7)

Thus,

$$\hat{V}_2 \cap S_0 = j^{-1}(V_2) \cap S_0$$

$$= (j^{-1}(V_2 \cap S_0) + j^{-1}(V_2 \setminus S_0)) \cap S_0$$

$$= j^{-1}(V_2 \cap S_0) \cap S_0 + j^{-1}(V_2 \setminus S_0) \cap S_0$$

$$= j^{-1}(V_2 \cap S_0) \cap S_0$$ \hspace{1cm} (by (7))

$$= (V_2 \cap S_0) \cap S_0$$ \hspace{1cm} ($j^{-1}$ is the identity on $S_2 \cap S_0$)

$$= V_2 \cap S_0$$

$$= V_0 \cap S_2$$ \hspace{1cm} ($\langle \Sigma_0, V_0 \rangle \sim \langle \Sigma_2, V_2 \rangle$)

$$= V_0 \cap S_0 \cap \hat{S}_2$$ \hspace{1cm} (by (6))

$$= V_0 \cap \hat{S}_2.$$  \hspace{1cm} (8)

Since

$$\hat{S}_2 \cap (S_0 \cup S_1) = S_2 \cap S_0 \leq S_0,$$  \hspace{1cm} (9)

it follows that

$$\hat{V}_2 \cap (S_0 \cup S_1) = \hat{V}_2 \cap (S_0 \cup S_1) \cap S_0$$

$$= \hat{V}_2 \cap S_0$$
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\[
\hat{S}_2 \cap V_0 \quad \text{(by (8))}
\]
\[
= \hat{S}_2 \cap (V_0 \cup (V_1 \cap S_0)) \quad (V_1 \cap S_0 \subseteq V_0, \text{because} \langle \Sigma_0, V_0 \rangle \sim \langle \Sigma_1, V_1 \rangle)
\]
\[
= \hat{S}_2 \cap (V_0 \cup V_1) \cap S_0 \quad (V_0 \subseteq S_0)
\]
\[
= \hat{S}_2 \cap (V_0 \cup V_1). \quad (V_0 \cup V_1 \subseteq S_0 \cup S_1 \text{ and (9)})
\]

Hence

\[
\langle \hat{S}_2, V_2 \rangle \sim \langle \Sigma_0, V_0 \rangle \cup \langle \Sigma_1, V_1 \rangle. \quad (10)
\]

Next, we verify that \( \langle \hat{S}_2, \hat{V}_2 \rangle \cap (\langle \Sigma_0, V_0 \rangle \cup \langle \Sigma_1, V_1 \rangle) = \langle \Sigma_2, V_2 \rangle \cap \langle \Sigma_0, V_0 \rangle \) using formulas (c) and (d). Due to (2), it remains to show that \( \hat{V}_2 \cap (V_0 \cup V_1) = V_2 \cap V_0 \).

From (10), using formula (b), we have

\[
\hat{V}_2 \cap (S_0 \cup S_1) = \hat{S}_2 \cap (V_0 \cup V_1)
\]
\[
= \hat{V}_2 \cap (S_0 \cup S_1) \cap \hat{S}_2 \cap (V_0 \cup V_1) \quad \text{(intersection of previous two expressions)}
\]
\[
= \hat{V}_2 \cap (V_0 \cup V_1),
\]

and hence

\[
\hat{V}_2 \cap (V_0 \cup V_1) = \hat{V}_2 \cap (S_0 \cup S_1)
\]
\[
= \hat{V}_2 \cap (S_0 \cup S_1) \cap S_0 \quad \text{(by (9))}
\]
\[
= \hat{V}_2 \cap S_0
\]
\[
= V_2 \cap S_0 \quad \text{(see (8))}
\]
\[
= V_0 \cap S_2 \quad \text{(see (8))}
\]
\[
= V_2 \cap S_0 \cap V_0 \cap S_2 \quad \text{(intersect previous lines)}
\]
\[
= V_2 \cap V_0.
\]

We know that \( k \) and \( k^{-1} \) are inverse isomorphisms between the algebraic signatures \( \hat{\Sigma}_2 \cup \Sigma_0 \) and \( \Sigma_2 \cup \Sigma_0 \). They are also inverse isomorphisms between the tagged signatures \( \langle \hat{\Sigma}_2, \hat{V}_2 \rangle \cup \langle \Sigma_0, V_0 \rangle = \langle \hat{\Sigma}_2 \cup \Sigma_0, \hat{V}_2 \cup V_0 \rangle \) and \( \langle \Sigma_2, V_2 \rangle \cup \langle \Sigma_0, V_0 \rangle = \langle \Sigma_2 \cup \Sigma_0, V_2 \cup V_0 \rangle \), because

\[
k(\hat{V}_2 \cup V_0) = k(\hat{V}_2) \cup k(V_0)
\]
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\[ k(V_2) \cup V_0 \quad \text{(by (4))} \]
\[ j(V_2) \cup V_0 \quad \text{(by (3))} \]
\[ = V_2 \cup V_0, \]

hence also \( k^{-1}(V_2 \cup V_0) = V_2 \cup V_0 \), and thus \( k \) and \( k^{-1} \) are tagged signature morphisms.

Finally, since the algebraic signature morphisms \( j \) and \( k \) satisfy the three equations (3), (4), and (5), so do the tagged signature morphisms \( j \) and \( k \).

This concludes the proof of the renaming axiom and hence the proof that \( \langle \text{TSig}, \text{TIncl} \rangle \) is an institution syntax. \( \Box \)

An important consequence of formula (a) of the theorem just proved is that visibility of sorts is a global attribute for every compatible family of tagged signatures. For, each signature of the family is included in the join of the family (call it \( \langle \Sigma, \bar{V} \rangle \)), and by formula (a), a sort of a tagged signature in the family is visible in that signature iff it is visible in \( \langle \Sigma, \bar{V} \rangle \) (i.e., a member of \( \bar{V} \)). In particular, since all the signatures involved in a structured correctness argument are compatible (see Theorem 3.4.1 and Lemma 3.4.2), each sort is either visible in all signatures or invisible in all signatures involved.

As we shall see in Chapter 5, the situation is simpler still: From a practical point of view, it is unnecessary to distinguish visible sorts at all in most modular program developments.

To obtain an institution, the models of a tagged signature \( \langle \Sigma, V \rangle \) are defined to be just the small \( \Sigma \)-algebras.

4.2.7 Definition. Let \( \text{TAlg: TSig}^\text{op} \rightarrow \text{Cls} \) be the functor whose object function maps \( \langle \Sigma, V \rangle \in |\text{TSig}| \) to \( \text{Alg}(\Sigma) \), and whose arrow function maps \( \sigma: \langle \Sigma, V \rangle \rightarrow \langle \Sigma', V' \rangle \) in \( \text{TSig} \) to \( \sigma := \text{Alg}(\sigma^\text{op}): \text{TAlg}(\Sigma', V') \rightarrow \text{TAlg}(\Sigma, V) \) (note that the tagged signature morphism \( \sigma \) also is an algebraic signature morphism \( \sigma: \Sigma \rightarrow \Sigma' \)). In other words, \( \text{TAlg} = U \circ \text{Alg} \), where \( U \) is the evident forgetful functor from \( \text{TSig}^\text{op} \) to \( \text{ASig}^\text{op} \). \( \Box \)
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4.2.8 Theorem. The triple \( \langle \text{TSig}, \text{TIncl}, \text{TAlg} \rangle \) is an institution. In particular,

(a) If \( \langle \Sigma, V \rangle \subseteq \langle \Sigma', V' \rangle \) and \( A \in \text{TAlg}\langle \Sigma', V' \rangle \), then \( A \in \text{Alg}\langle \Sigma' \rangle \) and \( A/\langle \Sigma, V \rangle = A/\Sigma \).

(b) If \( \langle \Sigma_i, V_i \rangle_{i \in I} \) is a nonempty compatible family of small tagged signatures, and \( A_i \in \text{TAlg}\langle \Sigma_i, V_i \rangle \) such that for all \( i, j \in I: A_i/((\Sigma_i, V_i) \cap (\Sigma_j, V_j)) = A_j/((\Sigma_i, V_i) \cap (\Sigma_j, V_j)) \), then there exists a unique \( \bar{A} \in \text{TAlg}(\bigsqcup_{i \in I} \langle \Sigma_i, V_i \rangle) \) that satisfies \( \bar{A}/\langle \Sigma_i, V_i \rangle = A_i \) for all \( i \in I \). The algebra \( \bar{A} \) equals the join of the \( A_i \) in the institution \( \langle \text{ASig}, \text{AINcl}, \text{Alg} \rangle \).

Proof. By Theorem 4.2.6, \( \langle \text{TSig}, \text{TIncl} \rangle \) is an institution syntax, and by definition, \( \text{TAlg} \) is a functor from \( \text{TSig}^{\text{op}} \) to \( \text{Cls} \), which is a category of sets. Hence \( \langle \text{TSig}, \text{TIncl}, \text{TAlg} \rangle \) is a preinstitution.

We shall now verify the clauses (a) and (b) of the theorem. Clause (b) implies the completeness property, and hence that \( \langle \text{TSig}, \text{TIncl}, \text{TAlg} \rangle \) is an institution.

Clause (a): If \( \langle \Sigma, V \rangle \subseteq \langle \Sigma', V' \rangle \) and \( A \in \text{TAlg}\langle \Sigma', V' \rangle \), then \( A \in \text{Alg}\langle \Sigma' \rangle \), and because the inclusion morphism \( ((\Sigma, V) \subseteq (\Sigma', V')) \) in \( \text{TIncl} \) equals the inclusion morphism \( (\Sigma \subseteq \Sigma') \) in \( \text{AINcl} \), we have

\[
A/\langle \Sigma, V \rangle = \text{TAlg}\langle ((\Sigma, V) \subseteq (\Sigma', V'))^{\text{op}} \rangle \text{Alg}(\langle \Sigma \subseteq \Sigma' \rangle^{\text{op}}) A = A/\Sigma.
\]

Clause (b): If \( \langle \Sigma_i, V_i \rangle_{i \in I} \) and \( (A_i)_{i \in I} \) are as described in clause (b), then \( (\Sigma_i)_{i \in I} \) and \( (A_i)_{i \in I} \) satisfy the assumptions of the completeness axiom for \( \langle \text{ASig}, \text{AINcl}, \text{Alg} \rangle \). Let \( \bar{A} \in \text{Alg}(\bigsqcup_{i \in I} \Sigma_i) \) be the join of the \( A_i \) in \( \langle \text{ASig}, \text{AINcl}, \text{Alg} \rangle \). Now

\[
\text{TAlg}(\bigsqcup_{i \in I} \langle \Sigma_i, V_i \rangle) = \text{TAlg}(\bigsqcup_{i \in I} \Sigma_i, \cup_{i \in I} V_i) = \text{Alg}(\bigsqcup_{i \in I} \Sigma_i) \ni \bar{A},
\]

and, due to (a), we have \( \bar{A}/\langle \Sigma_i, V_i \rangle = \bar{A}/\Sigma_i = A_i \) for all \( i \in I \).

The algebra \( \bar{A} \) is unique with this property, because whenever an algebra \( B \in \text{TAlg}(\bigsqcup_{i \in I} \langle \Sigma_i, V_i \rangle) \) satisfies \( B/\langle \Sigma_i, V_i \rangle = A_i \) for all \( i \in I \), then \( B/\Sigma_i = A_i \).
for all $i \in I$, and the uniqueness of joins in $\langle ASig, AIncl, Alg \rangle$ implies that $B = \bar{A}$. 

The institution $\langle TSig, TIncl, TAlg \rangle$ is not very different from $\langle ASig, AIncl, Alg \rangle$: The only difference is that the sorts of signatures are now "tagged" as being either "visible" (the sorts in $V$) or "hidden" (the sorts not in $V$), and this may affect the compatibility of signatures (see Theorem 4.2.6 (b)). The operations on the models are the same (Theorem 4.2.8).

In practical programming, the visible sorts of a signature would generally be those that can be accessed in ways not covered by the algebraic model. Hence, data types whose values can be input or output of a program would be modelled as visible sorts; the type of truth values ("bool") would have to be modelled as a visible sort also, because the if construct is not part of the algebraic model (unless higher order types are considered, cf. page 116 f.).

Note also that normally modules cannot define new visible sorts, because it is characteristic for a module that its new sorts can only be accessed by means of the operations defined in it, which do appear in the algebraic model.

Since the example institution we shall deal with in the remainder of the thesis is $\langle TSig, TIncl, TAlg \rangle$ rather than $\langle ASig, AIncl, Alg \rangle$, it is necessary to explain how the interfaces and modules of the dictionary program development are rendered in $\langle TSig, TIncl, TAlg \rangle$. Strictly speaking, a set of visible sorts would have to be distinguished in each of the signatures occurring there. As remarked earlier (after the proof of Theorem 4.2.6), each of the sorts bool, listitem and store is either visible in all signatures in which it occurs or invisible in all of them. Since store is defined by a module in the development, it cannot be visible, and since the program code that was designed uses the if construct, the sort bool must be visible. This leaves only the status of listitem to be decided. As we shall see in Chapter 5, the correctness proofs of the development are unaffected by whether listitem is visible or not (the same holds true for bool, incidentally), and so we shall leave this decision open.
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The present and the next two sections discuss three representation relations in the institution \((TSig, TIncl, TA\text{lg})\): "behavioural inclusion", "behavioural equivalence", and "standard representation". It would be ideal to present these concepts starting with abstraction function representation and ending with behavioural inclusion: the abstraction function representation concept, based on [Hoare 72], has become very well known in Computer Science and in programming practice; behavioural representation concepts, although implied by the proof method of [Milner 71], have only more recently received attention in abstract data type theory, beginning with [GGM 76]; behavioural inclusion, related to the "covering" relation between automata [Ginzburg 68, p. 97] is new—it combines the behaviour idea with the "partial implementation" idea of Kamin and Archer [KA 84].

For technical reasons, however, it is better to begin with behavioural inclusion, then treat behavioural equivalence, and finally abstraction function representations. In this order, each concept is more restrictive than its predecessors, and it is possible to apply previous theorems instead of having to prove successive generalizations.

Hence, the present section treats the most general of the three representation relations: behavioural inclusion.

To speak about the "behaviour" of a program, it must be clarified how observations about a program can be made. In this thesis, programs are modelled by partial algebras, and the most general form of observation here is to apply an operation to some data values and to observe whether a result value is produced, and if so, which one.

The idea underlying behavioural representation concepts is that not all of the observations just described are practically meaningful: in concrete programs, not all data can be generated and observed directly, rather we have a distinction between "hidden" and "visible" sorts, as explained in the previous section. The
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characteristic property of hidden sorts is that values in these sorts cannot be
directly generated or inspected; rather, the only way to access these values is
by means of the operations of the algebra. The visible data types, on the other
hand, are accessible in other ways than those described in the algebra, so that
these values must preserved in a representation in order to preserve program
behaviour.

In the algebraic model, this suggests the following concept of "observation":
Rather than considering single operations with arbitrary input values, one con-
siders terms constructed from function symbols and values of the visible sorts.
An algebra defines an "evaluation" of such terms, and it can be observed whether
the evaluation succeeds or fails, and, if the result value is of a visible sort, this
value can be observed as well.

This concept of "observation" will now be formalised. The set \( V \) in the definitions
below is to be understood as the set of visible sorts. Recall that if \( S \) is a set,
an \( S \)-sorted set is an \( S \)-indexed family of sets; analogously, an \( S \)-sorted relation
(\( S \)-sorted partial function, \( S \)-sorted mapping) between \( S \)-sorted sets \( X \) and \( Y \)
is a family \( \langle R_s \rangle_{s \in S} \) such that each \( R_s \) is a relation (partial function, mapping)
from \( X_s \) to \( Y_s \). The notations "\( f: X \rightarrow Y \)" and "\( f: X \rightarrow Y \)" are used to express
that \( f \) is an \( S \)-sorted mapping or partial function from \( X \) to \( Y \).

4.3.1 Definition (Terms).
Let \( \Sigma = (S, \alpha: F \rightarrow S^+) \) be an algebraic signature and let \( X \) be a \( V \)-sorted set
such that \( V \subseteq S \). The \( S \)-sorted set \( T_{\Sigma}(X) \) is the componentwise smallest family
of subsets of
\[
((S + F) \cup \bigcup_{v \in V} X_v)^*
\]
that satisfies

(a) \( v \in V, \ x \in X_v \implies (v, x) \in T_{\Sigma}(X)_v, \)

(b) \( f: s_1 \ldots s_n \rightarrow r \) in \( \Sigma, \ t_i \in T_{\Sigma}(X)_{s_i} \) for \( i \in \{1, \ldots, n\} \)
\implies \( (f) \circ t_1 \circ \cdots \circ t_n \in T_{\Sigma}(X)_r. \)

For \( s \in S \), the elements of \( T_{\Sigma}(X)_s \) are called the \( \Sigma \)-terms over \( X \) of sort \( s \). \( \square \)
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The essential property of this definition is that every term is obtained in a unique way by a finite number of the construction steps indicated under (a) and (b). This allows to apply the familiar techniques of "structural induction" to prove properties of terms and of "structural recursion" to define functions on terms.

4.3.2 Definition (Evaluation of Terms).

Let $\Sigma = \langle S, \alpha : F \to S^+ \rangle$ be an algebraic signature, let $A$ be a $\Sigma$-algebra, and let $V \subseteq S$. Then "$A/V$" denotes the $V$-sorted set $\langle A_v \rangle_{v \in V}$. The evaluation function from $T_\Sigma(A/V)$ to $A/S$ is the minimal (w.r.t. componentwise graph inclusion) $S$-sorted partial function $\phi$ that satisfies

(a) $t = (v, x)$ with $v \in V$ and $x \in A_v \implies \phi_v(t) = x$,

(b) $t = (f) \circ u_1 \circ \cdots \circ u_n$ with $f : s_1 \ldots s_n \to r$ in $\Sigma$, $u_i \in \text{dom} \phi_{s_i}$ for $i \in \{1, \ldots, n\}$ and $(\phi_{s_1} u_1, \ldots, \phi_{s_n} u_n) \in \text{dom} A_f$

$$\implies \phi_r(t) = A_f(\phi_{s_1} u_1, \ldots, \phi_{s_n} u_n).$$

In this definition of "evaluation", a term can only be evaluated (i.e., is in the domain of the evaluation function), if all its subterms can. This is the standard mathematical definition of evaluation of terms over partial algebras (cf. [Grätzer 79, p. 84], [Burmeister 82, p. 313]).

The interpretation of a partial $\Sigma$-algebra $A$ as a model of data types and operations in a functional program was explained in Chapter 2. Terms in $T_\Sigma(A/V)$ may be regarded as "symbolic computations" with input data from $A/V$, that is, as descriptions of computations to be performed using the functions listed in $\Sigma$, beginning with data values from $A/V$. This corresponds to the view that the "visible sorts" in $V$ play the rôle of external data types whose elements may be used freely as input to computations. The evaluation of terms corresponds to the evaluation of expressions in a programming notation with call-by-value semantics.

A second aspect of the "observation" idea still has to be considered, namely that only values of visible sort can be directly inspected. This is done in the following definition of the "behavioural inclusion" relation between partial algebras.
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4.3.3 Definition (Behavioural Inclusion).
Let $\Sigma = (S, \alpha: F \rightarrow S^*)$ be an algebraic signature, and let $V \subseteq S$. Let $A$ and $B$ be $\Sigma$-algebras with evaluation functions

$$
\phi: T_\Sigma(A/V) \rightarrow A/S, \quad \psi: T_\Sigma(B/V) \rightarrow B/S.
$$

The algebra $A$ is $V$-behaviourally included in $B$ (written "$A \subseteq_V B$"), iff

(a) $\forall v \in V: A_v \subseteq B_v$,

(b) $\forall s \in S: \text{dom} \phi_s \subseteq \text{dom} \psi_s$, and

(c) $\forall v \in V: \phi_v \subseteq \psi_v$.

Clause (a) of this definition requires that the visible values of $A$ are also visible values of $B$. This implies that every $\Sigma$-term over $A/V$ also is a $\Sigma$-term over $B/V$, i.e., that $T_\Sigma(A/V)$ is componentwise included in $T_\Sigma(B/V)$. Clause (b) says that every computation that "succeeds" in $A$ (i.e., has a value under evaluation), succeeds in $B$ also. Clause (c), which in the presence of (b) may also be written

$$
\forall v \in V, t \in \text{dom} \phi_v: \phi_v(t) = \psi_v(t),
$$

says that succeeding computations of visible sort yield the same result in $B$ that they yield in $A$.

It follows trivially from the definition that for fixed $\Sigma$ and $V$, $V$-behavioural inclusion is a preordering between $\Sigma$-algebras.

The behavioural inclusion relation formalizes the idea of a "partial" or "restricted" representation of a data type, where computations may fail more often in the representation than in the algebra represented, yet computations that succeed in the representation yield the same observable results as in the algebra represented. Such representations occur frequently in practice, when size constraints are imposed on the representation of an abstract type [KA 84]. For example, integers are often implemented as words of fixed size; representations of lists and sets often impose bounds on their length or cardinality. One might even argue that, because all real machines and storage units are finite, every concrete representation of a type with infinitely many values must be partial.
4.3 Behavioural Inclusion

The partial representation idea is similar to the "partial correctness" concept for programs (cf. [Hoare 69]) and to the "covering" relation between automata [Ginzburg 68, p. 97]. It has been introduced to data type theory by Kamin and Archer [KA 84].

However, the concept of Kamin and Archer is based on "abstraction functions", and the concept presented here is strictly more general, as will be shown in Theorem 4.3.11 below.

Before presenting examples of behavioural inclusion, we shall develop a characterization that provides a proof method for behavioural inclusion. This characterization and proof method are based on the concept of a "correspondence".

4.3.4 Definition (Correspondence).

Let $\Sigma = \langle S, \alpha: F \rightarrow S^+ \rangle$ be an algebraic signature, and let $A$ and $B$ be $\Sigma$-algebras. A correspondence from $A$ to $B$ is an $S$-sorted relation $G = \langle G_s \rangle_{s \in S}$, where $G_s \subseteq A_s \times B_s$ for all $s \in S$, such that all $f \in F$ are compatible with $G$, i.e., if $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma$, then

whenever $(x_i, y_i) \in G_{s_i}$ for $i \in \{1, \ldots, n\}$
and $(x_1, \ldots, x_n) \in \text{dom} A_f$
then $(y_1, \ldots, y_n) \in \text{dom} B_f$
and $(A_f(x_1, \ldots, x_n), B_f(y_1, \ldots, y_n)) \in G_r$.

The fact that $G$ is a correspondence from $A$ to $B$ is written "$G: A \rightarrow B$". If all components of $G$ are partial functions, then $G$ is a partial homomorphism ("$G: A \hookrightarrow B$"); if they are total functions, then $G$ is a homomorphism from $A$ to $B$ ("$G: A \rightarrow B$").

For $V \subseteq S$, a correspondence $G$ (partial homomorphism, homomorphism) from $A$ to $B$ is a $V$-correspondence (partial $V$-homomorphism, $V$-homomorphism), if for all $v \in V$

$A_v \subseteq B_v$ and $G_v$ is the inclusion function;

this fact is denoted by writing $G: A \rightarrow V B$ ($G: A \hookrightarrow V B$, $G: A \rightarrow V B$).
In other words, a relation is a correspondence from an algebra $A$ to an algebra $B$, if every function $f$ that yields a result for some arguments in $A$ yields a related result when applied to related arguments in $B$.

The correspondence concept has been developed independently at about the same time by Nipkow [personal communication, April 1985] and by myself [Schoett 85], in both cases as a generalization of the "correspondences" of [Schoett 83] (which are strong correspondences in the sense of this thesis). The concept is similar in spirit to the "weak homomorphisms" used by Ginzburg [Ginzburg 68] to characterize coverings of automata. The homomorphism concept agrees with the "homomorphisms" of [Grätzer 79, p. 81] and [Burmeister 82, p. 310], and with the "partial homomorphisms" of [KA 84, p. 321 f.]. A family of partial functions whose converse is a correspondence is called a "conformism" in [Burmeister 82, p. 347]. Using notational ideas from that paper, the requirement for a relation $G$ between the carriers of the $\Sigma$-algebras $A$ and $B$ to be a correspondence can be written as follows:

$$\text{for every } f: s \rightarrow r \text{ in } \Sigma: \quad (G^U)_{(s)}; A_f \subseteq B_f; G^U_r.$$ 

Here $G^U$ is the componentwise converse of $G$, and $G_{(s)}$ for $s = s_1 \ldots s_n$ is the relation between $\prod(A_{s_1}, \ldots, A_{s_n})$ and $\prod(B_{s_1}, \ldots, B_{s_n})$ defined by

$$((x_1, \ldots, x_n), (y_1, \ldots, y_n)) \in G_{(s)} \iff (x_i, y_i) \in G_{s_i} \text{ for } i \in \{1, \ldots, n\}.$$ 

The "weak subalgebra" relation of [Grätzer 79, p. 81] is also characterized by correspondences, as follows.

4.3.5 Definition. Let $\Sigma = \langle S, \alpha: F \rightarrow S^+ \rangle$ be an algebraic signature, and let $A$ and $B$ be $\Sigma$-algebras. The algebra $A$ is a weak subalgebra of $B$ (notation: "$A \hookrightarrow B$"), if there exists a homomorphism from $A$ to $B$ consisting entirely of inclusions (this homomorphism is unique, and it is called the inclusion homomorphism from $A$ to $B$).

It is easily checked that the correspondences between $\Sigma$-algebras form a category:
4.3 Behavioural Inclusion

4.3.6 Proposition. Let $\Sigma = \langle S, \alpha : F \rightarrow S^+ \rangle$ be an algebraic signature, and let $V \subseteq S$. The following components form a category:

- **objects**: a set of $\Sigma$-algebras,
- **arrows**: the $V$-correspondences (partial $V$-homomorphisms, $V$-homomorphisms) between the algebras,
- **identity arrow for an object $A$**: the $S$-sorted identity map from $A/S$ to itself,
- **composition of arrows**: componentwise relational composition.

Note that since every correspondence is a $\emptyset$-correspondence, the proposition remains true when the prefix "$V$-" is deleted.

**Proof.** It is easy to see that for every $\Sigma$-algebra $A$, the $S$-sorted identity map from $A/S$ to $A/S$ is a $V$-homomorphism from $A$ to itself. Clearly, it is the identity under componentwise relational composition.

Next, we prove that the componentwise relational composition of $V$-correspondences is again a $V$-correspondence. Let $G : A \xrightarrow{V} B$ and $H : B \xrightarrow{V} C$ be $V$-correspondences. Let $f : s_1 \ldots s_n \rightarrow r$ in $\Sigma$, and let $(x_i, z_i) \in (G; H)_{s_i}$ for $i \in \{1, \ldots, n\}$ be such that $(x_1, \ldots, x_n) \in \text{dom} A_f$. By the definition of relational composition, we can pick $y_1, \ldots, y_n$ such that $(x_i, y_i) \in G_{s_i}$ and $(y_i, z_i) \in H_{s_i}$ for $i \in \{1, \ldots, n\}$. Since $G$ is a correspondence, we have $(y_1, \ldots, y_n) \in \text{dom} B_f$, and $(A_f(x_1, \ldots, x_n), B_f(y_1, \ldots, y_n)) \in G_r$. Since $H$ is a correspondence, we have $(z_1, \ldots, z_n) \in \text{dom} C_f$ and $(B_f(y_1, \ldots, y_n), C_f(z_1, \ldots, z_n)) \in H_r$. But this means that $(A_f(x_1, \ldots, x_n), C_f(z_1, \ldots, z_n)) \in (G; H)_r$, and hence $f$ is compatible with $G ; H$. It follows that $G ; H$ is a correspondence from $A$ to $C$, and it is trivial that $G ; H$ is again a $V$-correspondence. Thus, the $V$-correspondences form a category.

That the partial $V$-homomorphisms and the $V$-homomorphisms also form categories now follows trivially from the fact that the relational composition of partial or total functions is again a partial or total function. \qed
The following theorem characterizes behavioural inclusion by means of correspondences.

4.3.7 Theorem. Let $\Sigma = (S, \alpha: F \rightarrow S^+)$ be an algebraic signature, let $V \subseteq S$, and let $A$ and $B$ be $\Sigma$-algebras. Then $A$ is $V$-behaviourally included in $B$, if and only if there exists a $V$-correspondence from $A$ to $B$.

The proof requires two lemmas.

4.3.8 Lemma. Let $\Sigma = (S, \alpha: F \rightarrow S^+)$ be an algebraic signature, let $V \subseteq S$, let $A$ and $B$ be $\Sigma$-algebras, let $G: A \rightarrow V B$, and let

$$
\phi: T_\Sigma(A/V) \rightarrow A/S \quad \text{and} \quad \psi: T_\Sigma(B/V) \rightarrow B/S
$$

be the evaluation functions. If $s \in S$ and $t \in \text{dom } \phi_s$, then $t \in \text{dom } \psi_s$ and $(\phi_s(t), \psi_s(t)) \in G_s$.

Proof. We prove that $t \in \text{dom } \phi_s$ implies $t \in \text{dom } \psi_s$ and $(\phi_s(t), \psi_s(t)) \in G_s$ by structural induction on $t$.

(a) $t = (s, x)$ with $s \in V$ and $x \in A_s$:

As $G$ is a $V$-correspondence, we have $x \in B_s$ and $(\phi_s(t), \psi_s(t)) = (x, x) \in G_s$.

(b) $t = (f) \circ u_1 \circ \cdots \circ u_n$ with $f: r_1 \cdots r_n \rightarrow s$ in $\Sigma$, $u_i \in T_\Sigma(A/V)_{r_i}$ for $i \in \{1, \ldots, n\}$:

If $t \in \text{dom } \phi_s$, then by definition of $\phi$:

$$
\begin{align*}
&u_i \in \text{dom } \phi_{r_i}, \quad \text{for } i \in \{1, \ldots, n\}, \\
&(\phi_{r_1}(u_1), \ldots, \phi_{r_n}(u_n)) \in \text{dom } A_f, \quad \text{and} \\
&\phi_s(t) = A_f(\phi_{r_1}(u_1), \ldots, \phi_{r_n}(u_n)).
\end{align*}
$$

By the inductive hypothesis, $u_i \in \text{dom } \psi_{r_i}$ and $(\phi_{r_i}(u_i), \psi_{r_i}(u_i)) \in G_{r_i}$ for $i \in \{1, \ldots, n\}$. As $G$ is a correspondence, it follows that $(\psi_{r_1}(u_1), \ldots, \psi_{r_n}(u_n)) \in \text{dom } B_f$, and

$$
(\phi_s(t), \psi_s(t)) = (A_f(\phi_{r_1}(u_1), \ldots, \phi_{r_n}(u_n)), B_f(\psi_{r_1}(u_1), \ldots, \psi_{r_n}(u_n)))
$$

$$
\in G_s. \quad \square
$$
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4.3.9 Lemma. Let $A$ and $B$ be algebras of signature $\Sigma = (S, \alpha: F \to S^+)$, let $V \subseteq S$, and let $\phi: T_\Sigma(A/V) \to A/S$ and $\psi: T_\Sigma(B/V) \to B/S$ be the evaluation functions. If $A \subseteq_V B$, then the $S$-sorted relation $G$ defined by $G_s = \phi_s^U \circ \psi_s$ is the least $V$-correspondence from $A$ to $B$ with respect to the componentwise subset ordering.

Proof. First, we show that $G$ is a correspondence from $A$ to $B$. For $s \in S$, we have $G_s \subseteq A_s \times B_s$, because $\text{dom} \phi_s^U = \text{ran} \phi_s \subseteq A_s$ and $\text{ran} \psi_s \subseteq B_s$. Now let $f: s_1 \ldots s_n \to r$ in $\Sigma$, and let $(x_i, y_i) \in G_{s_i}$ for $i \in \{1, \ldots, n\}$ be such that $(x_1, \ldots, x_n) \in \text{dom} A_f$. Then for $i \in \{1, \ldots, n\}$ we can choose $u_i \in \text{dom} \phi_{s_i} \cap \text{dom} \psi_{s_i} \subseteq T_\Sigma(A/V)_{s_i}$ such that $\phi_{s_i}(u_i) = x_i$ and $\psi_{s_i}(u_i) = y_i$. Let $t := (f) \circ u_1 \circ \cdots \circ u_n$. This is a term in $T_\Sigma(A/V)_r$, and because $(x_1, \ldots, x_n) \in \text{dom} A_f$, it follows that $t \in \text{dom} \phi_r$. Since $A \subseteq_V B$, we have $t \in \text{dom} \psi_r$; in particular, $(y_1, \ldots, y_n) \in \text{dom} B_f$. It follows that

$$(A_f(\phi_{s_1}(u_1), \ldots, \phi_{s_n}(u_n)), B_f(\psi_{s_1}(u_1), \ldots, \psi_{s_n}(u_n))) \in (\phi_r(t), \psi_r(t)) \quad \in \phi_r^U \circ \psi_r = G_r.$$ 

This shows that $G$ is a correspondence from $A$ to $B$.

To see that $G$ is a $V$-correspondence, note first that for $v \in V$, we have $A_v \subseteq B_v$, because $A \subseteq_V B$. Furthermore, for $x \in A_v$, we have $x = \phi_v(\langle v, x \rangle) = \psi_v(\langle v, x \rangle)$, hence $(x, x) \in G_v$. Hence $\{(x, x) \mid x \in A_v\} \subseteq G_v$.

Conversely, if $v \in V$ and $(x, y) \in G_v = \phi_v^U \circ \psi_v$, there exists $t \in \text{dom} \phi_v \cap \text{dom} \psi_v$ such that $\phi_v(t) = x$ and $\psi_v(t) = y$. By clause (c) of Definition 4.3.3, this implies that $x = y$. Hence $G_v \subseteq \{(x, x) \mid x \in A_v\}$. Together with the converse inclusion just proved, this shows that $G_v$ is the inclusion map from $A_v$ to $B_v$, and hence that $G$ is a $V$-correspondence.

Finally, to see that $G$ is the least $V$-correspondence from $A$ to $B$, suppose that $H: A \to B$, and let $s \in S$ and $(x, y) \in G_s$. Then we can choose $t \in \text{dom} \phi_s \cap \text{dom} \psi_s$ such that $\phi_s(t) = x$ and $\psi_s(t) = y$. By the previous lemma, applied to the correspondence $H$, we have $(x, y) = (\phi_s(t), \psi_s(t)) \in H_s$. Thus, $G_s \subseteq H_s$ for all $s \in S$. □
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Proof of Theorem 4.3.7.
Let $\Sigma = (S, \alpha: F \to S^{+})$ be an algebraic signature, let $V \subseteq S,$ and let $A$ and $B$ be $\Sigma$-algebras.

If $A \preceq_{V} B,$ there exists a $V$-correspondence from $A$ to $B$ by Lemma 4.3.9.

Conversely, suppose that there exists a $V$-correspondence from $A$ to $B,$ i.e., that we can choose $G: \xrightarrow{V} A \times B.$ By definition, $A_{v} \subseteq B_{v}$ for $v \in V.$ Let

$\phi: T_{\Sigma}(A/V) \to A/S$ and $\psi: T_{\Sigma}(B/V) \to B/S$ be the evaluation functions. From Lemma 4.3.8 it follows that $\text{dom } \phi_{s} \subseteq \text{dom } \psi_{s}$ for all $s \in S,$ and that if $v \in V$ and $t \in \text{dom } \phi_{v},$ then $(\phi_{v}(t), \psi_{v}(t)) \in G_{v} = \{(x, x) \mid x \in A_{v}\},$ and hence $\phi_{v}(t) = \psi_{v}(t).$ This means that $\phi_{v} \subseteq \psi_{v}$ for $v \in V,$ and hence that $A$ is $V$-behaviourally included in $B.$ $\square$

In the following example, the theorem just proved is used to show that an algebra is behaviourally included in another one. As we shall see later (in Example 4.3.12), this example can not be handled using the “partial implementation” notion of Kamin and Archer [KA 84].

4.3.10 Example. Recall that if $s = \langle s_{1}, \ldots, s_{n} \rangle$ is a sequence, then $\text{ran } s = \{s_{1}, \ldots, s_{n}\}$ is the set of elements occurring in it.

Consider the following signature $\Sigma.$

signature

\begin{align*}
\text{bool, char, string: sort} \\
\text{single: char} & \to \text{string} \\
\text{occurs: char string} & \to \text{bool} \\
\text{join: string string} & \to \text{string}
\end{align*}

Let $C$ be a set, which will serve as the set of values of type $\text{char},$ and let $K \geq 1$ be a natural number, which will be a size constraint on the $\text{string}$ values handled by the algebra $B.$ Consider the $\Sigma$-algebras $A$ and $B$ defined by

\begin{align*}
A_{\text{bool}} &= B_{\text{bool}} = \{T, F\} \\
A_{\text{char}} &= B_{\text{char}} = C \\
A_{\text{string}} &= B_{\text{string}} = C^{*}
\end{align*}
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\[ A_{\text{single}}(x) = B_{\text{single}}(x) = \langle x \rangle \]

\[ A_{\text{occurs}}(x, s) = B_{\text{occurs}}(x, s) = \begin{cases} 
T, & \text{if } x \in \text{ran } s \\
F, & \text{if } x \notin \text{ran } s
\end{cases} \]

\[ A_{\text{join}}(s, t) = s \circ t \]

\[ B_{\text{join}}(s, t) \] is defined by the recursive code

\[ \text{join}(s, t) = \begin{cases} 
\text{if } \text{length}(s) = 0 \text{ then } t \\
\text{else if } \text{occurs}(\text{hd } s, t) \text{ then } \text{join}(\text{tl } s, t) \\
\text{else if } \text{length}(t) \geq K \text{ then } \text{Error}() \\
\text{else } \text{join}(\text{tl } s, \text{cons}(\text{hd } s, t)).
\end{cases} \]

In the code for \( B_{\text{join}} \), the following familiar operations on sequences are used:

\[ \text{nil}() = \langle \rangle \]

\[ \text{cons}(x, \langle y_1, \ldots, y_n \rangle) = \langle x, y_1, \ldots, y_n \rangle \]

\[ \text{length}(\langle x_1, \ldots, x_n \rangle) = n \]

for \( n \geq 1: \begin{cases} 
\text{hd}(\langle x_1, \ldots, x_n \rangle) = x_1 \\
\text{tl}(\langle x_1, \ldots, x_n \rangle) = \langle x_2, \ldots, x_n \rangle.
\end{cases} \]

The algebra \( A \) can be seen as a specification of a "string" data type. The algebra \( B \) may be regarded as a partial representation of the type, written in a functional programming notation. The functions \( B_{\text{single}} \) and \( B_{\text{occurs}} \) could be coded as follows:

\[ \text{single}(x) = \text{cons}(x, \text{nil}) \]

\[ \text{occurs}(x, s) = \begin{cases} 
\text{if } \text{length}(s) = 0 \text{ then } F \\
\text{else if } x = \text{hd } s \text{ then } T \\
\text{else } \text{occurs}(x, \text{tl } s).
\end{cases} \]

The code for \( B_{\text{join}} \), which was given above, is based on the assumption that the three functions \( \text{single}, \text{join} \) and \( \text{occurs} \) are the only means of manipulating values of type \text{string}; in other words, that \text{string} is encapsulated by these three access functions. Under this assumption, information about a value of type \text{string} can only be gained by means of the \text{occurs} operation. Since the output of this
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operation is completely determined by the range of its second argument, that is, the set of char values occurring in the string, it is unnecessary to preserve sequence information or store elements repeatedly in a string. The code for $B_{\text{join}}$ exploits this observation by ignoring elements of the first argument $s$ that already occur in the second argument $t$, so that memory is saved because the result sequence is shorter. Also, the sequence information is not preserved (if $x$, $y$ and $z$ are different, then $\text{join}((x,y),(z)) = (y,x,z)$). Finally, the operators of $B$ do not allow to generate a sequence of length more than $K$, due to the fact that $B_{\text{join}}$ aborts (by calling the nullary function $\text{Error}$ that does not yield a result value) if necessary. This means that computations may fail in $B$, although no computation can fail in $A$.

We now show that $B$ is $V$-behaviourally included in $A$, where $V := \{\text{bool}, \text{char}\}$. For this purpose, we construct a $V$-correspondence $G: B \rightarrow A$. Let

$$
\begin{align*}
G_{\text{bool}} & \text{ be the identity relation on } \{\text{T, F}\}, \\
G_{\text{char}} & \text{ be the identity relation on } C, \\
G_{\text{string}} & := \{(s', s) \mid \text{ran } s' = \text{ran } s \subseteq C^* \times C^*.
\end{align*}
$$

To show that $G$ is a correspondence, we have to show that each of the operations is compatible with $G$. It is then clear that $G$ is a $V$-correspondence also.

**single:** Let $(x', x) \in G_{\text{char}}$ such that $x' \in \text{dom } B_{\text{single}}$ (which is always true). It follows that $x' = x$, and hence

$$
(B_{\text{single}}(x'), A_{\text{single}}(x)) = (\langle x' \rangle, \langle x \rangle) = (\langle x \rangle, \langle x \rangle) \in G_{\text{string}}.
$$

**occurs:** Let $(x', x) \in G_{\text{char}}$ and $(s', s) \in G_{\text{string}}$ such that $\langle x', s' \rangle \in \text{dom } B_{\text{occurs}}$ (which is always true). Then $z = x'$ and $\text{ran } s = \text{ran } s'$, and hence

$$
B_{\text{occurs}}(x', s') = \begin{cases} 
\text{T}, & \text{if } x' \in \text{ran } s' \\
\text{F}, & \text{if } x' \notin \text{ran } s'
\end{cases}
$$
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\[ B_{\text{join}}(x, s) = \begin{cases} T, & \text{if } x \in \text{ran } s \\ F, & \text{if } x \notin \text{ran } s \end{cases} = A_{\text{occurs}}(x, s). \]

join: We shall prove below that

\[ \text{for all } \langle s, t \rangle \in \text{dom } B_{\text{join}} : \quad \text{ran } B_{\text{join}}(s, t) = \text{ran } s \cup \text{ran } t \tag{*} \]

From this it easily follows that join is compatible with G: if \( \langle s', s \rangle \) and \( \langle t', t \rangle \) are elements of \( G_{\text{string}} \) (i.e., \( \text{ran } s' = \text{ran } s \) and \( \text{ran } t' = \text{ran } t \)) such that \( \langle s', t' \rangle \in \text{dom } B_{\text{join}} \), then \( \langle s, t \rangle \in \text{dom } A_{\text{join}} \) (since this is always true), and

\[
\text{ran } B_{\text{join}}(s', t') = \text{ran } s' \cup \text{ran } t' \quad \text{(by (\star))}
\]

\[
= \text{ran } s \cup \text{ran } t
\]

\[
= \text{ran } A_{\text{join}}(s, t),
\]

and hence \((B_{\text{join}}(s', t'), A_{\text{join}}(s, t)) \in G_{\text{string}}\).

To prove (\star), we show by induction on \( n \in \mathbb{N} \), that

if \( \langle s, t \rangle \in \text{dom } B_{\text{join}} \) and \( \text{length}(s) = n \)
then \( \text{ran } B_{\text{join}}(s, t) = \text{ran } s \cup \text{ran } t. \)

Note that for \( \langle s, t \rangle \in \text{dom } B_{\text{join}} \), the code of \( B_{\text{join}} \) yields the equation

\[
B_{\text{join}}(s, t) = \begin{cases} t, & \text{if } \text{length}(s) = 0 \\ B_{\text{join}}(tl s, t), & \text{if } \text{length}(s) \neq 0 \text{ and } B_{\text{occurs}}(\text{hd } s, t) = T \\ B_{\text{join}}(tl s, \text{cons}(\text{hd } s, t)), & \text{if } \text{length}(s) \neq 0 \text{ and } B_{\text{occurs}}(\text{hd } s, t) = F, \end{cases}
\]

because in the third case we must have \( \text{length}(t) < K \), since otherwise \( B_{\text{join}}(s, t) \) would be undefined.

As the base of the induction, let \( n = 0 \), and suppose that \( \langle s, t \rangle \in \text{dom } B_{\text{join}} \)
and \( \text{length}(s) = n = 0. \) Then

\[
\text{ran } B_{\text{join}}(s, t) = \text{ran } t
\]

\[
= \emptyset \cup \text{ran } t
\]

\[
= \text{ran } s \cup \text{ran } t.
\]
4.3 Behavioural Inclusion

For the inductive step, let \( n > 0 \), and suppose that \( \langle s, t \rangle \in \text{dom} \, B_{\text{join}} \) and
\[
\text{length}(s) = n.
\]

- In case \( B_{\text{occurs}}(\text{hd} \, s, t) = T \) (i.e., \( \text{hd} \, s \in \text{ran} \, t \)), we have
\[
\text{ran} \, B_{\text{join}}(s, t) = \text{ran} \, B_{\text{join}}(\text{tl} \, s, t)
\]
\[
= \text{ran}(\text{tl} \, s) \cup \text{ran} \, t \quad \text{(induction hypothesis)}
\]
\[
= \text{ran}(\text{tl} \, s) \cup \{\text{hd} \, s\} \cup \text{ran} \, t
\]
\[
= \text{ran} \, s \cup \text{ran} \, t.
\]

- In case \( B_{\text{occurs}}(\text{hd} \, s, t) = F \), we have
\[
\text{ran} \, B_{\text{join}}(s, t) = \text{ran} \, B_{\text{join}}(\text{tl} \, s, \text{cons}(\text{hd} \, s, t))
\]
\[
= \text{ran}(\text{tl} \, s) \cup \text{ran} \, \text{cons}(\text{hd} \, s, t)
\]
\[
= \text{ran}(\text{tl} \, s) \cup \{\text{hd} \, s\} \cup \text{ran} \, t
\]
\[
= \text{ran} \, s \cup \text{ran} \, t.
\]

This concludes the proof of (*).

Thus, \( B_{\text{join}} \) is compatible with \( G \), and it has been proved that \( G : B \rightarrowtimes A \) is
a correspondence.

Theorem 4.3.7 yields that \( B \preceq_A A \). In practice, this means that the code
defining \( B \) provides a correct partial representation of the abstract data type
\text{string} specified by \( A \).

The example illustrates the use of correspondences to prove practical data rep-
resentations correct. In general, correspondences seem to be more convenient for
this purpose than a direct structural induction over computations as suggested
by the definition of behavioural inclusion. In particular, a straightforward struc-
tural induction to prove \( \phi_v(t) = \psi_v(t) \) for terms \( t \) of visible sort \( v \) will not
normally succeed, because no suitable induction hypothesis is available for the
subterms of \( t \) of hidden sort. A correspondence can be regarded in this context
as providing the induction hypothesis
\[
t \in \text{dom} \phi_s \implies (\phi_s(t), \psi_s(t)) \in G_s
\]
for terms \( t \) of arbitrary sort \( s \) (cf. Lemma 4.3.8).
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So far, the present section has presented a representation relation "behavioural inclusion" between partial algebras that captures the idea of "partial" or "restricted" representations of data types, where the representation may abort when its capacity is exceeded, but otherwise must exhibit observable behaviour that agrees with that of the model. Furthermore, it has been shown that behavioural inclusion between algebras is characterized by the existence of a correspondence between them, and the preceding example has illustrated that correspondences provide a practical method for proving data representations correct.

The idea of partial data representation is not new, but was introduced by Kamin and Archer [KA 84]. However, the definition of Kamin and Archer is different from mine. They define an algebra $A$ to "implement" an algebra $B$,

1On page 322 f. of their paper, Kamin and Archer ascribe the partial representation idea to Hoare's 1972 paper [Hoare 72], because "... Hoare's paper allowed for ... pre-conditions on implementations of operations" [KA 84, p. 322]. However, this interpretation of Hoare's paper appears to be incorrect. Hoare does indeed consider preconditions on the operations in his example representation of sets by arrays:

"For example, the correctness of the insert procedure depends on the fact that the size of the resulting set is not greater than 100 ... . This precondition ... must accordingly be proved to hold before every call of the procedure." [Hoare 72, p. 276]

But the quotation shows that the precondition is stated in the abstract terminology (sets rather than arrays), and is to be proved when the procedure insert is called; that is, in the proof of the abstract program. Hence the condition that sets can not have more than 100 elements is not just introduced by the representation; it is to be regarded as part of the abstract model to be represented. Hoare does not consider a partial representation of "sets of integers", but a full representation of "sets of integers with no more than 100 elements":

"... consider an abstract program which operates on several small sets of integers. It is known that none of these sets ever has more than a hundred members." [Hoare 72, p. 272]
iff there exists a homomorphism $h: [A] \rightarrow [B]$, where $[A]$ and $[B]$ are certain subalgebras of $A$ and $B$, called their "reachable parts" [KA 84, p. 322].

Of course, $h$ may be regarded as a partial homomorphism $h: A \rightarrow B$. But there remain two differences to the concept of this thesis.

The first difference is that Kamin and Archer do not consider visible sorts in their definition. This could be matched in my definition by using an empty set of visible sorts (i.e., by considering the relation $\preceq_\emptyset$). This would admit more representations than a nonempty set of visible sorts. However, Section 4.2 has shown that this generality is harmful in practice, because "representations" become possible in which the output values are delivered in a useless form, e.g., simply as a formal term that is independent of the operations to be implemented.

The second difference is that Kamin and Archer require $h$ to be a homomorphism, that is, a functional correspondence, whereas our notion of behavioural inclusion allows the representing and the represented algebra to be connected by an arbitrary correspondence. The following theorem shows that this makes the representation relation of Kamin and Archer more restrictive.

4.3.11 Theorem. There exist an algebraic signature $\Sigma$ and $\Sigma$-algebras $A$ and $B$ such that $A \preceq_\emptyset B$ and $B \preceq_\emptyset A$, but no partial homomorphism from $A$ to $B$ nor from $B$ to $A$ exists.

Proof. Let $\Sigma$ have sort set $S := \{s\}$ and three operations $a, b, c: \rightarrow s$, and define the $\Sigma$-algebras $A$ and $B$ by

$$
A_s = \{0, 1\} = B_s = \{0, 1\} $
$$
$$
A_a() = 0 = B_a() = 0 $ $
$$
A_b() = 0 = B_b() = 1 $ $
$$
A_c() = 1 = B_c() = 1. $ 

Both $A/\emptyset$ and $B/\emptyset$ are $\emptyset$-sorted sets and thus identical; we have

$$
T_\Sigma(A/\emptyset)_s = T_\Sigma(B/\emptyset)_s = \{(a), (b), (c)\}. 
$$

The evaluation functions

$$
\phi: T_\Sigma(A/\emptyset) \rightarrow A/S \quad \text{and} \quad \psi: T_\Sigma(B/\emptyset) \rightarrow B/S
$$
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are given by
\[
\begin{align*}
\phi_s((a)) &= 0, & \psi_s((a)) &= 0, \\
\phi_s((b)) &= 0, & \psi_s((b)) &= 1, \\
\phi_s((c)) &= 1, & \psi_s((c)) &= 1.
\end{align*}
\]

The propositions "\(A \preceq_0 B\)" and "\(B \preceq_0 A\)" by definition reduce to "\(\text{dom} \phi_s \subseteq \text{dom} \psi_s\)" and "\(\text{dom} \psi_s \subseteq \text{dom} \phi_s\)" , and these are obviously true.

From Lemma 4.3.9, it follows that every correspondence \(H: A \rightharpoonup B\) must satisfy
\[
\phi_s \cup \psi_s = \{(0,0),(0,1),(1,1)\} \subseteq H_s,
\]
therefore \(H_s\) cannot be a partial function and \(H\) cannot be a partial homomorphism. Symmetrically, if \(H: B \rightharpoonup A\), the lemma yields that
\[
\psi_s \cup \phi_s = \{(0,0),(1,0),(1,1)\} \subseteq H_s,
\]
and hence that \(H\) cannot be a partial homomorphism.

The theorem shows that \(\emptyset\)-behavioural inclusion is strictly more general than the "partial implementation" notion of Kamin and Archer. Of course, the example used in the proof is of purely theoretical interest. A more significant example is obtained from Example 4.3.10.

4.3.12 Example. Let \(\Sigma = \langle S, \alpha: F \rightarrow S^+ \rangle\) be the signature

\[
\begin{align*}
\text{signature} & \\
\text{bool, char, string: sort} & \\
a, b, c: \rightarrow \text{char} & \\
\text{single: char \rightarrow string} & \\
\text{occurs: char string \rightarrow bool} & \\
\text{join: string string \rightarrow string} & \\
\end{align*}
\]

(this is just the signature \(\Sigma\) of the previous example (4.3.10) with the operators \(a, b,\) and \(c\) added), and let \(V := \{\text{bool, char}\}\) as in the previous example. Assume that \(C\), the set of char values, contains at least three different elements \(p, q,\) and \(r\),
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and assume that the capacity $K$ of the representation is at least 3 \( (i.e., K \geq 3) \). Let the algebras $B$ and $A$ be obtained from the algebras $B$ and $A$ of the previous example by adding the interpretations

$$B_a() = A_a() = p, \quad B_b() = A_b() = q, \quad \text{and} \quad B_c() = A_c() = r.$$

For the $S$-sorted relation $G$ of the previous example it was shown there that the operations $\text{single, join and occurs}$ are compatible with it, and obviously the three operations $a, b$ and $c$ are compatible with it also. Hence $G: B \rightarrow A$ is a $V$-correspondence from $B$ to $A$, and thus $B \leq V A$, that is, $B$ is $V$-behaviourally included in $A$. Obviously, this implies that $B \leq \emptyset A$.

However, no partial homomorphism can exist from $B$ to $A$ (we need not even consider any visible sorts, which would restrict the homomorphism even further). To see this, let

$$\phi: T_\Sigma(A/\emptyset) \rightarrow A/S \quad \text{and} \quad \psi: T_\Sigma(B/\emptyset) \rightarrow B/S$$

be the evaluation functions, and suppose that $H: B \rightarrow A$ is a correspondence. By Lemma 4.3.9, applied with $V = \emptyset$, it follows that $\psi_{\text{string}}; \phi_{\text{string}} \subseteq H_{\text{string}}$. Consider now the following two terms in $T_\Sigma(A/\emptyset)_{\text{string}}$ and their evaluations in $B$ and $A$:

<table>
<thead>
<tr>
<th>term $t$</th>
<th>$\psi_{\text{string}}(t)$</th>
<th>$\phi_{\text{string}}(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle \text{join, single, a, join, single, b, single, c} \rangle \quad (i.e., \text{join(}(p)\text{, join(}(q)\text{, } (r))))$</td>
<td>$\langle p, q, r \rangle$</td>
<td>$\langle p, q, r \rangle$</td>
</tr>
<tr>
<td>$\langle \text{join, join, single, b, single, a, single, c} \rangle \quad (i.e., \text{join(join(}(q)\text{, } (p)), \langle r \rangle))$</td>
<td>$\langle p, q, r \rangle$</td>
<td>$\langle q, p, r \rangle$</td>
</tr>
</tbody>
</table>

Since $\psi_{\text{string}}; \phi_{\text{string}} \subseteq H_{\text{string}}$, the two pairs of the form $(\psi_{\text{string}}(t), \phi_{\text{string}}(t))$ must be elements of $H_{\text{string}}$, so that $H_{\text{string}}$ contains two pairs with the same left component $\langle p, q, r \rangle$ but two different right components $\langle p, q, r \rangle$ and $\langle q, p, r \rangle$. Hence $H_{\text{string}}$ cannot be a partial function. Since $H$ was an arbitrary correspondence, no partial homomorphism from $B$ to $A$ exists.

We here have a more practical example of a representation that is correct according to the behavioural inclusion criterion, but not correct according to the...
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"partial implementation" concept of Kamin and Archer. The example shows that the representation concept of Kamin and Archer is affected by "representation bias" in a specification, whereas behavioral inclusion is not. This phenomenon and its significance is discussed in detail on page 258 f. below, where "behavioral equivalence" is compared with "standard representation". The relation between these two representation concepts is precisely analogous to the relation between behavioural inclusion and the "partial implementation" concept of Kamin and Archer: "standard representation" and "partial implementation" insist on a function from representation values to the represented values, while the behavioural concepts allow a relation instead.

The following theorem states that behavioural inclusion is a representation relation in the institution \((TSig, TIncl, TAlg)\). As a consequence, the general theory of Section 4.1 applies to behavioural inclusion.

4.3.13 Theorem. Behavioural inclusion is a chain-closed representation relation in the institution \((TSig, TIncl, TAlg)\).

To be precise, one obtains a chain-closed representation relation \(\sim\) = \(\langle (E, V) \rangle \in |TSig| \) by defining

\[
A \sim B : \iff A \leq_V B \quad \text{for } A, B \in \text{Alg}(E) = TAlg(E, V).
\]

In the proof of this theorem, the following proposition about correspondences will be used.

4.3.14 Proposition. If \(\sigma: (E, V) \to (E', V')\) is a tagged signature morphism where \(E = (S, \alpha)\), and \(G: A \xrightarrow{V'} B\) is a \(V'\)-correspondence between \(E'\)-algebras \(A\) and \(B\), then the \(S\)-sorted relation \(\sigma G\) defined by \((\sigma G)_s = G_{\sigma s}\) is a \(V\)-correspondence \(\sigma G: \sigma A \xrightarrow{V} \sigma B\).

Proof. Consider \(f: s_1 \ldots s_n \to r\) in \(\Sigma\), and

\[
(x_i, y_i) \in (\sigma G)_{s_i} = G_{\sigma s_i} \quad \text{for } i \in \{1, \ldots, n\}
\]
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such that \((x_1, \ldots, x_n) \in \text{dom}(\overline{\sigma}A) = \text{dom}A_{\sigma f}\). Then \(\sigma f: \sigma_1 \ldots \sigma_n \rightarrow \sigma r\) in \(\Sigma'\). Since \(G\) is a correspondence, it follows that

\[
(y_1, \ldots, y_n) \in \text{dom}B_{\sigma f} = \text{dom}(\overline{\sigma}B)_f
\]

and

\[
((\overline{\sigma}A)_f(x_1, \ldots, x_n), (\overline{\sigma}B)_f(y_1, \ldots, y_n)) = (A_{\sigma f}(x_1, \ldots, x_n), B_{\sigma f}(y_1, \ldots, y_n)) \in G_{\sigma r} = (\overline{\sigma}G)_r.
\]

Hence \((\overline{\sigma}G): (\overline{\sigma}A) \rightarrow (\overline{\sigma}B)\).

To see that \(\overline{\sigma}G\) is \(V\)-constant, observe that for \(v \in V\): \(\sigma v \in V'\) (as \(\sigma\) is a tagged signature morphism) and hence, as \(G\) is a \(V'\)-correspondence:

\[
(\overline{\sigma}A)_v = A_{\sigma v} \subseteq B_{\sigma v} = (\overline{\sigma}B)_v,
\]

and

\[
(\overline{\sigma}G)_v = G_{\sigma v} \text{ is the inclusion function from } A_{\sigma v} \text{ to } B_{\sigma v},
\]

i.e., \((\overline{\sigma}G)_v\) is the inclusion function from \((\overline{\sigma}A)_v\) to \((\overline{\sigma}B)_v\). Hence \(\overline{\sigma}G: \overline{\sigma}A \rightarrow V\overline{\sigma}B\) is a \(V\)-correspondence. \(\square\)

Furthermore, two lemmas about terms and evaluation functions are required.

4.3.15 Lemma. Let \(\langle \Sigma, V \rangle \subseteq \langle \Sigma', V' \rangle\) be tagged signatures where \(\Sigma = \langle S, \alpha \rangle\) and \(\Sigma' = \langle S', \alpha' \rangle\), let \(A \in \text{Alg}(\Sigma')\), and let

\[
\phi': T_{\Sigma'}(A/V') \rightarrow A/S' \text{ be the evaluation function defined by } A,
\]

\[
\phi: T_{\Sigma}(A/V) \rightarrow A/S \text{ be the evaluation function defined by } A/\Sigma.
\]

Then for all \(s \in S\):

\[
T_{\Sigma}(A/V)_s \subseteq T_{\Sigma'}(A/V')_s \quad \text{and} \quad \phi_s = \phi'_s/(T_{\Sigma}(A/V)_s).
\]
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Proof. We prove the conclusion by structural induction on terms in $T_\Sigma(A/V)$.

(a) $t = \langle v, x \rangle$ with $v \in V$, $x \in A_v$.

Then $v \in V'$ by Theorem 4.2.6 (a), hence $\langle v, x \rangle \in T_{\Sigma'}(A/V')$, and

$$\phi_s(\langle v, x \rangle) = x = \phi'_s(\langle v, x \rangle).$$

(b) $t = (f) \circ u_1 \circ \cdots \circ u_n$ with $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma$, $u_i \in T_{\Sigma}(A/V)_{s_i}$ for $i \in \{1, \ldots, n\}$.

By the induction hypothesis,

$$u_i \in T_{\Sigma'}(A/V')_{s_i} \quad \text{for } i \in \{1, \ldots, n\}.$$

Since $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma'$ also, it follows that $t \in T_{\Sigma'}(A/V')_{s_i}$. Now

$$t \in \text{dom} \phi_r \iff u_i \in \text{dom} \phi_{s_i} \text{ for } i \in \{1, \ldots, n\}$$

and $\langle \phi_1 u_1, \ldots, \phi_n u_n \rangle \in \text{dom} A_f$

$$\iff u_i \in \text{dom} \phi'_{s_i} \text{ for } i \in \{1, \ldots, n\}$$

and $\langle \phi'_1 u_1, \ldots, \phi'_n u_n \rangle \in \text{dom} A_f$

(by the inductive hypothesis)

$$\iff t \in \text{dom} \phi'_r.$$

If $t \in \text{dom} \phi_r$, we have

$$\phi_r(t) = A_f(\phi_1 u_1, \ldots, \phi_n u_n) = A_f(\phi'_1 u_1, \ldots, \phi'_n u_n)$$

(by the inductive hypothesis)

$$= \phi'_r(t).$$

Hence $\phi$ and $\phi'$ agree on $t$. \qed

4.3.16 Lemma. Let $\langle \Sigma_i, V_i \rangle_{i \in I}$ be a compatible chain of small tagged signatures, and $A \in \text{Alg}(\bigsqcup_{i \in I} \Sigma_i)$. Defining $\langle \bar{\Sigma}, \bar{V} \rangle := \bigsqcup_{i \in I} \langle \Sigma_i, V_i \rangle$, and writing $\Sigma_i = \langle S_i, \alpha_i \rangle$ for $i \in I$ and $\langle \bar{\Sigma}, \bar{V} \rangle = \langle \bar{\Sigma}, \bar{\alpha} \rangle$, we have for all $s \in \bar{S}$:

$$T_{\bar{\Sigma}}(A/\bar{V})_s = \bigcup_{\{i \mid s \in S_i\}} T_{\Sigma_i}(A/V_i)_s.$$
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Proof. By the previous lemma, $T_{E_i}(A/V_i)_s$ is included in $T_{E}(A/V)_s$ whenever $s \in S_i$.

For the converse inclusion, we prove by structural induction over terms $t$ in $T_{E}(A/V)$, that if $t \in T_{E}(A/V)_s$, then there exists $i \in I$ such that $s \in S_i$ and $t \in T_{E_i}(A/V_i)_s$.

(a) $t = (v, x)$ with $v \in V$ and $x \in A_v$.

Pick $i$ such that $v \in V_i$. Then $x \in A_v = (A/V_i)_v$, and so

$$t = (v, x) \in T_{E_i}(A/V_i)_s.$$ 

(b) $t = (f) \circ u_1 \circ \cdots \circ u_n$ with $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma$, $u_i \in T_{E_i}(A/V)_s$ for $i \in \{1, \ldots, n\}$.

By the inductive hypothesis, for each $i \in \{1, \ldots, n\}$ we can pick $k_i \in I$ such that $u_i \in T_{E_k_i}(A/V_{k_i})_{s_i}$. Let $k_0$ be such that $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma_{k_0}$. The set of tagged signatures $\{(\Sigma_{k_0}, V_{k_0}), \ldots, (\Sigma_{k_n}, V_{k_n})\}$ is finite and totally ordered by $\subseteq$, hence has a greatest element. Define $j$ to be such that $(\Sigma_j, V_j)$ is this greatest element. We then have $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma_j$, and by the previous lemma, $u_i \in T_{E_j}(A/V_j)_{s_i}$ for $i \in \{1, \ldots, n\}$. Hence

$$\langle f \rangle \circ u_1 \circ \cdots \circ u_n \in T_{E_j}(A/V_j)_r.$$ 

Proof of Theorem 4.3.13.

We verify the three axioms of Definition 4.1.1.

**Axiom (a):** For every $\langle \Sigma, V \rangle \in |TSig|$, the relation $\sim_{\rightarrow}$ is a preordering on $T_{Alg}(\Sigma, V) = Alg(\Sigma)$, because $V$-behavioural inclusion is a preordering on $Alg(\Sigma)$.

**Axiom (b):** If $\sigma: (\Sigma, V) \rightarrow (\Sigma', V')$ is morphism in $TSig$ and $A \sim_{\rightarrow} B$, then by Theorem 4.3.7 there exists a $V'$-correspondence $G: A \rightarrow_{\times} B$. By Proposition 4.3.14, $\overline{\sigma} G: \overline{\sigma} A \rightarrow_{\times} \overline{\sigma} B$. Applying Theorem 4.3.7 again yields that $\langle \Sigma, V \rangle \sim_{\rightarrow} \langle \Sigma', V' \rangle$.

**Axiom (c):** Let $\langle \Sigma_i, V_i \rangle_{i \in I}$ be a compatible chain of small tagged signatures, where $\Sigma_i = (S_i, \alpha_i)$ for $i \in I$, and define $\Sigma = \langle \overline{\Sigma}, \overline{\alpha} \rangle := \bigcup_{i \in I} \Sigma_i$, $\overline{V} := \bigcup_{i \in I} V_i$, such that $\langle \Sigma, \overline{V} \rangle = \bigcup_{i \in I} \langle \Sigma_i, V_i \rangle$. 
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Let $A$ and $B$ be $\mathcal{L}$-algebras such that $A/\langle \Sigma, V \rangle \sim_B B/\langle \Sigma, V \rangle$ (i.e., $A/\Sigma_i \leq_{V_i} B/\Sigma_i$) for all $i \in I$, and let

$\phi_i: T_{\Sigma_i}(A/V_i) \rightarrow A/\Sigma_i$ be the evaluation function of $A/\Sigma_i$ for $i \in I$,
$\psi_i: T_{\Sigma_i}(B/V_i) \rightarrow B/\Sigma_i$ be the evaluation function of $B/\Sigma_i$ for $i \in I$,
$\tilde{\phi}: T_{\tilde{\Sigma}}(A/V) \rightarrow A/\tilde{\Sigma}$ be the evaluation function of $A$, and
$\tilde{\psi}: T_{\tilde{\Sigma}}(B/V) \rightarrow B/\tilde{\Sigma}$ be the evaluation function of $B$.

We show that $A \leq_{\tilde{\Sigma}} B$.

To verify Clause (a) of the definition of behavioural inclusion (Def. 4.3.3), consider $v \in \tilde{V}$. Choose $i \in I$ such that $v \in V_i$. Since $A/\Sigma_i \leq_{V_i} B/\Sigma_i$, we have

$$A_v = (A/\Sigma_i)_v \subseteq (B/\Sigma_i)_v = B_v.$$ 

To verify Clause (b) of the definition, consider $s \in S$ and $t \in \text{dom} \tilde{\phi}_s \subseteq T_{\tilde{\Sigma}}(A/V)$. By Lemma 4.3.16, we can pick $i \in I$ such that $s \in S_i$ and $t \in T_{\Sigma_i}(A/V_i)$. Since $A/\Sigma_i \leq_{V_i} B/\Sigma_i$, the $V_i$-sorted set $A/V_i = (A/\Sigma_i)/V_i$ is componentwise included in $(B/\Sigma_i)/V_i = B/V_i$, hence $T_{\Sigma_i}(A/V_i)$ is componentwise included in $T_{\Sigma_i}(B/V_i)$, and so $t \in T_{\Sigma_i}(B/V_i)$ also. Lemma 4.3.15 yields that $t \in \text{dom} \phi_{i,s}$, and because $A/\Sigma_i \leq_{V_i} B/\Sigma_i$, it follows that $t \in \text{dom} \psi_{i,s}$. By Lemma 4.3.15 again, it follows that $t \in \text{dom} \tilde{\psi}_s$.

To verify Clause (c) of the definition, assume that in addition, we have $s \in S$. Since $\langle \Sigma, V_i \rangle \subseteq \langle \tilde{\Sigma}, \tilde{V} \rangle$, we have $s \in V_i = \tilde{V} \cap S_i$ also, and hence

$$\tilde{\phi}_s(t) = \phi_{i,s}(t) \quad \text{(by Lemma 4.3.15)}$$
$$= \psi_{i,s}(t) \quad \text{(as } s \in V_i \text{ and } A/\Sigma_i \leq_{V_i} (B/\Sigma_i))$$
$$= \tilde{\psi}_s(t) \quad \text{(by Lemma 4.3.15)}.$$ 

This concludes the proof that $A \leq_{\tilde{\Sigma}} B$, and hence that behavioural inclusion is a chain-closed representation relation.

With the theorem that behavioural inclusion is a representation relation, we now have available a universal implementation concept for cells in $(\text{TSig}, \text{TIncl}, \text{TAlg})$ that could be used in program development. The concept will be further analysed in Section 5.2, where a simplified way of proving the universal implementation property is developed and an example is given.
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We now turn to the representation relation between partial algebras that is perhaps the most important for practical programming: behavioural equivalence.

4.4.1 Definition. Let $\Sigma$ be an algebraic signature, and let $V$ be a subset of the sorts of $\Sigma$. Two $\Sigma$-algebras $A$ and $B$ are $V$-behaviourally equivalent ("$A \simeq_v B$"), if $A$ is $V$-behaviourally included in $B$ and vice versa, i.e.,

$$A \simeq_v B :\iff A \subseteq_v B \land B \subseteq_v A.$$  

This means that $V$-behavioural equivalence is just the equivalence relation induced by $V$-behavioural inclusion. From the definition of $V$-behavioural inclusion, we immediately obtain a characterization of behavioural equivalence in terms of the evaluation functions.

4.4.2 Proposition. Let $\Sigma = (S, \alpha)$ be an algebraic signature, and let $V \subseteq S$. Let $A$ and $B$ be $\Sigma$-algebras with evaluation functions

$$\phi: T_\Sigma(A/V) \to A/S, \quad \psi: T_\Sigma(B/V) \to B/S.$$  

Then $A$ is $V$-behaviourally equivalent to $B$, if and only if

(a) $\forall v \in V: A_v = B_v,$

(b) $\forall s \in S: \text{dom} \phi_s = \text{dom} \psi_s,$ and

(c) $\forall v \in V: \phi_v = \psi_v.$  

Viewing terms in $T_\Sigma(A/V)$ as computations starting with the visible values in $A/V$, clause (a) says that the visible carriers of $A$ and $B$ must be equal, clause (b) says that the same computations succeed in $A$ and in $B$, and clause (c) says that for succeeding computations of visible sort, the result values are the same.

Together, these clauses mean that $A$ and $B$ have the same observable behaviour under the constraint that values in "hidden" sorts can only be generated
and inspected by means of the operations, and it seems natural to use "behavioural equivalence" as the formal criterion for a data structure to be a "correct representation" of another one.

The idea of regarding "behaviour" as the relevant aspect of a data structure is implicit in the "simulation" method proposed by Milner [Milner 71] to prove a program correct with respect to another one, which allows for different internal data representations (cf. Example 2, p. 486 f. and 485 of [Milner 71]). An explicit behaviour concept for algebras first appears in [GGM 76, p. 580] (called "semantics" of an algebra).

The exact behavioural equivalence relation defined here has been studied before by Bothe [Bothe 81], myself [Schoett 81, Section 5.11, and by Meseguer and Goguen [GM 82, p. 269]). Comparisons of this notion with other behavioural equivalence notions can be found in [HR 83] and [ST 84a, p. 17].

Just as behavioural inclusion is characterized by the existence of a correspondence, behavioural equivalence is characterized by the existence of a "strong correspondence".

4.4.3 Definition. Let $\Sigma = (S, \alpha)$ be an algebraic signature, and let $A$ and $B$ be $\Sigma$-algebras. A strong correspondence $G$ from $A$ to $B$ (Notation: $G: A \to B$) is a correspondence from $A$ to $B$ whose converse is a correspondence from $B$ to $A$, i.e.,

$$G: A \to B :\iff G: A \to B \land G^\cup: B \to A.$$ 

A strong partial homomorphism $G: A \leftrightarrow B$ is a strong correspondence that is a partial homomorphism; a strong homomorphism $G: A \Rightarrow B$ is a strong correspondence that is a homomorphism.

\footnote{Note that only "having the same behaviour" in the sense of [GM 82, p. 269] matches behavioural equivalence; the "behavioural equivalence" concept of the same paper [GM 82, Section 4.2] does not.}
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For $V \subseteq S$, a strong correspondence (strong partial homomorphism, strong homomorphism) $G$ from $A$ to $B$ is a strong $V$-correspondence (strong partial $V$-homomorphism, strong $V$-homomorphism), if for all $v \in V$:

$$A_v = B_v \quad \text{and} \quad G_v \text{ is the identity map on this set}$$

(i.e., if both $G$ and $G^U$ are $V$-correspondences); this fact is written "$G: A \rightarrow^V B$" ("$G: A \rightarrow^V B$", "$G: A \rightarrow^V B$").

The following proposition gives a direct characterization of strong correspondences as relations with which the functions of $A$ and $B$ are "strongly compatible".

4.4.4 Proposition. Let $\Sigma = (S, \alpha: F \rightarrow S^+)$ be an algebraic signature, and let $A$ and $B$ be $\Sigma$-algebras. An $S$-sorted relation $G = (G_s)_{s \in S}$ from $A/S$ to $B/S$ is a strong correspondence, if and only if all $f \in F$ are "strongly compatible" with $G$, i.e., if $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma$, then

whenever $(x_i, y_i) \in G_{s_i}$ for $i \in \{1, \ldots, n\}$,

then $$(x_1, \ldots, x_n) \in \text{dom } A_f \iff (y_1, \ldots, y_n) \in \text{dom } B_f,$$

and if both sides of this equivalence are true, then

$$(A_f(x_1, \ldots, x_n), B_f(y_1, \ldots, y_n)) \in G_r.$$

Proof. The condition given here is symmetric under exchange of $A$ and $B$ plus substitution of $G^U$ for $G$. Since it clearly implies $G: A \rightarrow^X B$, it also implies $G^U: B \rightarrow^X A$. Conversely, if $G: A \rightarrow^X B$, then from $G^U: B \rightarrow^X A$, it follows that if $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma$ and $(x_i, y_i) \in G_{s_i}$ (i.e., $(y_i, x_i) \in G^U_{s_i}$) for $i \in \{1, \ldots, n\}$, we have

$$(y_1, \ldots, y_n) \in \text{dom } B_f \implies (x_1, \ldots, x_n) \in \text{dom } A_f.$$

Combining this with the definition of "$G: A \rightarrow^X B$", we get the condition of the proposition. \qed
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We have seen that a correspondence is a strong correspondence, if for related argument tuples \( (x_1, \ldots, x_n) \) and \( (y_1, \ldots, y_n) \), we have

\[
(x_1, \ldots, x_n) \in \text{dom } A_f \iff (y_1, \ldots, y_n) \in \text{dom } B_f,
\]

rather than just the implication from left to right, as in the definition of a correspondence (Def. 4.3.4). This means that \( A_f \) and \( B_f \) either both succeed or both fail on related arguments, and, as for correspondences, their results are related if they succeed.

Strong homomorphisms are well known in the literature on partial algebras; e. g., they appear in [Grätzer 79, p. 81] and [BW 82, p. 51], and under the name “closed homomorphism” in [Burmeister 82, p. 311] and [Reichel 84, p. 76]. The strong partial homomorphism concept seems to appear first in [Schoett 81, p. 109] under the name “homomorphism”.\(^1\) It can be seen as combining the “representation invariant” (as the domain of the homomorphism) and the “abstraction function” of [Hoare 72] into a single concept—this connection will be exploited in the next section.

The strong correspondence concept seems to have been first presented in [Schoett 83, p. 22], later in [Schoett 85, p. 8] under the name “correspondence”. It has recently been generalized by Nipkow to a “simulation” concept between “structures” that may contain nondeterministic operations [Nipkow 86, p. 633]. Partial many-sorted algebras are special “structures”, and the “simulations” between partial many-sorted algebras are just the strong correspondences.

Just like correspondences, the strong \( V \)-correspondences between \( \Sigma \)-algebras form a category.

\(^1\)The “homomorphism” definition on p. 109 in this report contains a crucial printing error: The defining relation must hold

\[
\text{for all } (x_1, \ldots, x_n) \in \prod_{i \in [n]} \text{dom } h_{s_i};
\]

this line is missing from the definition, as can be seen in later proofs on the pages 111, 121, and 132.
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4.4.5 Proposition. Let \( \Sigma = (S, \alpha: F \to S^+) \) be an algebraic signature, and let \( V \subseteq S \). The following components form a category:

- **objects**: a set of \( \Sigma \)-algebras,
- **arrows**: the strong \( V \)-correspondences (strong partial \( V \)-homomorphisms, strong \( V \)-homomorphisms) between the algebras,
- **identity arrow for an object \( A \)**: the \( S \)-sorted identity map from \( A/S \) to itself,
- **composition of arrows**: componentwise relational composition.

**Proof.** Every strong \( V \)-correspondence is a \( V \)-correspondence, and these form a category with the same identities and composition as in the definition above (Proposition 4.3.6).

We show that the composition of strong \( V \)-correspondences is again a strong \( V \)-correspondence. Let \( G: A \to B \) and \( H: B \to C \) be strong \( V \)-correspondences. Since \( G: A \to B \) and \( H: B \to C \), it follows that \( G;H: A \to C \) as the \( V \)-correspondences form a category, and since \( G^U: B \to A \) and \( H^U: C \to B \), it follows that \( (G;H)^U = (H^U;G^U): C \to A \) for the same reason. Hence \( (G;H): A \to B \) is a strong \( V \)-correspondence, and it follows that the strong \( V \)-correspondences form a subcategory of the \( V \)-correspondences.

Since the property of being a partial or total function is preserved under composition, it follows that the strong partial \( V \)-homomorphisms and the strong \( V \)-homomorphisms also form categories.

Just as behavioural inclusion is characterized by correspondences, behavioural equivalence is characterized by strong correspondences.

4.4.6 Theorem. Let \( \Sigma \) be an algebraic signature, let \( V \) be a subset of its sorts, and let \( A \) and \( B \) be \( \Sigma \)-algebras. Then \( A \) is \( V \)-behaviourally equivalent to \( B \), if and only if there exists a strong \( V \)-correspondence from \( A \) to \( B \).
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Proof. Suppose first that there exists a strong $V$-correspondence $G: A \rightleftharpoons B$. Then $G: A \rightleftharpoons B$ and $G^\uparrow: B \rightleftharpoons A$, and Theorem 4.3.7 yields that $A \leq_V B$ and $B \leq_V A$, hence $A \simeq_V B$.

Conversely, suppose that $A \simeq_V B$, i.e., that $A \leq_V B$ and $B \leq_V A$. Write $\Sigma = \langle S, \alpha \rangle$, and let

$$\phi: T_\Sigma(A/V) \leftrightarrow A/S$$

and

$$\psi: T_\Sigma(B/V) \leftrightarrow B/S$$

be the evaluation functions of $A$ and $B$. Lemma 4.3.9 yields that $(\phi^\uparrow; \psi)$: $A \rightleftharpoons_V B$, and, applying the lemma with $A$ and $B$, $\phi$ and $\psi$ interchanged, we get that $(\psi^\uparrow; \phi)$: $B \rightleftharpoons_V A$. Since $\psi^\uparrow; \phi$ is the converse of $\phi^\uparrow; \psi$, it follows that $(\phi^\uparrow; \psi)$: $A \rightleftharpoons_V B$.

The following example illustrates how strong correspondences can be used to prove two algebras behaviourally equivalent.

4.4.7 Example. Let the signature $\Sigma$ and the $\Sigma$-algebra $A$ specifying “strings” be given as in Example 4.3.10. Define the “representation” algebra $B$ to be like $A$, except that this time, $B_{\text{join}}$ is defined by the code

$$\text{join}(s,t) = \begin{cases} 
\text{if } \text{length}(s) = 0 \text{ then } t \\
\text{else if } \text{occurs}(\text{hd } s, t) \text{ then } \text{join}(\text{tl } s, t) \\
\text{else } \text{join}(\text{tl } s, \text{cons}(\text{hd } s, t))
\end{cases}$$

This is just the code for $B_{\text{join}}$ of Example 4.3.10, except that $\text{join}$ no longer imposes a restriction on the length of the list it produces.

To show that $B$ is behaviorally equivalent to $A$ over $V := \{\text{bool}, \text{char}\}$, we construct a strong $V$-correspondence $G: B \rightleftharpoons_V A$. Define $G$ as in Example 4.3.10 (recall that $C = A_{\text{char}} = B_{\text{char}}$):

- $G_{\text{bool}}$ is the identity relation on $\{T,F\}$,
- $G_{\text{char}}$ is the identity relation on $C$,
- $G_{\text{string}} = \{ (s', s) \mid \text{ran } s' = \text{ran } s \} \subseteq C^* \times C^*$.

By a proof precisely along the lines of the proof in Example 4.3.10, one proves that $G$ is a correspondence. Since $B$ and $A$ are total, Proposition 4.4.4 (in which
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the two statements of the form "(...) \in \text{dom}..." are uniformly true) yields that
G is a strong correspondence. Since \( B_{\text{bool}} = A_{\text{bool}}, \ B_{\text{char}} = A_{\text{char}}, \) and \( G_{\text{bool}} \)
and \( G_{\text{char}} \) are the identities, \( G \) is a strong V-correspondence from \( B \) to \( A \). By
Theorem 4.4.6, it follows that \( A \simeq_V B \).

As a corollary of the theorem that behavioural inclusion is a representation
relation in the institution \( \langle T\text{Sig}, T\text{Incl}, T\text{Alg} \rangle \) (Theorem 4.3.13), we obtain
the same result for behavioural equivalence.

4.4.8 Theorem. Behavioural equivalence is a chain-closed representation rela-
tion in the institution \( \langle T\text{Sig}, T\text{Incl}, T\text{Alg} \rangle \).

To be precise, one obtains a chain-closed representation relation \( \sim \) =
\( \left\langle \sim \right\rangle_{\langle \Sigma, V \rangle} \subseteq_{|T\text{Sig}|} \) by defining
\( A \sim B : \iff A \simeq_V B \) for \( A, B \in \text{Alg}(\Sigma) = T\text{Alg}(\Sigma, V) \).

\textbf{Proof.} For every \( \langle \Sigma, V \rangle \in |T\text{Sig}| \), the relation \( \simeq_V \) is the intersection of the
relation \( \leq_V \) with its converse. Hence the \( |T\text{Sig}| \)-indexed behavioural equiva-
lence relation is the componentwise intersection of the \( |T\text{Sig}| \)-indexed behav-
ioiral inclusion relation with its componentwise converse. Since behavioural
inclusion is a chain-closed representation relation (Theorem 4.3.13), Proposi-
tions 4.1.3 and 4.1.4 yield that behavioural equivalence also is a chain-closed
representation relation.

This theorem makes the theory of Section 4.1 applicable to behavioural equiv-
ance; we obtain a universal implementation concept and a composability the-
orem. In principle, this provides a program development method. Section 5.3
will present a more practical version of this method.
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This section discusses the "standard" notion of representation of an algebra by another, which is due to Hoare [Hoare 72]. This representation concept requires that there be a mapping from the carriers of the representation algebra to the algebra represented, usually called the "abstraction function" (written "A" in [Hoare 72, p. 275]). The operations of the algebras must be compatible with the abstraction function (to be precise, "strongly compatible" in the sense of Prop. 4.4.4). The abstraction function need only be defined on a subset of the values of the representation; this subset is characterized by a predicate usually called the "representation invariant" (written "I" in [Hoare 72, p. 275]). This proof method has already been sketched informally in Section 1.4, on page 54–57.

Numerous formal representation relations, stated in varying terminology, are based on Hoare's concept; for example, the ones in [GHM 78] (note that an abstraction function is considered part of the representation: "SYMT" in Fig. 5), [Jones 80, Ch. 11], [Ehrich 82, p. 216] (note that here we have an abstraction function f followed by a restriction step, rather than vice versa), [SW 82, p. 13], [Lipeck 83, p. 52], and [BW 84, p. 269]. Hoare's concept also appears disguised as a pair "representation invariant" plus "congruence" (every abstraction function gives rise to a congruence, while the canonical projection associated with a congruence is an abstraction function); for example, in [GTW 78, p. 138] and [EKMP 82, p. 228].

In the terminology of this thesis, the pair "representation invariant" plus "abstraction function" is just a strong partial homomorphism; the domain of the homomorphism is the representation invariant, and the homomorphism itself is the abstraction function on this set.

In most of the papers mentioned so far, the strong partial homomorphism from the representation to the algebra represented is also required to be surjective; that is, every value in the algebra represented must have at least one "representation" (a value that is mapped to it by the abstraction function). However, surjectivity was not required in Hoare's original paper [Hoare 72].
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Sometimes surjectivity results automatically from the fact that only "reachable" algebras are considered; that is, algebras in which all elements can be generated by a finite number of operation applications, for example in [BW 84, p. 269]. Surjectivity is also implicit in representation relations based on congruences or quotients ([GTW 78, p. 138], [EKMP 82, p. 228]).

Since all the papers cited—except Hoare's—do require surjectivity of the abstraction function, this property will be regarded part of the standard representation concept.

A set of visible sorts will also be used in our version of the standard representation concept, although this is rarely done in the literature. The reason for this was explained in Section 4.2: Without visible sorts, the relation would admit trivial representations by term algebras.

We arrive at the following definition of the standard representation concept.

4.5.1 Definition. Let $A$ and $B$ be $\Sigma$-algebras, and let $V$ be a subset of the sorts of $\Sigma$. An abstraction function from $A$ to $B$ is a surjective strong partial homomorphism from $A$ to $B$ (Notation: "$h: A \Rightarrow B$"); a $V$-abstraction function from $A$ to $B$ is a surjective strong partial $V$-homomorphism from $A$ to $B$ (Notation: "$h: A \overset{V}{\Rightarrow} B$").

The algebra $A$ is a standard $V$-representation of $B$ (written "$A \Rightarrow V B$"), iff there exists a $V$-abstraction function from $A$ to $B$.

To illustrate the meaning of this definition, here is an explicit description of what an abstraction function is.

4.5.2 Proposition. Let $A$ and $B$ be $\Sigma$-algebras. An $S$-sorted partial function $h: A/S \Rightarrow B/S$ is an abstraction function from $A$ to $B$, iff all the $h_s$ ($s \in S$) are surjective, and whenever $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma$ and $x_i \in \text{dom} h_{s_i}$ for $i \in \{1, \ldots, n\}$, then

$$\langle x_1, \ldots, x_n \rangle \in \text{dom} A_f \iff \langle h_{s_1} x_1, \ldots, h_{s_n} x_n \rangle \in \text{dom} B_f,$$
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and if both sides of this equivalence are true, then

$$h_r A_f(x_1, \ldots, x_n) = B_f(h_{r_1} x_1, \ldots, h_{r_n} x_n).$$

For $V$ a subset of the sorts of $\Sigma$, $h$ is a $V$-abstraction function, if in addition for all $v \in V$

$$A_v = B_v \quad \text{and} \quad h_v \text{ is the identity function on this set.}$$

**Proof.** This proposition is easily derived from the previous definition and Proposition 4.4.4, noting that for $i \in \{1, \ldots, n\}$,

$$(x_i, y_i) \in h_{s_i} \iff x_i \in \text{dom } h_{s_i} \text{ and } y_i = h_{s_i} x_i. \quad \square$$

**4.5.3 Example.** We prove the correctness of the module $M_{STORE}$ of Figure 1-19, which is the proof that was omitted from Section 1.4. The method of proof we are using was already sketched informally in that section (page 54–57), and we can now perform the proof formally, using the standard representation notion just defined. In Section 5.4 below, it will be shown that this proof is the correctness proof of $M_{STORE}$ in the dictionary program development that is required by the theory.

Precisely, we prove that whenever $C$ is a model of the interface $I_{ITEM} \land I_{LISTITEM}$, then the algebra $B$ defined on $C$ by the module $M_{STORE}$ is a standard $\{\text{bool, item, listitem}\}$-representation of a result $A$ of the specification cell $M_{STORE}$ on $C$. Recall from Figure 3-4 that $M_{STORE}$ consists of the interfaces

$$Q_{STORE} = I_{ITEM} \land I_{LISTITEM}$$
$$R_{STORE} = I_{INSERT} \land I_{MIN}.$$ 

The desired "abstract" algebra $A$ therefore must satisfy $I_{INSERT} \land I_{MIN}$. This almost fully defines $A$, except for the behaviour of $\text{min}$ and $\text{removemin}$ on an empty store, which this interface does not prescribe. Since in the representation $B$, these functions abort on the representation of the empty store (i.e., the empty list), we must choose $A$ so that these functions abort on the empty store as well.
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Let $C$ be a model of the interface $ITEM \land LISTITEM$. We shall not attempt to write down the result $B$ of $MSTORE$ on $C$ directly, but rather proceed as in Examples 4.3.10 and 4.4.7 and verify the desired properties of $B$ from the code for the operation $B_{insert}$. We shall make use of the fact that $B_{store} = B_{listitem}$.

The "abstract model" $A$ that was just described is the following algebra.

\[
A_{store} = F(A_{item}) = F(C_{item})
\]

\[
A_{empty}() = \emptyset
\]

\[
A_{insert}(x, s) = \{x\} \cup s
\]

\[
A_{isempty}(s) = \begin{cases} 
T, & \text{if } s = \emptyset \\
F, & \text{if } s \neq \emptyset
\end{cases}
\]

\[
\text{dom } A_{min} = \text{dom } A_{removemin} = A_{store} \setminus \{\emptyset\}
\]

for all $s \in A_{store} \setminus \{\emptyset\}$:

\[
A_{min}(s) = \min s
\]

\[
A_{removemin}(s) = s \setminus \{\min s\}
\]

The interpretations in $A$ of the other symbols ($bool$, $item$, $leitem$, $listitem$, $leitem$, $nil$, $cons$, $isnil$, $hd$, and $tl$) are the same as in the given algebra $C$.

Note that all sorts and operations of the given algebra $C$ are the same in the algebras $A$, $B$ and $C$. To simplify the notation, we shall therefore write just "item" instead of "$A_{item}$", "$B_{item}$" or "$C_{item}$" and analogously for the other components of $C$. As in Section 1.4, we let $\leq$ and $<$ be the total ordering and strict total ordering on $item$ that are defined by the operation $leitem$. Also from Section 1.4, recall the predicate "Ascending" for lists in $item^*$, which asserts that a list is strictly monotonic according to $<$:

\[
\text{Ascending}(l) \iff \text{whenever } 1 \leq i < j \leq |l|, \text{ then } l_i < l_j.
\]

Trivial consequences of $\text{Ascending}(l)$ are that the elements of $l$ are different from each other, and that $l_1 = \min(\text{ran } l)$.

We now present a $V$-abstraction function $h: B \rightarrow A$, where $V = \{bool, item, listitem\}$:

$h_{bool}$, $h_{item}$, and $h_{listitem}$ are the identity maps.
We show that \( h \) is a strong partial homomorphism using Proposition 4.5.2. For this, the operations will be considered in turn.

\*\*leitem, nil, cons, isnil, hd, tl: These operations trivially satisfy the criterion of Proposition 4.5.2, since they are the same in \( A, B \) and \( C \), and since \( h \) is the identity on the sorts of \( C \).

\*\*empty: We have \( \langle \rangle \in \text{dom} B_{\text{empty}} \) and \( \langle \rangle \in \text{dom} A_{\text{empty}} \), and \( h_{\text{store}}(B_{\text{empty}}(\langle \rangle)) = h_{\text{store}}(\langle \rangle) = \emptyset = A_{\text{empty}}(\langle \rangle) = A_{\text{empty}}(h_{\text{store}}(\langle \rangle)) \).

\*\*insert: We shall prove below that for all \( x \in \text{item} \) and \( l \in \text{item}^* \) such that \( \text{Ascending}(l) \), we have

\[
\langle x, l \rangle \in \text{dom} B_{\text{insert}}, \\
\text{Ascending}(B_{\text{insert}}(x, l)), \text{ and} \\
\text{ran} B_{\text{insert}}(x, l) = \{x\} \cup \text{ran} l.
\]

From this it easily follows that \( \text{insert} \) is strongly compatible with \( h \): If \( x \in \text{dom} h_{\text{item}} \) and \( l \in \text{dom} h_{\text{store}} \), that is, if \( x \in \text{item} \) and \( l \in \text{item}^* \) such that \( \text{Ascending}(l) \), then \( \langle x, l \rangle \in \text{dom} B_{\text{insert}} \) by \((*)\), and since \( A_{\text{insert}} \) is total, we have \( \langle h_{\text{item}}(x), h_{\text{store}}(l) \rangle \in \text{dom} A_{\text{insert}} \). Finally, using \((*)\) we have

\[
h_{\text{store}}(B_{\text{insert}}(x, l)) = \text{ran} B_{\text{insert}}(x, l) \\
= \{x\} \cup \text{ran} l \\
= A_{\text{insert}}(x, \text{ran} l) \\
= A_{\text{insert}}(h_{\text{item}}(x), h_{\text{store}}(l)).
\]

It remains to prove \((*)\). This we do by induction on the length of \( l \). To be precise, we prove by induction on \( n \in \mathbb{N} \) that

\[
\text{if } x \in \text{item}, l \in \text{item}^* \text{ such that } \text{Ascending}(l) \text{ and } |l| = n,
\]
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then \( (x, l) \in \text{dom}\, B_{\text{insert}} \),

\[ \text{Ascending}(B_{\text{insert}}(x, l)) \]

and

\[ \text{ran}\, B_{\text{insert}}(x, l) = \{x\} \cup \text{ran}\, l. \]

For the base of the induction, assume that \( n = 0 \), and suppose that \( x \in \text{item} \), \( l \in \text{item}^* \) such that \( \text{Ascending}(l) \) and \( |l| = n \). Then \( l = \langle \rangle \), \( B_{\text{isnil}}(l) = T \), and hence

\[ B_{\text{insert}}(x, l) = \text{cons}(x, \text{nil}()) \]

\[ = \text{cons}(x, \langle \rangle) \]

\[ = (x). \]

\text{Ascending}(\langle x \rangle) \) is vacuously true, and

\[ \text{ran}(\langle x \rangle) = \{x\} = \{x\} \cup \emptyset = \{x\} \cup \text{ran}\, l. \]

For the inductive step, assume that \( n > 0 \), and suppose that \( x \in \text{item} \), \( l \in \text{item}^* \) such that \( \text{Ascending}(l) \) and \( |l| = n \). Then \( \text{isnil}(l) = F \). There remain three cases in the code of \( B_{\text{insert}} \), which we now investigate in turn.

First, assume that \( x = \text{hd} \, l \). This means that \( \text{leitem}(x, \text{hd} \, l) = T \) and \( \text{leitem}(\text{hd} \, l, x) = T \), so that \( B_{\text{insert}}(x, l) = l \). We have \( \text{Ascending}(B_{\text{insert}}(x, l)) \), because \( \text{Ascending}(l) \) is true by assumption. Since \( x = \text{hd} \, l = l_1 \in \text{ran}\, l \), we have

\[ \text{ran}\, B_{\text{insert}}(x, l) = \text{ran}\, l = \{x\} \cup \text{ran}\, l. \]

Second, assume that \( x < \text{hd} \, l \). This means that \( \text{leitem}(x, \text{hd} \, l) = T \) and \( \text{leitem}(\text{hd} \, l, x) = F \), so that \( B_{\text{insert}}(x, l) = \text{cons}(x, l) \). Write \( l' := \text{cons}(x, l) = \langle x, l_1, \ldots, l_n \rangle \). We have \( \text{Ascending}(l') \), because whenever \( 1 \leq i < j \leq |l| \), then

- if \( i = 1 \), then \( l'_i = l'_1 = x < \text{hd} \, l = l_1 \leq l_{j-1} = l'_j; \)
- if \( i > 1 \), then \( l'_i = l_{i-1} < l_{j-1} = l'_j, \)

so that in each case \( l'_i < l'_j \). Furthermore,

\[ \text{ran}\, B_{\text{insert}}(x, l) = \text{ran}\, \langle x, l_1, \ldots, l_n \rangle \]

\[ = \{x, l_1, \ldots, l_n\} \]

\[ = \{x\} \cup \{l_1, \ldots, l_n\} \]

\[ = \{x\} \cup \text{ran}\, l. \]
Third, assume that \( x > hd\ l \). This means that \( \text{leitem}(x, hd\ l) = F \), so that \( B_{\text{insert}}(x, l) \) is defined by the expression "\( \text{cons}(hd\ l, insert(x, tl\ l)) \)". By the inductive hypothesis, \( \langle x, tl\ l \rangle \in \text{dom}\ B_{\text{insert}} \), and so

\[
B_{\text{insert}}(x, l) = \text{cons}(hd\ l, B_{\text{insert}}(x, tl\ l)).
\]

Write \( l' = \langle l'_1, \ldots, l'_n \rangle := B_{\text{insert}}(x, tl\ l) \), so that, by the inductive hypothesis, \( \text{Ascending}(l') \) and \( \text{ran}\ l' = \{x\} \cup \text{ran}(tl\ l) \). Let \( l'' := B_{\text{insert}}(x, l) = \text{cons}(hd\ l, l') = \langle l_1, l'_1, \ldots, l''_n \rangle \). To show \( \text{Ascending}(l'') \), consider \( 1 \leq i < j \leq |l''| \). Note that \( l''_j \in \text{ran}\ l' = \{x\} \cup \text{ran}(tl\ l) \), so that the following three cases are exhaustive.

- If \( i > 1 \), then \( l''_i = l'_{i-1} < l''_{j-1} = l''_j \);
- if \( i = 1 \) and \( l''_j = x \), then \( l''_i = l''_1 = l_1 = hd\ l < x = l''_j \);
- if \( i = 1 \) and \( l''_j \in \text{ran}(tl\ l) = \{l_2, \ldots, l_n\} \), then \( l''_i = l''_1 = l_1 < l''_j \), because \( \text{Ascending}(l) \) by assumption.

Furthermore,

\[
\text{ran}\ B_{\text{insert}}(x, l) = \text{ran}\ l''
= \{l_1\} \cup \text{ran}\ l'
= \{l_1\} \cup \{x\} \cup \text{ran}(tl\ l) \quad \text{(Inductive Hypothesis)}
= \{x\} \cup \text{ran}\ l.
\]

This concludes the induction step, hence \( (*) \) is proved, and thus \( \text{insert} \) is strongly compatible with \( h \).

**isempty**: Let \( l \in \text{dom}\ h_{\text{store}} \). Then \( l \in \text{dom}\ B_{\text{isempty}} \) and \( h_{\text{store}}(l) \in \text{dom}\ A_{\text{isempty}} \), since both \( B_{\text{isempty}} \) and \( A_{\text{isempty}} \) are total. Furthermore,

\[
h_{\text{bool}}(B_{\text{isempty}}(l)) = B_{\text{isempty}}(l)
= \begin{cases} 
T, & \text{if } l = \emptyset \\
F, & \text{if } l \neq \emptyset
\end{cases}
= \begin{cases} 
T, & \text{if } \text{ran}\ l = \emptyset \\
F, & \text{if } \text{ran}\ l \neq \emptyset
\end{cases}
\]
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\[
= \begin{cases} 
T, & \text{if } h_{\text{store}}(l) = \emptyset \\
F, & \text{if } h_{\text{store}}(l) \neq \emptyset 
\end{cases}
= \text{Aisempty}(h_{\text{store}}(l)).
\]

**min:** Let \( l \in \text{dom} h_{\text{store}}, \text{ i.e., } l \in \text{item}^* \) and \( \text{Ascending}(l) \). Then

\[
l \in \text{dom} B_{\text{min}} \iff l \neq \emptyset
\iff \text{ran } l \neq \emptyset
\iff h_{\text{store}}(l) \neq \emptyset
\iff h_{\text{store}}(l) \in \text{dom} A_{\text{min}},
\]

and if \( l \in \text{dom} B_{\text{min}}, \text{ i.e., } l \neq \emptyset \), then \( B_{\text{min}}(l) = h_d(l) = l_1 \). Since \( \text{Ascending}(l) \) by assumption, we have

\[
B_{\text{min}}(l) = l_1
= \min\{l_1, \ldots, l_n\}
= \min(\text{ran } l)
= \min(h_{\text{store}}(l))
= A_{\text{min}}(h_{\text{store}}(l)).
\]

**removemin:** Let \( l \in \text{dom} h_{\text{store}}, \text{ i.e., } l \in \text{item}^* \) and \( \text{Ascending}(l) \). As before for \( \text{min} \), one shows

\[
l \in \text{dom} B_{\text{removemin}} \iff h_{\text{store}}(l) \in \text{dom} A_{\text{removemin}}.
\]

Now suppose \( l \in \text{dom} B_{\text{removemin}}, \text{ i.e., } l \neq \emptyset \). Then

\[
h_{\text{store}}(B_{\text{removemin}}(l)) = h_{\text{store}}(tl l)
= h_{\text{store}}(l_2, \ldots, l_n)
= \text{ran}(l_2, \ldots, l_n)
= \{l_2, \ldots, l_n\}
= \{l_1, \ldots, l_n\} \setminus \{l_1\} \quad (\text{Ascending}(l))
\]
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\[ \text{ran} l \setminus \{\min(\text{ran} l)\} \quad \text{(Ascending}(l)) \]

\[ = A_{\text{removemin}}(\text{ran} l) \]

\[ = A_{\text{removemin}}(h_{\text{store}}(l)). \]

We have shown that all the operations are strongly compatible with \( h \), and hence that \( h \) is a strong partial homomorphism. It is obvious that for \( v \in V \), \( A_v = B_v = C_v \) and \( h_v \) is the identity map from \( B_v \) to \( A_v \). Hence \( h: B \overset{\nu}{\rightarrow} A \).

To show that \( h \) is surjective, it remains to show that \( h_{\text{store}} \) is surjective. For this, we show by induction on \( n \in N \), that

\[ \text{if } s \in A_{\text{store}} = \mathcal{F}(\text{item}) \text{ is such that card}(s) = n, \]

then there exists \( l \in \text{dom} h_{\text{store}} \) such that \( h_{\text{store}}(l) = s \).

If \( n = 0 \), then \( s = \emptyset \), and we can choose \( l = \langle \rangle \). If \( n > 0 \), let \( x := \min s \) and \( s' := s \setminus \min s \). By the inductive hypothesis, we can choose \( l' \in \text{dom} h_{\text{store}} \) such that \( h_{\text{store}}(l') = s' \). In particular, Ascending\((l')\). Write \( l' = \langle l'_{1}, \ldots, l'_{k} \rangle \), and define \( l := \langle x, l'_{1}, \ldots, l'_{k} \rangle \). We have Ascending\((l)\), because whenever \( 1 \leq i < j \leq |l| \), then

- if \( i = 1 \), then \( l_{j} = l'_{j-1} \in \text{ran} l' = h_{\text{store}}(l') = s' \), and by the definition of \( x \) and \( s' \), this implies that \( l_{i} = l_{1} = x < l_{j} \),

- if \( i > 1 \), then \( l_{i} = l'_{i-1} < l'_{j-1} = l_{j} \), because Ascending\((l')\).

Hence Ascending\((l)\) and so \( l \in \text{dom} h_{\text{store}} \). Since

\[ h_{\text{store}}(l) = \text{ran} l = \text{ran} \langle x, l'_{1}, \ldots, l'_{k} \rangle \]

\[ = \{x\} \cup \text{ran} l' = \{x\} \cup s' = s, \]

the inductive step is complete.

It has thus been shown that \( h \) is surjective, and thus that \( h: B \overset{\nu}{\rightarrow} A \) is a strong surjective partial homomorphism, i.e., an abstraction function. It follows that \( B \) is a standard \( V \)-representation of \( A \). \( \square \)
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The reader will recognize that the proof performed in this example is a data representation correctness proof in the traditional manner based on Hoare's paper [Hoare 72]: The "representation invariant" is the predicate "Ascending(l)", since it defines the domain of $h_{store}$, and $h_{store}$ itself is the "abstraction function". Thus, the example supplies the correctness proof of the module $M_{STORE}$ that was only described informally in Section 1.4.

Note that this proof is not sufficient to prove that $M_{STORE}$ is a universal implementation of its specification $M_{STORE}$ with respect to standard representation. In such a proof, one could not assume, for example, that the basic types and operations of the algebra $C$ have the properties ascribed to them in $ITEM \land I_{LISTITEM}$; rather, one would have to deal with an arbitrary representation of such an algebra.

Nevertheless, Chapter 5 will explain that the proof just performed may be regarded as "the correctness proof of $M_{STORE}$", because if $M_{STORE}$ is coded in a suitable "data abstraction" programming language, the proof will allow one to infer that $M_{STORE}$ is a universal implementation of $M_{STORE}$ with respect to behavioural inclusion, behavioural equivalence, and standard representation (cf. Example 5.4.3).

The following theorem shows that standard representation is a more restrictive representation relation than behavioural equivalence.

4.5.4 Theorem. There exist an algebraic signature $\Sigma$ and $\Sigma$-algebras $A$ and $B$ such that $A \simeq_\emptyset B$, but no partial homomorphism from $A$ to $B$ nor from $B$ to $A$ exists. In particular, neither of the two algebras is a standard representation of the other.

Proof. Choose $\Sigma$, $A$, and $B$ according to Theorem 4.3.11. Since $A \subseteq_\emptyset B$ and $B \subseteq_\emptyset A$, we have $A \simeq_\emptyset B$, but no partial homomorphism from $A$ to $B$ nor from $B$ to $A$ exists. Since standard representation requires the existence of a surjective strong partial homomorphism between the algebras, neither of the algebras is a standard representation of the other. \qed
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A practical example illustrating the difference between behavioural equivalence and standard representation is obtained from Example 4.4.7.

4.5.5 Example. Let \( \Sigma \) be the signature of Example 4.3.12:

<table>
<thead>
<tr>
<th>Signature</th>
<th>Sort</th>
</tr>
</thead>
<tbody>
<tr>
<td>bool, char, string: sort</td>
<td></td>
</tr>
<tr>
<td>a, b, c: ( \rightarrow ) char</td>
<td></td>
</tr>
<tr>
<td>single: char ( \rightarrow ) string</td>
<td></td>
</tr>
<tr>
<td>occurs: char string ( \rightarrow ) bool</td>
<td></td>
</tr>
<tr>
<td>join: string string ( \rightarrow ) string</td>
<td></td>
</tr>
</tbody>
</table>

This is just the signature of Example 4.4.7, with \( a, b, c: \rightarrow \) char added. Let \( S := \{ \text{bool, char, string} \} \) be the sort set of this signature. Let \( C \), which will be the set of char values, be a set containing at least three different elements \( p, q, \) and \( r \). Let the algebras \( A \) and \( B \) be defined by:

\[
\begin{align*}
A_{\text{bool}} &= B_{\text{bool}} = \{T, F\} \\
A_{\text{char}} &= B_{\text{char}} = C \\
A_{\text{string}} &= B_{\text{string}} = C^* \\
A_a() &= B_a() = p \\
A_b() &= B_b() = q \\
A_c() &= B_c() = r \\
A_{\text{single}}(x) &= B_{\text{single}}(x) = (x) \\
A_{\text{occurs}}(x, s) &= B_{\text{occurs}}(x, s) = \begin{cases} 
T, & \text{if } x \in \text{ran } s \\
F, & \text{if } x \notin \text{ran } s
\end{cases} \\
A_{\text{join}}(s, t) &= s \circ t \\
B_{\text{join}}(s, t) & \text{is defined by the recursive program} \\
\text{join}(s, t) &= \text{if } \text{length}(s) = 0 \text{ then } t \\
& \text{else if } \text{occurs}(\text{hd } s, t) \text{ then } \text{join}(\text{tl } s, t) \\
& \text{else} \quad \text{join}(\text{tl } s, \text{cons}(\text{hd } s, t)).
\end{align*}
\]

These are just the algebras \( A \) and \( B \) of Example 4.4.7 (letting \( C \) be the same set there as here), with interpretations of the symbols \( a, b, \) and \( c \) added. Recall that the algebra \( A \) can be seen as the ("abstract model") specification of the
data type *string* with the access operations *single*, *occurs* and *join*, and that the algebra $B$ can be seen as a representation of the data type, written in a concrete programming notation that provides a "sequence" data type constructor (code for $B_{\text{single}}$ and $B_{\text{occurs}}$ was given in Example 4.3.10).

The algebra $B$ is behaviourally equivalent to $A$ over $V := \{\text{bool}, \text{char}\}$. To prove this, let $G$ be the $S$-sorted relation defined by

$$G_{\text{bool}} \text{ is the identity relation on } \{\text{T}, \text{F}\},$$
$$G_{\text{char}} \text{ is the identity relation on } C,$$
$$G_{\text{string}} := \{ (s', s) \in C^* \times C^* \mid \text{ran } s' = \text{ran } s \}.$$  

This is just the relation $G$ of Example 4.4.7. In that example, $G$ was proved to be a strong $V$-correspondence: it was proved that the operations *single*, *join*, and *occurs* are compatible with both $G$ and $G^U$. Obviously, the new operations $a$, $b$, and $c$ also are compatible with $G$ and $G^U$. Thus, $G: B \equiv_A A$ is a strong $V$-correspondence, and hence $B \equiv_V A$.

To see that no partial homomorphism exists from $B$ to $A$ nor vice versa (even without considering visible sorts, which would only restrict the class of homomorphisms), let

$$\phi: T_\Sigma(A/\emptyset) \rightarrow A/S \quad \text{and} \quad \psi: T_\Sigma(B/\emptyset) \rightarrow B/S$$

be the evaluation functions, and consider the following three terms and their evaluations in $B$ and $A$:

<table>
<thead>
<tr>
<th>term $t$</th>
<th>$\psi_{\text{string}}(t)$</th>
<th>$\phi_{\text{string}}(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle \text{join}, \text{single}, a, \text{join}, \text{single}, b, \text{single}, c \rangle$ (i.e., join((p), join((q), (r))))</td>
<td>$\langle p, q, r \rangle$</td>
<td>$\langle p, q, r \rangle$</td>
</tr>
<tr>
<td>$\langle \text{join}, \text{join}, \text{single}, b, \text{single}, a, \text{single}, c \rangle$ (i.e., join(join((q), (p)), (r)))</td>
<td>$\langle p, q, r \rangle$</td>
<td>$\langle q, p, r \rangle$</td>
</tr>
<tr>
<td>$\langle \text{join}, \text{join}, \text{single}, a, \text{single}, b, \text{single}, c \rangle$ (i.e., join(join((p), (q)), (r)))</td>
<td>$\langle q, p, r \rangle$</td>
<td>$\langle p, q, r \rangle$</td>
</tr>
</tbody>
</table>

If we write $u := \langle p, q, r \rangle$ and $v := \langle q, p, r \rangle$, we thus have

$$\{(u, u), (u, v), (v, u)\} \subseteq \psi_{\text{string}} \cup \phi_{\text{string}}.$$
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Now if \( H : B \rightarrow A \) is a correspondence, by Lemma 4.3.9, applied with \( V = \emptyset \), it follows that

\[
H_{\text{string}} \supseteq \psi_{\text{string}} \; ; \; \phi_{\text{string}} \supseteq \{ (u, u), (u, v), (v, u) \},
\]

and thus \( H_{\text{string}} \) cannot be a partial function, hence \( H \) cannot be a partial homomorphism.

Conversely, if \( H : A \rightarrow B \) is a correspondence, Lemma 4.3.9 yields that

\[
H_{\text{string}} \supseteq \phi_{\text{string}} \; ; \; \psi_{\text{string}} \\\n= (\psi_{\text{string}} \; ; \; \phi_{\text{string}})^{\cup} \\\n\supseteq \{ (u, u), (u, v), (v, u) \}^{\cup} \\\n= \{ (u, u), (v, u), (u, v) \},
\]

and thus \( H_{\text{string}} \) cannot be a partial function, hence \( H \) cannot be a partial homomorphism. \( \square \)

The example shows an "abstract model" data type specification \( A \) and a representation \( B \) of it that is correct with respect to behavioural equivalence, but that is not correct according to standard representation.

The problem that a specification may have behaviourally correct representations that cannot be proved correct using the standard representation criterion has been ascribed to "extraneous detail" [LZ 75, p. 11] [Guttag 77, p. 398] or an "implementation bias" [Jones 80, Ch. 15] in the specification. An abstract model specification of an encapsulated type is biased, if some values of the encapsulated type cannot occur in computations, or if there are distinct values that produce the same visible results in all computations. Conversely, a specification is unbiased, if all values of the encapsulated type can be generated by means of the access operations, and if—the "bias test" of [Jones 80, Ch. 15]—the operations allow one to distinguish the values of the encapsulated type.

In the example, the algebra \( A \) is a biased specification of the \textit{string} data type, because the only means of distinguishing \textit{string} values is by means of the \textit{occurs} operation, which produces identical results for sequences containing the same set of \textit{char} values. Thus, a \textit{string} in the algebra \( A \) essentially represents a
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set of \textit{char} values, and it is possible to give an unbiased specification of the data type as follows:

\begin{align*}
\text{string} &= \mathcal{F}(C) \\
\text{single}(x) &= \{x\} \\
\text{occurs}(x,s) &= \begin{cases} 
T, & \text{if } x \in S \\
F, & \text{if } x \notin S
\end{cases} \\
\text{join}(s,t) &= s \cup t
\end{align*}

Jones suggests that specifications might be subjected to his bias test and rewritten if bias is found [Jones 80, p. 264]; for example, he would suggest to replace \( A \) by the specification just given. This may be costly, however, if the specification has already been used in proofs, e.g., the correctness proofs of modules using the encapsulated type. For other authors, the problem of "extraneous detail" or "bias" in specifications is an important argument against abstract model specification techniques [Guttag 77, p 398] [Parnas 79, p. 367] [Denert 79, p. 206].

However, biased specifications restrict the class of possible representations of an encapsulated data type only when the standard representation concept is used. With behavioural equivalence as the correctness concept and the proof method based on strong correspondences, biased specifications do not cause this problem, because only the observable behaviour of the specification and the representation are relevant.

While thus the "classical" problem associated with biased specifications is eliminated by the behavioural representation concept, this does not mean that biased specifications are completely harmless. In Section 1.4, it was shown that the process of access operation refinement may be guided towards an inefficient program if based on a biased specification. Thus, the criteria to detect bias and the methods to avoid it remain useful.

In order to apply the theory of Section 4.1 to standard representation, we verify that standard representation is a representation relation in the institution \((\text{TSig}, \text{TIncl}, \text{TA1g})\).
4.5.6 Theorem. Standard representation is a representation relation in the institution \((TSig, TIncl, TAlg)\).

To be precise, we obtain a representation relation \(\sim \sim \sim_{\Sigma, V} \subseteq (TSig, TIncl, TAlg)\) by defining

\[
A \sim \sim \sim_{\Sigma, V} B \iff A \cong_{V} B \quad \text{for } A, B \in \text{Alg}(\Sigma) = TAlg(\Sigma, V).
\]

Standard representation is not chain-closed.

In the proof of the theorem, the following proposition about strong correspondences will be used.

4.5.7 Proposition. If \(\sigma: (\Sigma, V) \rightarrow (\Sigma', V')\) is a tagged signature morphism where \(\Sigma = (S, \alpha)\), and \(G: A \rightarrow B\) is a strong \(V'\)-correspondence (strong partial \(V'\)-homomorphism, strong \(V'\)-homomorphism, \(V'\)-abstraction function) between \(\Sigma'\)-algebras \(A\) and \(B\), then the correspondence \(\overline{\sigma} G: \overline{\sigma} A \rightarrow \overline{\sigma} B\) defined by \((\overline{\sigma} G)_s = G_{\sigma_s}\) for \(s \in S\) (see Proposition 4.3.14) is a strong \(V\)-correspondence (strong partial \(V\)-homomorphism, strong \(V\)-homomorphism, \(V\)-abstraction function) between \(\Sigma\)-algebras.

Proof. If \(G: A \rightarrow B\), then by Proposition 4.3.14, we have \(\overline{\sigma} G: \overline{\sigma} A \rightarrow \overline{\sigma} B\) and \(\overline{\sigma} G^U: \overline{\sigma} B \rightarrow \overline{\sigma} A\). Since \((\overline{\sigma} G^U)_s = (G^U)_{\sigma_s} = (G_{\sigma_s})^U = ((\overline{\sigma} G)_s)^U\), the correspondence \(\overline{\sigma} G^U\) is the componentwise converse of \(\overline{\sigma} G\), and hence \(\overline{\sigma} G:\overline{\sigma} A \rightarrow \overline{\sigma} B\). It is easy to see that if in addition, \(G\) consists of partial functions, total functions, or surjective partial functions, then \(\overline{\sigma} G\) does so too; hence \(\overline{\sigma}\) maps strong partial homomorphisms, strong homomorphisms and abstraction functions to strong correspondences of the same type.

Proof of Theorem 4.5.6.

We verify the axioms (a) and (b) of Definition 4.1.1.

Axiom (a): For \(\langle \Sigma, V \rangle \in TSig\), the relation \(\cong_{V}\) is a preordering on \(TAlg(\Sigma, V)\), because the \(V\)-abstraction functions between \(\Sigma\)-algebras form a category (Proposition 4.4.4.5 together with the fact that the composition of surjective functions is again surjective).
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Axiom (b): If \( \sigma: (\Sigma, V) \rightarrow (\Sigma', V') \) is a tagged signature morphism and \( A \triangleright \triangleright B \), choose an abstraction function \( h: A \mapsto B \). By Proposition 4.5.7, we have \( \bar{\sigma} h: \bar{\sigma} A \mapsto \bar{\sigma} B \), hence \( \bar{\sigma} A \Rightarrow \bar{\sigma} B \).

Thus, standard representation is a representation relation in the institution \( \langle T\text{Sig}, T\text{Incl}, T\text{Alg} \rangle \).

To see that standard representation is not chain-closed, consider the nonempty compatible chain of tagged signatures \( (\Sigma_n, \emptyset)_{n\in N} \), where

\[\Sigma_n = \text{signature}\]

\[s: \text{sort}\]

\[c_0, \ldots, c_{n-1} \rightarrow s.\]

We then have

\[\Sigma := \bigcup_{n \in N} \Sigma_n = \text{signature}\]

\[s: \text{sort}\]

\[c_0, c_1, c_2, \ldots \rightarrow s,\]

so that \( \bigcup_{n \in N} (\Sigma_n, \emptyset) = (\Sigma, \emptyset) \).

Consider the \( \Sigma \)-algebras \( A' \) and \( A \) given by

\[
\begin{align*}
A'_o &= N & A_o &= \{0, 1\} \\
A'_i() &= i & A_i() &= 0 & \text{for } i \in N.
\end{align*}
\]

Now for every \( n \in N \), there exists an abstraction function \( h \) from \( A'/\Sigma_n \) to \( A/\Sigma_n \), defined by

\[
h_s(i) = \begin{cases} 
0, & \text{if } i < n \\
1, & \text{if } i \geq n
\end{cases} \quad \text{for } i \in N.
\]

However, there does not exist a surjective partial homomorphism (whether strong or not) from \( A' \) to \( A \), for if \( h \) is a partial homomorphism from \( A' \) to \( A \), then for every \( i \in N \), we have \( (A'_i(), A_i()) = (i, 0) \in h_s \) by the correspondence property of \( h \), hence \( h_s(i) = 0 \) for all \( i \in N \), and so \( h_s \) cannot be surjective. \( \square \)
4.5 Standard Representation

Theorem 4.5.6 now makes the theory of Section 4.1 applicable to standard representation; we obtain a universal implementation concept and a composability theorem. In contrast to the representation relations equality, behavioural inclusion, and behavioural equivalence, standard representation is not chain-closed, and so the composability theorem applies only to finite systems.

I conjecture that the composability theorem still holds for infinite systems, for the following reason: Since abstraction functions are unique in suitably extended algebras (Lemma 5.2.5), a universal implementation must "extend" them in a way similar to Definition 5.1.14. Since nonempty "chains" of abstraction functions (defined in a manner to become clear in the next chapter) do have least upper bounds, it should be possible to modify the proof of the composability theorem by replacing joint approximations \( \langle K', X', K, X \rangle \) by quintuples \( \langle K', X', K, X, h \rangle \), where \( h \) is an abstraction function from \( X'/\text{Sig}(X) \) to \( X \).
Chapter 5

Stability

The previous chapter has introduced the "universal implementation" concept and shown that it forms the basis of a sound modular programming method. The present chapter aims at making this method practical. To this end, the universal implementation concept is decomposed into two parts: "simple implementation" and "stability". The "simple implementation" concept corresponds to practical data representation correctness proofs. It implies universal implementation if the implementing cell is "stable". If a programming language ensures that all its modules are stable, proofs of the simple implementation property suffice as correctness proofs in a structured correctness argument, and hence a sound, practical method for modular programming with data abstraction is established.

In the first section below, the "simple implementation" and "stability" concepts are developed in the context of an arbitrary institution. The three remaining sections investigate the stability concepts associated with the three representation relations for partial algebras that have been introduced in the previous chapter.
5.1 Simple Implementation and Stability in an Institution

Section 4.1 has presented a sound modular programming method based on the "universal implementation" relation between cells as the correctness concept. This method, however, cannot be said to be practical, or to reflect practical data abstraction.

The problem is that universal implementation is a very restrictive relation that is difficult to establish. Recall that universal implementation is the correctness relation that must hold between a cell \( (Q', R') \) and its specification \( (Q, R) \) in a structured correctness argument. The interfaces of \( (Q, R) \) can be thought of as the import and export interfaces of \( (Q', R') \) in a design graph, as shown in Figure 5-1. Naturally, we would like to be able to use the properties given in \( Q \) in the correctness proof of \( (Q', R') \). However, this is not possible if we let "correctness" mean "universal implementation": in order to prove that \( (Q', R') \) is a universal implementation of \( (Q, R) \), one has to consider the behaviour of \( (Q', R') \) on any base \( A' \) that represents a base of \( (Q, R) \). The space of such models \( A' \) is large:

Figure 5-1: A section from a design graph
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- The signature of $A'$ is a site for $\text{Sig}(Q,R)$, and thus an almost arbitrary extension of $\text{Sig}(Q)$,

- $A'$ need only represent a model $A$ such that $A/\text{Sig}(Q) \in Q$; we need not have $A'/\text{Sig}(Q) \in Q$, which means that the properties given in $Q$ can not in general be assumed to hold in $A'$.

The goal of the present section is to establish a "correctness" concept in which only models of $Q$ need to be considered as bases for $(Q',R')$, so that the properties given in $Q$ may be assumed to be valid, and no program entities beyond those in $Q$ and $R$ need to be considered. This concept is called "simple implementation".

Of course, we do not get something for nothing, and "simple implementation" does not imply "universal implementation". However, we will call those cells "stable" that are universal implementations of a specification whenever they are simple implementations of it. As we shall see in the course of this chapter, the stability property is not unduly strong, rather it is a natural condition to impose on program modules.

As in Chapter 3 and Section 4.1, we shall work in an arbitrary, but fixed, institution.

Convention. Throughout this section, the triple $(\text{Sig}, \text{Incl}, \text{Mod})$ is assumed to be an institution. The concepts that depend on an institution (such as "signature", "inclusion", or "model") are implicitly assumed to refer to the institution $(\text{Sig}, \text{Incl}, \text{Mod})$.

In order to be able to formulate the "simple implementation" concept, we need to modify the "representation" notion. Rather that just regarding it as a relation between models, we now consider a "representation category", whose objects are the models of a certain signature, and whose morphisms establish the representation relation between the models they connect.
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5.1.1 Definition. A representation functor is a functor $\text{Rep}$ from $\text{Sig}^{\text{op}}$ to a category of categories that satisfies the following axioms.

(a) for each $S \in |\text{Sig}|$, the category $\text{Rep}(S)$ has object set $\text{Mod}(S)$.

$\text{Rep}(S)$ is called the representation category of signature $S$ of $\text{Rep}$. If $J$ is a morphism from $A$ to $B$ in $\text{Rep}(S)$, we write "$J: A \xrightarrow{S} B$" and call $J$ a representation morphism from $A$ to $B$.

(b) for each $\sigma: S \to T$ in $\text{Sig}$, the object function of the functor $\overline{\sigma} := \text{Rep}(\sigma^{\text{op}}): \text{Rep}(T) \to \text{Rep}(S)$ agrees with the function $\text{Mod}(\sigma^{\text{op}}): \text{Mod}(T) \to \text{Mod}(S)$.

If $S \subseteq T$, and $J: A \xrightarrow{T} B$ is a representation morphism, let the reduct of $J$ to $S$ be the representation morphism $J/S := (S \subseteq T)^{\text{op}}(J): A/S \xrightarrow{S} B/S$.

(c) (Pair-Completeness)

whenever $S$ and $T$ are compatible signatures and $J: A \xrightarrow{S} B$ and $K: C \xrightarrow{T} D$ are representation morphisms such that

$$J/(S \cap T) = K/(S \cap T),$$

then there exists a representation morphism $L: A \sqcup C \xrightarrow{S \sqcup T} B \sqcup D$ such that

$$L/S = J \quad \text{and} \quad L/T = K.$$

The representation relation of a representation functor $\text{Rep}$ is the $|\text{Sig}|$-indexed relation $\xrightarrow{S}$ defined by

$$A \xrightarrow{S} B : \iff \exists J: A \xrightarrow{S} B.$$

The axioms (a) and (b) of this definition obviously imply that the "representation relation" of a representation functor is indeed a representation relation according to Definition 4.1.1. A more concise way of stating these two axioms is to say that $\text{Rep} \circ \text{Obj} = \text{Mod}$, where $\text{Obj}$ is the "forgetful" functor mapping categories to their object sets and functors to their object functions (this is somewhat loose, because $\text{Obj}$ is not a proper mathematical object—it should be qualified to go from a certain category of categories to a certain category of sets).
Every representation relation gives rise to a functor satisfying (a) and (b) if one expresses the representation relation for each signature as a preorder category. However, this functor is not necessarily a representation functor, as it need not satisfy the pair-completeness axiom (c). This axiom is the distinguishing feature of a representation functor; as will be seen in the proofs of this section, it enables us to restrict our attention to the signatures of the cells under consideration instead of having to take arbitrary sites into account.

The representation relations between partial algebras we studied in the previous chapter all have associated representation functors—the representation morphisms are correspondences for behavioural inclusion, strong correspondences for behavioural equivalence, and abstraction functions for standard representation. These representation functors will be presented and analysed in the three sections to follow.

For the present, it will just be shown that for the two extreme representation relations, namely equality and the total relation, the functor that maps each signature to the associated preorder category is a representation functor.

5.1.2 Proposition. If \(\sim_{S}\) is equality or the total relation, then the functor which maps \(S \in \text{Sig}\) to the preorder category defined by \(\sim_{S}\) and which maps a signature morphism \(\sigma_{\text{op}}\) to the unique functor with object function \(\text{Mod}(\sigma_{\text{op}})\) is a representation functor whose representation relation is \(\sim_{S}\).

Proof. Axioms (a) and (b) of the definition above follow immediately from the properties of a representation relation, so it remains only to show pair-completeness.

If \(\sim_{S}\) is equality, the axiom reduces to:

"if \(A \in \text{Mod}(S)\) and \(C \in \text{Mod}(T)\) are such that \(A/(S \cap T) = C/(S \cap T)\), then \((A \cup C)/S = A\) and \((A \cup C)/T = C\),

which is true by definition of \(\cup\).

If \(\sim_{S}\) is the total relation, the axiom reduces to
"if \( A, B \in \text{Mod}(S) \) and \( C, D \in \text{Mod}(T) \) are such that \( A/(S \cap T) = C/(S \cap T) \) and \( B/(S \cap T) = D/(S \cap T) \), then \( (A \cup C)/S = A, \) \( (A \cup C)/T = C, \) \( (B \cup D)/S = B \) and \( (B \cup D)/T = B \),"

which also is true by definition of \( \sqcup \).

Thus, we can define "\( R\text{Equal} \)" to be the representation functor whose representation categories are the preorder categories associated with equality (commonly called "discrete categories").

**5.1.3 Definition.** Let \( R\text{Equal} \) be the functor on \( \text{Sig}^{op} \) which maps \( S \in |\text{Sig}| \) to the discrete category with object set \( \text{Mod}(S) \), and \( \sigma^{op} \) (where \( \sigma: S \to T \) in \( \text{Sig} \)) to the functor from \( R\text{Equal}(T) \) to \( R\text{Equal}(S) \) whose object function is \( \text{Mod}(\sigma^{op}) \).

**Convention.** For the remainder of this section, it will be assumed that \( \text{Rep} \) is a representation functor in \( (\text{Sig}, \text{Incl}, \text{Mod}) \), and that \( \sim \) is its representation relation. Concepts that depend on a representation functor or representation relation, such as "universal implementation" or "simple implementation" (to be defined later), implicitly refer to \( \text{Rep} \) and \( \sim \).

The pair-completeness property of a representation functor allows us to derive a sufficient condition for "universal implementation" in which one need not consider models whose signature is an arbitrary site for the specification cell signature \( (E, D) \), but only models of signature \( E \). In other words, the possible presence of arbitrary additional program entities beyond those of \( E \) need no longer be taken into account explicitly.

**5.1.4 Theorem.** Let \( (Q, R) \) be a cell of signature \( (E, D) \). A cell \( (Q', R') \) of signature \( (E', D') \) is a universal implementation of \( (Q, R) \), if \( (E', D') \) is a syntactic refinement of \( (E, D) \) and whenever \( J: A' \to A \) is a representation morphism such that \( A \in Q \), then

\[ A' \text{ is a base for } (Q', R'), \]
there exists a result of \( \langle Q', R' \rangle \) on \( A' \), and

whenever \( B' \) is a result of \( \langle Q', R' \rangle \) on \( A' \),

then there exists a representation morphism

\[
K: B' \xrightarrow{E \cup D} B
\]

such that \( B \) is a result of \( \langle Q, R \rangle \) on \( A \)

and \( K/E = J \).

Proof. Let \( \langle Q, R \rangle \) be a cell of signature \( \langle E, D \rangle \) and \( \langle Q', R' \rangle \) be a cell of signature \( \langle E', D' \rangle \) such that the criterion of the theorem is satisfied. We prove that \( \langle Q', R' \rangle \) is a universal implementation of \( \langle Q, R \rangle \).

Let \( F \) be a site for \( \langle E, D \rangle \), let \( A \in \text{Mod}(F) \) be a base for \( \langle Q, R \rangle \), and let \( A' \xrightarrow{F} A \). We can pick a representation morphism \( J: A' \xrightarrow{F} A \). Since \( A/E \in Q \) and \( J/E: A'/E \xrightarrow{E} A/E \), the criterion of the theorem applies to \( J/E \).

The model \( A' \in \text{Mod}(F) \) is a base for \( \langle Q', R' \rangle \), because \( F \) is a site for \( \langle E', D' \rangle \) \( \langle E', D' \rangle \) is a syntactic refinement of \( \langle E, D \rangle \), and because \( A'/E \) is a base for \( \langle Q', R' \rangle \) by the criterion of the theorem and hence

\[
A'/E' = (A'/E)/E' \in Q'.
\]

Also by the criterion, there exists a result \( C \) of \( \langle Q', R' \rangle \) on \( A'/E \). The models \( A' \) and \( C \) can be joined, because the meet of their signatures is

\[
F \cap (E \cup D') = F \cap (E \cup D) = E,
\]

and \( C/E = A'/E \). The model \( A' \cup C \) of signature \( F \cup D' = F \cup D \) is a result of \( \langle Q', R' \rangle \) on \( A' \), because \( (A' \cup C)/F = A' \) and \( (A' \cup C)/D = C/D \in R' \). Thus, there exists a result of \( \langle Q', R' \rangle \) on \( A' \).

Finally, let \( B' \) be a result of \( \langle Q', R' \rangle \) on \( A' \). Then \( B'/E \cup D' \) is a result of \( \langle Q', R' \rangle \) on \( A'/E \), because \( (B'/E \cup D')/E = B'/E = (B'/F)/E = A'/E \), and \( (B'/E \cup D')/D' = B'/D' \in R' \). By the criterion of the theorem, there exists a representation morphism \( L: B'/E \cup D' \xrightarrow{E \cup D} C \) such that \( C \) is a result of \( \langle Q, R \rangle \) on \( A/E \), and \( L/E = J/E \). The intersection of the signatures of \( L \) and \( J \) is \( (E \cup D') \cap F = (E \cup D) \cap F = E \), and hence the pair-completeness axiom can be applied to \( J \) and \( L \). By the axiom, we can pick a representation morphism

\[
K: A' \cup (B'/E \cup D') \xrightarrow{F \cup D'} A \cup C.
\]
The model on the left is $B'$, which follows from the uniqueness of joins and the facts that $B'$ is of signature $F \cup D'$ and $B'/F = A'$. The model $A \cup C$ is a result of $(Q, R)$ on $A$, because $(A \cup C)/F = A$ and $(A \cup C)/D = C/D \in R$. Thus, $B$ represents a result of $(Q, R)$ on $A$, which completes the proof that $(Q', R')$ is a universal implementation of $(Q, R)$. □

The sufficient condition for "universal implementation" provided by this theorem is quite similar to a theorem by Mitchell dealing with "observational equivalence" of data type representations in the second-order typed λ-calculus [Mitchell 86, Theorem 6] (in fact, I only wrote down the present theorem explicitly after seeing Mitchell's theorem). Mitchell deals with "logical relations" that play a rôle similar to representation morphisms. Mitchell's theorem states that when a given logical relation $\mathcal{R}$ relating the environments of two data type representations can be extended to a relation $\mathcal{R}^+$ relating the results of the two representations as well, then any term of the second-order language SOL [MP 84] will produce $\mathcal{R}$-related results over the two representations. If, for example, $\mathcal{R}$ is the identity relation on "program types" that are considered observable, this means that every program will have the same observable results over the two representations.

It appears, however, that Mitchell's theorem is not strong enough to deal with several data type representation in a program, because the criterion only deals with a fixed logical relation $\mathcal{R}$. When a data type representation imports entities from another, "lower level", representation, it must be capable of extending the logical relation that is the result of the extension process of the lower level representation, and this relation will in general be different for different representations of the lower level data type. Hence it appears that to make Mitchell's theorem applicable to multiple data type representation within a program, a universal quantification over logical relations is necessary rather like in Theorem 5.1.4 above.

A second criticism, which applies to Mitchell's theorem as well as to Theorem 5.1.4 above, is that the criterion is still too strong to require programmers to prove it, because they would have to consider the behaviour of the implementation cell $(Q', R')$ on bases that only represent members of the abstract require-
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I criticized that already in the development method of Sannella and Tarlecki (cf. page 10–15), because it means that the designer of a module can not take the abstract import interface \( Q \) for granted when designing and verifying the implementation, and thus an essential aspect of data abstraction is missing.

In order to solve this problem, a correctness criterion called “simple implementation” will now be introduced. This criterion is to be proved by the designer of an implementation; it reflects the way data type representations are proved correct in practice, and it allows the designer to use the abstract import interface in the proof, in accordance with the view of data abstraction explained in Section 1.1.

5.1.5 Definition (Simple Implementation).

Let \((Q, R)\) be a cell of signature \((E, D)\). A simple implementation of \((Q, R)\) (with respect to \(Rep\)) is a cell \((Q', R')\) of signature \((E', D')\) such that \((E', D')\) is a syntactic refinement of \((E, D)\) and whenever \(A \in Q\), then

\[
\text{A is a base for } (Q', R'), \text{ and}
\]

whenever \(B'\) is a result of \((Q', R')\) on \(A\)

then there exists a representation morphism

\[
J: B' \xrightarrow{E \cup D} B
\]

such that \(B\) is a result of \((Q, R)\) on \(A\)

and \(J/E = \text{id}(A): A \xrightarrow{E} A\)

\[\Box\]

This definition is illustrated in Figure 5-2.

Figure 5-2: Simple Implementation
Comparing this figure with the one illustrating "universal implementation" (Figure 4-1), we find that the simple implementation concept is simpler in three ways.

- the bases under consideration are of signature \( E \) rather than an arbitrary site \( F \) for \( \langle E, D \rangle \);
- the behaviour of \( \langle Q', R' \rangle \) is investigated on \( A \) itself, rather than on an arbitrary representation \( A' \) of \( A \). This means that the properties stated in \( Q \) may be taken for granted when \( \langle Q', R' \rangle \) is designed or verified;
- there is no need to verify explicitly that \( \langle Q', R' \rangle \) has a result on \( A \); it is sufficient to verify that \( A \) is a base for \( \langle Q', R' \rangle \) and then to establish a representation morphism for an arbitrary result \( B' \).

However, "simple implementation" also imposes an additional requirement compared to "universal implementation":

- given a result \( B' \) of \( \langle Q', R' \rangle \) on \( A \), a representation morphism to some result \( B \) of \( \langle Q, R \rangle \) must be constructed that reduces to the identity, whereas "universal implementation" required only that \( B' \) was a representation of \( B \) (i.e., any representation morphism from \( B' \) to \( B \) would suffice).

5.1.6 Proposition. The simple implementation relation is a preordering on the set of cells.

Proof. To show transitivity, suppose that \( \langle Q, R \rangle \) is an \( \langle E, D \rangle \)-cell, \( \langle Q', R' \rangle \) is an \( \langle E', D' \rangle \)-cell, and \( \langle Q'', R'' \rangle \) is an \( \langle E'', D'' \rangle \)-cell such that \( \langle Q'', R'' \rangle \) is a simple implementation of \( \langle Q', R' \rangle \) and \( \langle Q', R' \rangle \) is a simple implementation of \( \langle Q, R \rangle \). By Proposition 3.1.17 (a), \( \langle E'', D'' \rangle \) is a syntactic refinement of \( \langle E, D \rangle \). Now suppose that \( A \in Q \). The signature of \( A \) is \( E \), and this is a site for \( \langle E, D \rangle \), hence for \( \langle E', D' \rangle \) and \( \langle E'', D'' \rangle \). By simple implementation, \( A \) is a base for \( \langle Q', R' \rangle \), hence \( A/E' \in Q' \). By simple implementation, \( A/E' \) is a base for \( \langle Q'', R'' \rangle \), hence \( A/E'' = (A/E')/E'' \in Q'' \). Thus, \( A \) is a base for \( \langle Q'', R'' \rangle \).

Now let \( B'' \) be a result of \( \langle Q'', R'' \rangle \) on \( A \). Then \( B''/(E' \cup D'') \) is a result of \( \langle Q'', R'' \rangle \) on \( A/E' \), and by simple implementation, there exists a representation
morphism $J: B''/(E' \cup D'') \rightarrow B'$, where $B'$ is a result of $(Q', R')$ on $A/E'$ and $J/E' = \text{id}(A/E')$.

The representation morphisms $\text{id}(A)$ and $J$ satisfy the assumptions of the pair-completeness axiom, because the intersection of their signatures is

$$E \cap (E' \cup D'') = E \cap (E' \cup D') = E'$$  \hspace{5cm} (Proposition 3.1.17 (c))

and because $\text{id}(A)/E' = \text{id}(A/E') = J/E'$.

Hence we can pick $K: A \cup B''/(E' \cup D'') \rightarrow A \cup B'$ such that $K/E = \text{id}(A)$. Note that $A \cup B''/(E' \cup D'') = B''$ by the uniqueness of joins, hence $K: B'' \rightarrow A \cup B'$. Now $A \cup B'$ is a result of $(Q', R')$ on $A$, and by simple implementation, there exists $L: A \cup B' \rightarrow B$, where $B$ is a result of $(Q, R)$ on $A$ and $L/E = \text{id}(A)$. The composition of $K$ and $L$ is the desired representation morphism $(K; L): B'' \rightarrow B$, because $(K; L)/E = (K/E); (L/E) = \text{id}(A)$; $\text{id}(A) = \text{id}(A)$.

To show reflexivity, let $(Q, R)$ be an $(E, D)$-cell. The cell signature $(E, D)$ is a syntactic refinement of itself (Prop. 3.1.17 (a)), and if $A \in Q$, then $A$ is a base for $(Q, R)$, and if $B'$ is a result of $(Q, R)$ on $A$, then $\text{id}(B')$ is the desired representation morphism, because $\text{id}(B')/E = \text{id}(A)$ by functorality.

Another interesting property of "simple implementation" is its "monotonicity" in the sense that a larger representation category makes it more general.

5.1.7 Proposition. Let $\text{Rep}$ and $\text{Rep}'$ be two representation functors such that for all $S \in |\text{Sig}|$, $\text{Rep}(S)$ is a subcategory of $\text{Rep}'(S)$ and if $\sigma: S \rightarrow T$ in $|\text{Sig}|$, then the functor $\text{Rep}'(\sigma^{\text{op}})$ agrees with $\text{Rep}(\sigma^{\text{op}})$ on $\text{Rep}(T)$.\(^1\) If a cell $(Q', R')$

\(^1\)In more advanced categorial language, the $|\text{Sig}|$-indexed family of inclusion functors from $\text{Rep}(S)$ to $\text{Rep}'(S)$ is a natural transformation from $\text{Rep}$ to $\text{Rep}'$; the proposition easily generalizes to an arbitrary natural transformation from $\text{Rep}$ to $\text{Rep}'$ whose component functors have identities as object functions.
is a simple implementation of a cell \(\langle Q, R \rangle\) with respect to \(\text{Rep}\), then \(\langle Q', R' \rangle\) is a simple implementation of \(\langle Q, R \rangle\) with respect to \(\text{Rep}'\).

**Proof.** Let \(\langle Q', R' \rangle\) be a simple implementation of \(\langle Q, R \rangle\) with respect to \(\text{Rep}\). Then the signature of \(\langle Q', R' \rangle\) is syntactic refinement of the signature of \(\langle Q, R \rangle\). If \(A \in Q\), then \(A\) is a base for \(\langle Q', R' \rangle\), and if \(B'\) is a result of \(\langle Q', R' \rangle\) on \(A\), then there exists a representation morphism \(J: B' \sim B\) in \(\text{Rep}\) such that \(B\) is a result of \(\langle Q, R \rangle\) on \(A\) and \(J/E = \text{id}(A)\). But then \(J\) is also a representation morphism in \(\text{Rep}'\), and

\[
J/E = \text{Rep}'((E \subseteq E \cup D)^{op})(J) = \text{Rep}((E \subseteq E \cup D)^{op})(J) = \text{id}(A),
\]

as the identity morphisms are the same in \(\text{Rep}(E)\) and \(\text{Rep}'(E)\). Hence \(\langle Q', R' \rangle\) is a simple implementation of \(\langle Q, R \rangle\) with respect to \(\text{Rep}'\).

This proposition indicates that it is generally better to work with richer representation categories, since this simplifies the task of proving the "simple implementation" relation between cells.

As an example, let us determine the simple implementation relation associated with \(R\text{Equal}\).

**5.1.8 Proposition.** A cell \(\langle Q', R' \rangle\) is a simple implementation of a cell \(\langle Q, R \rangle\) with respect to \(R\text{Equal}\) if and only if the signature of \(\langle Q', R' \rangle\) is a syntactic refinement of the signature of \(\langle Q, R \rangle\), and whenever \(A \in Q\), then

- \(A\) is a base for \(\langle Q', R' \rangle\), and
- every result of \(\langle Q', R' \rangle\) on \(A\) is a result of \(\langle Q, R \rangle\) on \(A\).

**Proof.** Rewrite Definition 5.1.5 using the fact that "\(J: B' \sim B\)" is equivalent to "\(B = B'\) and \(J = \text{id}(B)\)".

This relation is weaker than "universal implementation with respect to equality", that is, weaker than refinement (Prop. 4.1.6), in that the cell \(\langle Q', R' \rangle\) is not required to have a result on \(A\). This is just the simplified refinement notion that was discussed briefly at the end of Section 3.1.
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We now begin to investigate the relationship between universal implementation and simple implementation. The crucial observation (in fact, the main idea underlying the "simple implementation" notion) is the following.

5.1.9 Proposition. A universal implementation of a simple implementation of a cell is a universal implementation of that cell.

Proof. Let \( \langle Q, R \rangle \) be an \( \langle E, D \rangle \)-cell, let \( \langle Q', R' \rangle \) be an \( \langle E', D' \rangle \)-cell, and let \( \langle Q'', R'' \rangle \) be an \( \langle E'', D'' \rangle \)-cell, and suppose that \( \langle Q'', R'' \rangle \) is a universal implementation of \( \langle Q', R' \rangle \) and \( \langle Q', R' \rangle \) is a simple implementation of \( \langle Q, R \rangle \).

Since \( \langle E'', D'' \rangle \) is a syntactic refinement of \( \langle E', D' \rangle \) by universal implementation and \( \langle E', D' \rangle \) is a syntactic refinement of \( \langle E, D \rangle \) by simple implementation, it follows that \( \langle E'', D'' \rangle \) is a syntactic refinement of \( \langle E, D \rangle \).

Now let \( A \in \text{Mod}(F) \) be a base for \( \langle Q, R \rangle \) and \( A' \xrightarrow{\sim} A \). By syntactic refinement, \( F \) is a site for \( \langle E', D' \rangle \) and \( \langle E'', D'' \rangle \), and \( G := F \cup D = F \cup D' = F \cup D'' \). Now \( A/E \in Q \), hence by simple implementation, \( A/E \) is a base for \( \langle Q', R' \rangle \), hence \( A/E' = (A/E)/E' \in Q' \), and so \( A \) is a base for \( \langle Q', R' \rangle \). By universal implementation, \( A' \) is a base for \( \langle Q'', R'' \rangle \), and there exists a result of \( \langle Q'', R'' \rangle \) on \( A' \).

Now let \( B'' \) be a result of \( \langle Q'', R'' \rangle \) on \( A' \). By universal implementation, there exists a result \( B' \) of \( \langle Q', R' \rangle \) on \( A \) such that \( B'' \xrightarrow{G} B' \). This means that we can pick a representation morphism \( J: B'' \xrightarrow{G} B' \).

Recall that \( A/E \in Q \). Now \( C' := B'/(E \cup D') \) is a result of \( \langle Q', R' \rangle \) on \( A/E \), as \( C'/E = B'/E = (B'/F)/E = A/E \), and \( C'/D' = B'/D' \in R' \). By simple implementation, there exists a representation morphism \( L: C' \xrightarrow{E \cup D'} C \) such that \( C \) is a result of \( \langle Q, R \rangle \) on \( A/E \) and \( L/E = \text{id}(A/E) \).

Now \( L \) and \( \text{id}(A) \) satisfy the assumptions of the pair-completeness axiom for representation morphisms (Axiom (c) of Def. 5.1.1), since the intersection of their signatures is

\[ (E \cup D') \cap F = (E \cup D) \cap F \quad \text{(syntactic refinement, cf. Prop. 3.1.17 (c))} \]

\[ = E \quad \text{(}\hspace{1pt}F \text{ is a site for } \langle E, D \rangle) \],
and \( L/E = \text{id}(A/E) = \text{id}(A)/E \). Hence we can pick a representation morphism

\[ K: A \cup C' \xrightarrow{\sim} A \cup C. \]

Now \( A \cup C' = B' \) by uniqueness of joins (since \( B'/F = A \) and \( B'/(E \cup D') = C' \)). Hence \( K: B' \xrightarrow{\sim} A \cup C, \) and \( (J; K): B'' \xrightarrow{\sim} A \cup C, \)

which means that \( B'' \xrightarrow{\sim} A \cup C. \)

Finally, \( A \cup C \) is a result of \( \langle Q, R \rangle \) on \( A \), because \( (A \cup C)/F = A/F = A \)

and \( (A \cup C)/D = C/D \in R. \)

Hence \( \langle Q'', R'' \rangle \) is a universal implementation of \( \langle Q, R \rangle. \)

A first consequence of this proposition is that if a universal implementation

\( \langle Q', R' \rangle \) of a cell \( \langle Q, R \rangle \) is developed in several steps:

\[ \langle Q', R' \rangle = \langle Q^{(n)}, R^{(n)} \rangle \text{ impl. of } \cdots \]

... impl. of \( \langle Q^{(1)}, R^{(1)} \rangle \) impl. of \( \langle Q^{(0)}, R^{(0)} \rangle = \langle Q, R \rangle \quad (n \geq 1), \]

the universal implementation property must be verified only at the last step

\( \langle Q^{(n)}, R^{(n)} \rangle \) universal implementation of \( \langle Q^{(n-1)}, R^{(n-1)} \rangle \),

while in all the other steps, only the simple implementation property needs to be verified.

We shall go further, however, and make it unnecessary for a programmer to verify the universal implementation property even at the last step.

Note that while generally, cells may be defined by arbitrary mathematical predicates, the final cell of a chain of implementations will have to be coded in a programming notation to be useful, and a programming notation is a rather restrictive formal language. This restriction may actually be beneficial, for by appropriately designing the programming notation one may ensure useful semantic properties of the final cell.

It is well known that programming languages intended to support data abstraction should be designed such that access to encapsulated data type is possible only by means of the access functions explicitly provided by the encapsulation. It is difficult to see, however, what the semantic properties are that this "limited access" to encapsulated data type entails.

Rather than trying to determine these properties from existing languages, we shall postulate a property of cells, called "stability", on the basis of the theoretical notions "universal implementation" and "simple implementation".
5.1.10 Definition. A cell is stable, if it is a universal implementation of every cell of which it is a simple implementation.

It is clear that if the final cell of a sequence of implementation steps is stable, then at each step only the simple implementation property needs to be proved—since the final cell is stable, it is then a universal implementation of the cell it simply implements, and hence (by Proposition 5.1.9) a universal implementation of the cell with which the development began.

From the definition, however, stability appears to be a very strong requirement on cells. We shall now develop some simpler characterizations of stability, and in the sections to follow investigate the stability notions for representation functors in $\langle \text{TSig}, \text{TIncl}, \text{TAlg} \rangle$. As we shall see, stability is a property we may reasonably expect the modules of a data abstraction programming language to have.

From Proposition 5.1.9, one easily obtains the following elegant characterization of stability.

5.1.11 Theorem. A cell is stable, if and only if it is a universal implementation of itself.

Proof. Let $\langle Q, R \rangle$ be a cell.

Suppose first that $\langle Q, R \rangle$ is stable. By Proposition 5.1.6, $\langle Q, R \rangle$ is a simple implementation of itself. By stability, $\langle Q, R \rangle$ is a universal implementation of itself.

Conversely, suppose that $\langle Q, R \rangle$ is a universal implementation of itself. If $\langle Q', R' \rangle$ is a cell of which $\langle Q, R \rangle$ is a simple implementation, then $\langle Q, R \rangle$ is a universal implementation of the simple implementation $\langle Q, R \rangle$ of $\langle Q', R' \rangle$, hence a universal implementation of $\langle Q', R' \rangle$ by Proposition 5.1.9. Thus, $\langle Q, R \rangle$ is stable.

This characterization is simpler than the definition of stability, because no quantification over cells is involved any more.
An interesting observation is that the right hand side of this characterization, "universal implementation of itself", depends only on the representation relation of $Rep$ and is independent of the way this representation relation is characterized by representation morphisms. This is remarkable because "stability" is defined using "simple implementation", which does depend on the representation morphisms. In particular, this observation allows us to associate the stability notion with a representation relation rather than with a representation functor. So do, for example, the headings of the remaining three sections of this chapter.

As an example of the application of Theorem 5.1.11, we now determine the stability notion associated with the representation relation "equality".

5.1.12 Proposition. A cell is stable for equality, if and only if it is consistent.

Proof. By Theorem 5.1.11, a cell is stable for equality, if and only if it is a universal implementation of itself with respect to equality. By Proposition 4.1.6, this is equivalent to the cell’s being a refinement of itself, and by Proposition 3.1.19 (c), this is equivalent to the cell’s being consistent.

In particular, this means that the simplified refinement notion in which one does not check whether the refinement has a result (i.e., simple implementation with respect to equality as just characterized in Prop. 5.1.12), can be used in modular programming, provided that the cells developed are guaranteed to be consistent. This will of course be the case for well-defined programming notations, as already remarked after Example 3.1.14. Thus, we have encountered the first (simple) instance of a stability notion that is both reasonable to assume of the modules of a programming notation and useful to simplify the programmer’s correctness arguments.

As another application of Theorem 5.1.11, we can prove that the composition of cells preserves stability.
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5.1.13 Theorem. Let \( M \) be a system of stable cells, and let \( C \) be a signature compatible with the join of the definition signatures of \( M \). Then \( \Box_C M \) is stable.

Proof. Let \( \prec \) be the syntactic dependence ordering of the signature of \( M \). By Theorem 3.5.6, \([M, \prec]\) is a decomposition of \( \Box_C M \). Since the cells of \( M \) are universal implementation of themselves, the composability theorem yields that \( \Box_C M \) is a universal implementation of \( \Box_C M \). Hence \( \Box_C M \) is stable.

This theorem implies that if all cells that can be defined in a programming notation are stable, then all the cells composed from such cells are also stable. As a consequence, modular programming with data abstraction can be used recursively: each of the implementation cells in a structured correctness argument may be designed as the composition of another modular system. If the implementation cells at the bottom of such a hierarchy of modular systems are stable, then all the composed cells arising at higher levels will also be stable, and only the simple implementation property needs to be verified throughout the development.

Modular programming with data abstraction has now been formalized as consisting of development steps of two types:

- "decomposition" of a cell into a cell system (Def. 3.2.10), which can be performed by means of a design graph (cf. the discussion at the end of Section 3.2),

- "simple implementation" of a cell by another cell (Def. 5.1.5).

The theorems of this thesis show that if the final implementation cells (i.e., those that are not themselves realized by a modular system) are stable, then the cell obtained by composing these cells is a universal implementation of the global cell with which the development began. In particular, the model produced by the implementation on any (representation of a) model of the external requirement interface is guaranteed to be a representation of a model of the external result interface.
The following definition presents a useful sufficient criterion for the stability of a cell.

5.1.14 Definition. A cell \( (Q, R) \) of signature \( (E, D) \) extends representation morphisms, if whenever \( A \in Q \) and \( J: A' \overset{E}{\sim} A \) is a representation morphism, then

\[
A' \in Q,
\]

there exists a result of \( (Q, R) \) on \( A' \), and

whenever \( B' \) is a result of \( (Q, R) \) on \( A' \),

then there exists a representation morphism

\[
K: B' \overset{E \cup D}{\sim} B
\]

such that \( B \) is a result of \( (Q, R) \) on \( A \) and

\[
K/E = J.
\]

5.1.15 Theorem. A cell that extends representation morphisms is stable.

Proof. Let \( (Q, R) \) be a cell that extends representation morphisms. By Theorem 5.1.4, applied with \( (Q', R') = (Q, R) \), it follows that \( (Q, R) \) is a universal implementation of itself, and hence is stable by Theorem 5.1.11). 

It was remarked earlier that in a programming language intended to support data abstraction, all modules should be stable. Theorem 5.1.15 indicates that this requirement is a reasonable one, since criteria very similar to "extension of representation morphisms" have already been proved for some programming notations.

In the research on "representation independence" properties of the typed \( \lambda \)-calculus, "logical relations" play a rôle similar to representation morphisms in this thesis, because observational equivalence of models is characterized by the existence of a logical relation between them [Mitchell 86, Section 6.2]. The "Fundamental Theorem of Logical Relations" [Plotkin 80, p. 365] [Statman 85, p. 92] [MM 85, p. 230] states that the denotations of a term of the typed \( \lambda \)-calculus
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(or second-order typed \(\lambda\)-calculus) over models related by a logical relation are
again related. This means that program modules consisting of definitions in the
(second-order) typed \(\lambda\)-calculus extend logical relations.

Unfortunately, however, logical relations do not fit into the theory of this the-
thesis, because the composition of logical relations is not always a logical relation,
and hence the logical relations between models of a certain signature need not
form a category. This makes it impossible to decompose the "universal imple-
mentation" concept into simple implementation and stability according to the
present theory, because the proof of the important Proposition 5.1.9 depends on
the composability of representation morphisms. It is thus an interesting problem
to find a variant of the "logical relation" concept that is closed under compo-
sition and that still allows one to prove the "Fundamental Theorem of Logical
Relations" to the effect that all expressions of the typed \(\lambda\)-calculus have related
denotations in related models.

I conjecture that for combinatory extensional type structures (for terminol-
ogy, see [Barendregt 84, Appendix A.1]), a relation \(R \subseteq \prod_{i \in I} A(i)\) need only be
required to satisfy

\[ R_{\sigma \rightarrow \tau}(f(i)) \implies \forall (x(i)) \in R_{\sigma}: (f(i)x(i)) \in R_{\tau} \quad (*) \]

rather than the usual definition (which has "\(\iff\)" in this formula), provided it
relates the combinators \(K_{\sigma\tau}\) and \(S_{\sigma\tau\rho}\) of the respective models, i.e.,

\[ \forall \sigma\tau\rho: \quad \langle K_{\sigma\tau}^{(i)} \rangle \in R_{\sigma \rightarrow (\tau \rightarrow \sigma)} \]
\[ \langle S_{\sigma\tau\rho}^{(i)} \rangle \in R_{(\sigma \rightarrow (\tau \rightarrow \rho)) \rightarrow ((\sigma \rightarrow \tau) \rightarrow (\sigma \rightarrow \rho))}. \]

This should work because in combinatory extensional type structures, all \(\lambda\)-ex-
pressions can be translated into expressions with the same semantic value that
are built from the combinators using application only [Barendregt 84, Ch. 7].
The implication \((*)\) above ensures that the results of applying related functions
to related arguments are again related.

A theory that perfectly fits the framework of this thesis has recently been de-
dsigned by Nipkow [Nipkow 86]. Nipkow deals with so-called "structures", which
are many-sorted algebras with possibly nondeterministic operations. The signatures of these algebras are a slight variant of tagged algebraic signatures and can be equipped with signature morphisms and inclusions in the same manner. These signatures, together with the (small) structures as models, form an institution. Nipkow does not explicitly introduce a representation relation, but deals with "simulations" between structures, which are the representation morphisms of a representation functor. In particular, a simulation between structures with deterministic operations is just a strong correspondence.

Nipkow considers a programming language containing function application, local binding (let), lists, the conditional (if), recursion, and an "angelic choice" operator, and proves that for every program in this language that produces results of "visible" types, the meanings of the program over two structures related by a simulation satisfy a certain "implementation relation". This relation has no direct counterpart in the present theory. However, exploiting the internal details and constructions of Nipkow's proof, it is possible to conclude that every function definable in Nipkow's language is compatible with a given simulation \( \sqsubseteq \) between two structures \( A \) and \( C \). To this end, one introduces constants \( !_{ac} \) for every \( a \in A \) and \( c \in C \) satisfying \( a \sqsubseteq c \), with the interpretations \( A !_{ac} = a \) and \( C !_{ac} = c \). Then one considers programs consisting of the expression \( f(Lc) \) in an arbitrary context of declarations (by let and letrec) containing a definition of \( f \). Nipkow's proof then allows one to conclude that when such a program may diverge (i.e., fail to deliver a result value) in \( C \), it also may diverge in \( A \), and every possible result value in \( C \) is related by the simulation \( \sqsubseteq \) to a possible result value in \( A \). Since this holds for every constant of the form \( {!_{ac}} \), it follows that the function \( f \) is compatible with the simulation \( \sqsubseteq \). Thus, the functions definable in Nipkow's language over the models \( A \) and \( C \) may be added to \( A \) and \( C \) without destroying the simulation property of \( \sqsubseteq \). We may therefore conclude that modules consisting of function definitions in Nipkow's language extend simulations.

Thus, Nipkow's paper exhibits a reasonably rich programming language that by adding a suitable module definition facility can be turned into a language in which all modules are stable for simulation (more precisely, the representation relation associated with simulations), and which therefore supports data abstrac-
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During the development of modular programs in this language, it suffices to prove that each cell is a simple implementation of its specification.

However, Nipkow’s language does not provide new data type definition facilities. These are an essential ingredient of a useful data abstraction programming language. It is not too difficult to add such facilities to the language while preserving stability of its modules—it suffices to prove that the type constructors (whose instantiations may be regarded as modules) extend simulations. A module can then be regarded as a composition of type definitions and operation definitions, and since each of these extends simulations, the whole module does. It is easily proved that standard type constructors such as product, union or “list” extend simulations.

5.2 Stability for Behavioural Inclusion

This section analyses the stability notion associated with the representation relation “behavioural inclusion” between partial algebras.

First, we present a representation functor whose representation relation is behavioural inclusion.

5.2.1 Definition. Let \( \text{Corr}: \text{TSig}^{op} \to \text{LCat} \) be the functor mapping \( \langle \Sigma, V \rangle \in |\text{TSig}| \) to the category of \( V \)-correspondences between small \( \Sigma \)-algebras (cf. Proposition 4.3.6), and a tagged signature morphism \( \sigma: \langle \Sigma, V \rangle \to \langle \Sigma', V' \rangle \) (with \( S \) and \( S' \) the sort sets of \( \Sigma \) and \( \Sigma' \)) to the functor \( \text{Corr}(\sigma^{op}) \): \( \text{Corr}(\Sigma', V') \to \text{Corr}(\Sigma, V) \) which maps a correspondence \( G = \langle G_\sigma \rangle_{\sigma \in S'}: A \underset{V'}{\leftrightarrow} B \) in \( \text{Corr}(\Sigma', V') \) to the correspondence \( \text{Corr}(\sigma^{op})(G) := \bar{\sigma} G = \langle G_{\bar{\sigma}} \rangle_{\sigma \in S}: \bar{\sigma} A \underset{V}{\leftrightarrow} \bar{\sigma} B \) in \( \text{Corr}(\Sigma, V) \) (cf. Proposition 4.3.14).

5.2.2 Proposition. \( \text{Corr} \) is a representation functor in \( (\text{TSig}, \text{TIncl}, \text{TAlg}) \), and its representation relation is behavioural inclusion.
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Proof. First, we check that for each \( \sigma: (\Sigma, V) \rightarrow (\Sigma', V') \) in \( \text{TSig} \), \( \text{Corr}(\sigma^{\text{op}}) \) is a functor from \( \text{Corr}(\Sigma', V') \) to \( \text{Corr}(\Sigma, V) \). By Proposition 4.3.14, the functor \( \text{Corr}(\sigma^{\text{op}}) \) maps a correspondence \( G: A \xrightarrow{\nu} B \) in \( \text{Corr}(\Sigma', V') \) to a correspondence \( \overline{\sigma}G = \text{Corr}(\sigma^{\text{op}})(G): \overline{\sigma}A \xrightarrow{\nu} \overline{\sigma}B \) in \( \text{Corr}(\Sigma, V) \). For \( A \in \text{TA}_{I}g(\Sigma', V') = \text{Alg}(\Sigma') \), we have

\[
\text{Corr}(\sigma^{\text{op}})(\text{id}(A)) = \langle (\text{id}(A))_{s} \rangle_{s \in S} = \langle \text{id}(A_{s}) \rangle_{s \in S} = \langle \text{id}(\overline{\sigma}A) \rangle_{s \in S} = \text{id}(\overline{\sigma}A),
\]

and if \( G: A \xrightarrow{\nu} B \) and \( H: B \xrightarrow{\nu} C \) in \( \text{Corr}(\Sigma', V') \), then

\[
\text{Corr}(\sigma^{\text{op}})(G ; H) = \langle (G ; H)_{s} \rangle_{s \in S} = \langle G_{s} ; H_{s} \rangle_{s \in S} = \langle (\text{Corr}(\sigma^{\text{op}})G)_{s} ; (\text{Corr}(\sigma^{\text{op}})H)_{s} \rangle_{s \in S} = \langle \text{Corr}(\sigma^{\text{op}})G ; \text{Corr}(\sigma^{\text{op}})H \rangle.
\]

Hence \( \text{Corr}(\sigma^{\text{op}}) \) is a functor from \( \text{Corr}(\Sigma', V') \) to \( \text{Corr}(\Sigma, V) \).

Next, we check that \( \text{Corr} \) is a functor. First, \( \text{Corr} \) maps identity signature morphisms to identity functors, because if \( (\Sigma, V) \in |\text{TSig}| \), \( S \) the sort set of \( \Sigma \), then \( \text{Corr}((\text{id}(\Sigma, V))^{\text{op}}) \) maps an arrow \( G: A \xrightarrow{\nu} B \) in \( \text{TSig}(\Sigma, V) \) to

\[
\text{Corr}((\text{id}(\Sigma, V))^{\text{op}})G = \text{Corr}((\text{id}(S + F))^{\text{op}})G
= \langle G_{\text{id}(S + F)(s)} \rangle_{s \in S}
= \langle G_{s} \rangle_{s \in S}
= G.
\]

Second, \( \text{Corr} \) preserves composition, because if \( \sigma: (\Sigma, V) \rightarrow (\Sigma', V') \) and \( \tau: (\Sigma', V') \rightarrow (\Sigma'', V'') \) in \( \text{TSig} \) \( S \) and \( S' \) the sort sets of \( \Sigma \) and \( \Sigma' \), then \( \text{Corr}(\tau^{\text{op}} ; \sigma^{\text{op}}) \) maps a morphism \( G \) of \( \text{Corr}(\Sigma'', V'') \) to

\[
\text{Corr}(\tau^{\text{op}} ; \sigma^{\text{op}})G = \text{Corr}((\sigma ; \tau)^{\text{op}})G
= \langle G_{(\sigma ; \tau)s} \rangle_{s \in S}
= \langle G_{\tau(\sigma)s} \rangle_{s \in S}
\]
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\[
= \text{Corr}(\sigma^{op})\langle G_{\tau_{s}} \rangle_{s \in S} \\
= \text{Corr}(\sigma^{op})(\text{Corr}(\tau^{op})G) \\
= (\text{Corr}(\tau^{op}) \cdot \text{Corr}(\sigma^{op}))G.
\]

Finally, we check the three axioms of Definition 5.1.1.

Axiom (a): By definition, \text{Corr}(\Sigma, V) has object set \text{TAlg}(\Sigma, V) for \langle \Sigma, V \rangle \in |\text{TSig}|.

Axiom (b): For \sigma: \langle \Sigma, V \rangle \rightarrow \langle \Sigma', V' \rangle in \text{TSig}, the object function of \text{Corr}(\sigma^{op}) maps \text{A} \in \text{TAlg}(\Sigma', V') to \text{A} = \text{TAlg}(\sigma^{op})A and thus agrees with \text{TAlg}(\sigma^{op}).

Axiom (c): Let \langle \Sigma_0, V_0 \rangle and \langle \Sigma_1, V_1 \rangle be compatible tagged algebraic signatures, where \Sigma_i = \langle S_i, \alpha_i: F_i \rightarrow S_i^+ \rangle for i \in \{0, 1\}, and let

\[ J: A \xrightarrow{V_0} B \quad \text{and} \quad K: C \xrightarrow{V_1} D \]

be morphisms in \text{Corr}(\Sigma_0, V_0) and \text{Corr}(\Sigma_1, V_1) such that

\[ J/((\Sigma_0, V_0) \cap (\Sigma_1, V_1)) = K/((\Sigma_0, V_0) \cap (\Sigma_1, V_1)), \]

i.e., \[ A/((\Sigma_0, V_0) \cap (\Sigma_1, V_1)) = C/((\Sigma_0, V_0) \cap (\Sigma_1, V_1)), \]

\[ B/((\Sigma_0, V_0) \cap (\Sigma_1, V_1)) = D/((\Sigma_0, V_0) \cap (\Sigma_1, V_1)), \]

and \[ J_s = K_s \] for \( s \in S_0 \cap S_1 \) (which is the sort set of \( S_0 \cap S_1 \)).

Define \( L := J \cup K \) (where \( J \) and \( K \) are regarded as families with domain \( S_0 \) and \( S_1 \), respectively), so that \( L_s = J_s \) for \( s \in S_0 \) and \( L_s = K_s \) for \( s \in S_1 \).

We now show that \( L: A \cup C \xrightarrow{(V_0 \cup V_1)} B \cup D \) in \text{Corr}(\langle \Sigma_0, V_0 \rangle \cup \langle \Sigma_1, V_1 \rangle).

Recall from Theorem 4.2.6 (c) that \langle \Sigma_0, V_0 \rangle \cup \langle \Sigma_1, V_1 \rangle = \langle \Sigma_0 \cup \Sigma_1, V_0 \cup V_1 \rangle.

The index set of \( L \) is \( S_0 \cup S_1 \), and for \( s \in S_0 \cup S_1 \):

- if \( s \in S_0 \), then \( L_s = J_s \subseteq A_s \times B_s = (A \cup C)_s \times (B \cup D)_s \),

- if \( s \in S_1 \), then \( L_s = K_s \subseteq C_s \times D_s = (A \cup C)_s \times (B \cup D)_s \).

Hence \( L \) is an \( (S_0 \cup S_1) \)-sorted relation between the carriers of \( A \cup C \) and \( B \cup D \).

To check that the operations are compatible with \( L \), consider \( f: s_1 \ldots s_n \rightarrow r \) in \( \Sigma_0 \cup \Sigma_1 \).
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- if $f \in F_0$, then $f: s_1 \ldots s_n \to r$ in $\Sigma_0$; in particular, $\{s_1, \ldots, s_n, r\} \subseteq S_0$.

Hence if

$$(x_i, y_i) \in L_{s_i} \text{ for } i \in \{1, \ldots, n\} \text{ and } (x_1, \ldots, x_n) \in \text{dom}(A \cup C)_f,$$

then

$$(x_i, y_i) \in J_{s_i} \text{ for } i \in \{1, \ldots, n\} \text{ and } (x_1, \ldots, x_n) \in \text{dom } A_f.$$

Since $J$ is a correspondence, it follows that $(y_1, \ldots, y_n) \in \text{dom } B_f = \text{dom}(B \cup D)_f$, and

$$( (A \cup C)_f(x_1, \ldots, x_n), (B \cup D)_f(y_1, \ldots, y_n) )$$

$$= (A_f(x_1, \ldots, x_n), B_f(y_1, \ldots, y_n)) \in J_r = L_r.$$

- the case $f \in F_1$ is symmetric.

Hence $L$ is a correspondence.

To see that $L$ is a $(V_0 \cup V_1)$-correspondence, consider $v \in V_0 \cup V_1$.

- if $v \in V_0$, then $(A \cup C)_v = A_v \subseteq B_v = (B \cup D)_v$ and $L_v = J_v$ is the inclusion function, since $J$ is a $V_0$-correspondence.

- if $v \in V_1$, then $(A \cup C)_v = C_v \subseteq D_v = (B \cup D)_v$ and $L_v = K_v$ is the inclusion function, since $K$ is a $V_1$-correspondence.

Hence $L$ is a $(V_0 \cup V_1)$-correspondence, and so $L: A \cup C \longrightarrow B \cup D$ in $\text{Corr}(\langle \Sigma_0, V_0 \rangle \cup \langle \Sigma_1, V_1 \rangle)$. Clearly,

$$L/\langle \Sigma_0, V_0 \rangle = J \quad \text{and} \quad L/\langle \Sigma_1, V_1 \rangle = K.$$

Hence $\text{Corr}$ has the pair-completeness property.

We have proved that $\text{Corr}$ is a representation functor in $\langle \text{TSig}, \text{TIncl}, \text{TAlg} \rangle$.

By Theorem 4.3.7, the representation relation of $\text{Corr}$ is behavioural inclusion. □

The theorem just proved makes the theory of the preceding section applicable, and we obtain a "simple implementation" concept for correspondences, and a "stability" concept for behavioural inclusion.
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It is important to note that the "simple implementation" notion for behavioural inclusion is independent of the visibility of sorts in the environment signatures of the cells involved. The reason is that the correspondence required by the simple implementation criterion must be the identity correspondence when reduced to the environment signatures anyway, and so it automatically satisfies the restrictions that might be imposed on it by visibility of environment sorts. In other words, the simple implementation criterion requires one to treat the environment sorts as if they were all visible, by insisting that the correspondence to be constructed be the identity on the environment.

What is more, modules in programming do not normally define new visible sorts, as explained at the end of Section 4.2. Under this condition, visibility of sorts becomes completely redundant in the simple implementation notion for behavioural inclusion: The correspondence to be constructed must be the identity on the environment sorts, and is unconstrained on the new sorts defined by the cells under consideration.

Since simple implementation is the correctness criterion to be verified in the design of modular programs, this activity is unaffected by visibility of sorts. The visibility of sorts only affects the stability property of modules, which should be the concern of programming language design.

5.2.3 Example. The proof given in Example 4.3.10 that an algebra $B$ is behaviourally included in an algebra $A$ can be re-interpreted as a proof that a program module implementing the string data type is a simple implementation of its specification with respect to correspondences.

The abstract import interface $Q$ and the abstract export interface $R$ are given in Figure 5-3. $Q$ describes the sorts to which the string data type relates, and $R$ abstractly specifies the desired encapsulated type. The signature $\Sigma$ of $R$ is the same as in Example 4.3.10, and for a fixed model $K$ of $Q$, in which $K_{\text{bool}} = \{T,F\}$ and $K_{\text{char}}$ is an arbitrary set $C$, there is a unique result of $(Q,R)$ on $K$. This result is just the algebra $A$ considered in Example 4.3.10 (identifying $C$ there with $C$ here).
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\[ Q = \]
\[
\text{interface} \\
\text{signature} \\
\text{bool, char: sort} \\
\text{properties} \\
\text{bool} = \{T, F\}
\]

\[ R = \]
\[
\text{interface} \\
\text{signature} \\
\text{bool, char, string: sort} \\
\text{single: char \rightarrow string} \\
\text{occurs: char string \rightarrow bool} \\
\text{join: string string \rightarrow string} \\
\text{properties} \\
\text{bool} = \{T, F\} \\
\text{string} = \text{char}^* \\
\text{single}(x) = \langle x \rangle \\
\text{occurs}(x, s) = \begin{cases} 
T, & \text{if } x \in \text{ran } s \\
F, & \text{if } x \notin \text{ran } s
\end{cases} \\
\text{join}(s, t) = s \cdot t
\]

Figure 5-3: The abstract import and export interfaces \( Q \) and \( R \)

The implementation cell we shall consider has requirement interface \( Q' := Q \). The result interface \( R' \) depends on a parameter \( K \geq 1 \) characterizing the "capacity" of the implementation. \( R' \) is given in Figure 5-4.

As explained in Example 4.3.10, the cell \( \langle Q', R' \rangle \) could be coded in any programming notation that features a "sequence of char" data type with the usual access operations nil, cons etc. We are treating this data type a little differently here than the type listitem of the dictionary program development in Section 1.4.
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\[ R' = \]

interface
signature
\[ \Sigma \] (the signature of \( R \))

properties
\[ \text{bool} = \{ T, F \} \]
\[ \text{string} = \text{char}^* \]
\[ \text{single}(x) = \langle x \rangle \]
\[ \text{occurs}(x, s) = \begin{cases} T, & \text{if } x \in \text{ran } s \\ F, & \text{if } x \notin \text{ran } s \end{cases} \]
\[ \text{join}(s, t) = \begin{cases} \text{length}(s) = 0 \text{ then } t \\ \text{else if } \text{occurs}(\text{hd } s, t) \text{ then } \text{join}(\text{tl } s, t) \\ \text{else if } \text{length}(t) \geq K \text{ then } \text{Error}() \\ \text{else} \text{ join}(\text{tl } s, \text{cons}(\text{hd } s, t)) \end{cases} \]

Figure 5-4: The result interface \( R' \) of the \text{string} implementation

There, the type \textit{listitem} and its access functions were listed in the requirement interfaces of modules using them. Here, however, we have omitted the type “sequence of \textit{char}” and its access functions from the interfaces \( Q \) and \( Q' \) and thus from the algebras we shall consider in order to keep them simple. This is not incorrect, for it means that here we treat the “sequence” type constructor and the functions \textit{nil}, \textit{cons} etc. as a fixed part of the programming notation (this could perhaps be made clear by writing them “nil”, “cons” etc.) rather than as entities to be exported and imported by modules. The reader may wish to convince himself that they could be added to \( Q \) and \( R \) (and the algebras and the correspondence to be discussed) without problems.

The unique result of \( \langle Q', R' \rangle \) on \( K \) is the algebra \( B \) of Example 4.3.10. In that example, a \( \{ \text{bool}, \text{char} \} \)-correspondence \( G: B \xrightarrow{\times} A \) was constructed from the result \( B \) of \( \langle Q', R' \rangle \) on \( K \) to to the result \( A \) of \( \langle Q, R \rangle \) on \( K \). In particular, we
have $G / \text{Sig}(Q) = \text{id}(K)$, and hence $G$ is the representation morphism required in the proof that $\langle Q', R' \rangle$ is a simple implementation of $\langle Q, R \rangle$.

Since $K$ was an arbitrary element of $Q$, since the cells $\langle Q, R \rangle$ and $\langle Q', R' \rangle$ have the same signature and since $Q = Q'$, it follows that $\langle Q', R' \rangle$ is a simple implementation of $\langle Q, R \rangle$.

The remainder of this section analyses the stability notion for behavioural inclusion.

5.2.4 Theorem. A cell in the institution $(\text{TSig}, \text{TIncl}, \text{TAlg})$ is stable for behavioural inclusion, if and only if it extends correspondences.

The proof rests on the following Lemma.

5.2.5 Lemma. Let $A$ and $B$ be $\Sigma$-algebras, let $G: A \rightarrow B$ be a correspondence, and let $H \supseteq \Sigma$ be an algebraic signature. Then there exists an algebraic signature $\hat{\Sigma}$ with the same sorts as $\Sigma$ and $\hat{\Sigma}$-algebras $\hat{A}$ and $\hat{B}$ such that $\Sigma \subseteq \hat{\Sigma}$, $\hat{\Sigma} \sim H$, $\hat{\Sigma} \cap H = \Sigma$, $\hat{A}/\Sigma = A$ and $\hat{B}/\Sigma = B$, and such that $G$ is the only correspondence from $\hat{A}$ to $\hat{B}$. If $\Sigma$, $A$, and $B$ are small, so are $\hat{\Sigma}$, $\hat{A}$, and $\hat{B}$.

If, in addition, $G$ is a strong partial homomorphism (an abstraction function) from $A$ to $B$, then $G$ also is a strong partial homomorphism (an abstraction function) from $\hat{A}$ to $\hat{B}$.

Proof. Write $\Sigma = \langle S, \alpha : F \rightarrow S^+ \rangle$. If for all $s \in S$, we have $A_s = \emptyset \lor B_s = \emptyset$, then all components of a correspondence from $A$ to $B$ must be empty relations, hence $G$ is unique and we can put $\hat{\Sigma} := \Sigma$, $\hat{A} := A$ and $\hat{B} := B$.

In the following, we may therefore suppose that there exists an $s \in S$ such that $A_s \neq \emptyset$ and $B_s \neq \emptyset$. This means that we can choose $\hat{s} \in S$, $\hat{x} \in A_{\hat{s}}$ and $\hat{y} \in B_{\hat{s}}$ such that

$$\exists s \in S : G_s \neq \emptyset \implies (\hat{x}, \hat{y}) \in G_{\hat{s}}.$$

Construct $\hat{\Sigma} = \langle S, \hat{\alpha} : \hat{F} \rightarrow S^+ \rangle$ by adding to $\Sigma$ the following function symbols, distinct from each other and distinct from the symbols of $H$:
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- for each $s \in S$, $(x,y) \in G_s$ a function symbol $!_{axy}$: $\rightarrow s$,

- for each $s \in S$, $z \in B_s$ a function symbol $?_{sz}$: $s \rightarrow \hat{s}$.

Clearly, $\hat{\Sigma}$ has the same sorts as $\Sigma$ and is small if $\Sigma$, $A$ and $B$ are. Using formulas 2.3.6 (a) and 2.3.6 (c), we see that $\hat{\Sigma} \sim H$ and $\hat{\Sigma} \cap H = \Sigma$.

Define $\hat{A}$ and $\hat{B}$ as follows.

- for $s \in S$: $\hat{A}_s = A_s$ $\quad$ $\hat{B}_s = B_s$

- for $f \in F$: $\hat{A}_f = A_f$ $\quad$ $\hat{B}_f = B_f$

- for $s \in S$, $(x,y) \in G_s$: $\hat{A}_{l_{axy}}() = x$ $\quad$ $\hat{B}_{l_{axy}}() = y$

- for $s \in S$, $z \in B_s$: $x \in \text{dom}\hat{A}_{\hat{z}_s} \Leftrightarrow (x,z) \notin G_s$ $\quad$ $y \in \text{dom}\hat{B}_{\hat{z}_s} \Leftrightarrow y \neq z$

$\Rightarrow \hat{A}_{\hat{z}_s}(x) = \hat{x}$ $\quad$ $\Rightarrow \hat{B}_{\hat{z}_s}(y) = \hat{y}$.

Clearly, $\hat{A}/\Sigma = A$ and $\hat{B}/\Sigma = B$. Also, $\hat{A}$ and $\hat{B}$ are small if $\Sigma$, $A$ and $B$ are.

The $S$-sorted relation $G$ is a correspondence from $\hat{A}$ to $\hat{B}$, because every $f \in \hat{F}$ is compatible with $G$:

- if $f \in F$, then $f$ is compatible with $G$, because $G: A \rightarrow B$,

- if $f = !_{axy}$: $\rightarrow s$ for $s \in S$, $(x,y) \in G_s$, then $(\hat{A}_{l_{axy}}(), \hat{B}_{l_{axy}}()) = (x,y) \in G_s$,

- if $f = ?_{sz}$: $s \rightarrow \hat{s}$ for $s \in S$, $z \in B_s$, and $(x,y) \in G_s$ is such that $x \in \text{dom}\hat{A}_{\hat{z}_s}$, then $(x,z) \notin G_s$, hence $y \neq z$, and thus $y \in \text{dom}\hat{B}_{\hat{z}_s}$ and $(\hat{A}_{\hat{z}_s}(x), \hat{B}_{\hat{z}_s}(y)) = (\hat{x},\hat{y}) \in G_{\hat{s}}$ (as $G_\hat{s} \neq \emptyset$).

Next, we show that $G$ is unique. Suppose $G'$ is a correspondence from $A$ to $B$.

Then for any $s \in S$, we have

$$(x,y) \in G_s \implies (\hat{A}_{l_{axy}}(), \hat{B}_{l_{axy}}()) = (x,y) \in G'_s,$$

and hence $G_s \subseteq G'_s$. Conversely,

$$(x,y) \in G'_s \implies x \notin \text{dom}\hat{A}_{\hat{z}_y} \quad \text{(as $y \notin \text{dom}\hat{B}_{\hat{z}_y}$ and $G'$ is a corr.)}$$

$$\implies (x,y) \in G_s,$$

and hence $G'_s \subseteq G_s$. It follows that $G' = G$.
Now suppose that in addition, \( G: \dot{A} \rightarrow \dot{B} \). We know already that \( G: \dot{A} \rightarrow \dot{B} \) and obviously, this implies that \( G: \dot{A} \rightarrow \dot{B} \). To show that \( G \) is a strong partial homomorphism, we show that \( G^U: \dot{B} \rightarrow \dot{A} \) by showing that all \( f \in F \) are compatible with \( G^U \):

- if \( f \in F \), then \( f \) is compatible with \( G^U \), because \( G: A \rightarrow B \) and hence \( G^U: B \rightarrow A \).

- if \( f = 1_{s \pi Y}: s \rightarrow s \) for \( s \in S \), \( (x,y) \in G_s \), then \( (\hat{B}_{s \pi y}(), \hat{A}_{s \pi y}()) = (y,x) \in G_s^U \).

- if \( f = 1_{s z}: s \rightarrow s \) for \( s \in S \), \( z \in B_s \), and \( (y,x) \in G_s^U \), then \( y \in \text{dom} \hat{B}_{s z} \), \( y \neq z \), and since \( (x,y) \in G_s \) and \( G_s \) is a partial function, we have \( (x,z) \notin G_s \), hence \( z \in \text{dom} \hat{A}_{s z} \) and \( (\hat{B}_{s z}(y), \hat{A}_{s z}(x)) = (\hat{y}, \hat{x}) \in G_s^U \) (as \( G_s \neq \emptyset \)).

Hence \( G \) is a strong partial homomorphism from \( A \) to \( B \).

If \( G \) is an abstraction function from \( A \) to \( B \) even, then \( G \) consists of surjective partial functions only, and so \( G \) also is an abstraction function from \( \dot{A} \) to \( \dot{B} \). 

Proof of Theorem 5.2.4.

Let \( \langle Q, R \rangle \) be a cell.

If \( \langle Q, R \rangle \) extends correspondences, then \( \langle Q, R \rangle \) is stable for behavioural inclusion by Theorem 5.1.15.

Conversely, suppose that \( \langle Q, R \rangle \) is stable for behavioural inclusion, i.e., a universal implementation of itself with respect to behavioural inclusion (Theorem 5.1.11). Let the signature of \( \langle Q, R \rangle \) be \( \langle (\Sigma, V), (\Sigma^*, V^*) \rangle \) where \( \Sigma = \langle S, \alpha \rangle \) and \( \Sigma^* = \langle S^*, \alpha^* \rangle \). Let \( A \in Q \) and let \( J: A' \rightarrow A \) be a representation morphism in \( \text{Corr}(\Sigma, V) \).

Since \( A \) is a base for \( \langle Q, R \rangle \), \( A' \preceq V A \) and \( \langle Q, R \rangle \) is a universal implementation of itself, it follows that \( A' \) is a base for \( \langle Q, R \rangle \), i.e., \( A' = A'/E \in Q \), and that there exists a result of \( \langle Q, R \rangle \) on \( A' \).

Now let \( B' \) be any result of \( \langle Q, R \rangle \) on \( A' \). By Lemma 5.2.5, applied to the correspondence \( J: A' \rightarrow A \) with \( H := \Sigma \cup \Sigma^* \), we can choose an algebraic
signature \( \hat{\Sigma} = (\hat{S}, \hat{\alpha}) \) and \( \hat{\Sigma} \)-algebras \( \hat{A}' \) and \( \hat{A} \) such that

\[
\Sigma \subseteq \hat{\Sigma}, \quad \hat{E} \sim \Sigma \cup \Sigma^*, \quad \hat{\Sigma} \cap (\Sigma \cup \Sigma^*) = \Sigma, \quad \hat{S} = S,
\]

and such that \( J \) is the only correspondence from \( \hat{A}' \) to \( \hat{A} \).

Now \( (\hat{E}, \hat{V}) \) is a tagged algebraic signature, and it is a site for \( (Q, R) \), because \( (\hat{E}, \hat{V}) \) is compatible with \( (\Sigma, V) \cup (\Sigma^*, V^*) \) by Theorem 4.2.6 (b):

\[
\hat{S} \cap (V \cup V^*) = S \cap (V \cup V^*)
\]

\[= V \cap (S \cup S^*) \quad \text{(as} \quad (\Sigma, V) \sim (\Sigma, V) \cup (\Sigma^*, V^*))\]

and because, using Theorem 4.2.6 (c) and (d):

\[
(\hat{E}', \hat{V}) \cap ((\Sigma, V) \cup (\Sigma^*, V^*)) = (\hat{E} \cap (\Sigma \cup \Sigma^*), V \cap (V \cup V^*)) = (\Sigma, V)
\]

(\text{using (1)}).

Further, \( \hat{A} \) is a base for \( (Q, R) \), because \( \hat{A}/(\Sigma, V) = \hat{A}/\Sigma = A \in Q \). Now \( J: \hat{A}' \leftarrow A \) and, since \( J: A' \leftarrow A \), it trivially follows that \( J: \hat{A}' \leftarrow \hat{A} \); in particular (by Theorem 4.3.7), that \( \hat{A}' \leq_V \hat{A} \).

Define \( \hat{B}' := \hat{A}' \cup B' \). This is possible, because the meet of the signatures of \( \hat{A}' \) and \( B' \) is \( (\hat{E}, \hat{V}) \cap ((\Sigma, V) \cup (\Sigma^*, V^*)) = (\Sigma, V) \), and \( \hat{A}'/(\Sigma, V) = A' = B'/(\Sigma, V) \).

Now \( \hat{B}' \) is a result of \( (Q, R) \) on \( \hat{A}' \), as is easily seen. Since \( (Q, R) \) is a universal implementation of itself with respect to behavioural inclusion, it follows that there exists a result \( \hat{B} \) of \( (Q, R) \) on \( \hat{A} \) such that \( \hat{B}' \leftarrow \leftarrow \hat{B} \); so by Theorem 4.3.7, there exists \( \hat{K}: \hat{B}' \leftarrow \leftarrow \hat{B} \).

Since \( \hat{K}/(\hat{E}, \hat{V}) : \hat{A}' \leftarrow \hat{A} \) and \( J \) is the unique such correspondence, it follows that \( \hat{K}/(\hat{E}, \hat{V}) = J \).

Defining \( K := \hat{K}/((\Sigma, V) \cup (\Sigma^*, V^*)) \) and \( B := \hat{B}/((\Sigma, V) \cup (\Sigma^*, V^*)) \), we have \( K: B' \leftarrow \leftarrow B \).

It is easily seen that \( B \) is a result of \( (Q, R) \) on \( A \). Now

\[
K/(\Sigma, V) = (\hat{K}/((\Sigma, V) \cup (\Sigma^*, V^*)))/\Sigma, V
\]

\[= \hat{K}/(\Sigma, V)
\]
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\[
\begin{align*}
\hat{K} &= \frac{1}{(E,V)} (K/\langle \hat{E}, V \rangle)/\langle E, V \rangle \\
J &= \frac{1}{(E,V)} J/\langle E, V \rangle \\
&= J.
\end{align*}
\]

Hence \( K \) is the desired extension of \( J \), and it has been proved that \( (Q, R) \) extends correspondences.
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This section analyses the stability notion for the representation relation “behavioural equivalence” between partial algebras and compares it with the stability notion for behavioural inclusion.

First, we present a representation functor for behavioural equivalence. The definition follows the pattern of Definition 4.3.4

5.3.1 Definition. Let \( SCorr: TSig^{op} \rightarrow LCat \) be the functor mapping \( \langle E, V \rangle \in \mid TSig\mid \) to the category of strong \( V \)-correspondences between small \( E \)-algebras (cf. Proposition 4.4.5), and a tagged signature morphism \( \sigma: \langle \Sigma, V \rangle \rightarrow \langle \Sigma', V' \rangle \) to the functor \( SCorr(\sigma^{op}): SCorr(\Sigma', V') \rightarrow SCorr(\Sigma, V) \) which is the restriction of \( Corr(\sigma^{op}) \) to strong correspondences.

5.3.2 Proposition. \( SCorr \) is a representation functor in \( (TSig, TIncl, TA1g) \), and its representation relation is behavioural equivalence.

In the proof, the following lemma will be used.

5.3.3 Lemma. Let \( \Sigma \) be an algebraic signature, let \( V \) be a subset of its sorts, let \( A \) and \( B \) be \( \Sigma \)-algebras, and let

\[
G: A \xrightarrow{V} B \quad \text{and} \quad H: B \xrightarrow{V} A
\]

be \( V \)-correspondences. Then \( G \cap H^{\mathsf{op}} \), the componentwise intersection of \( G \) with the converse of \( H \), is a strong \( V \)-correspondence from \( A \) to \( B \).
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Proof. To show that $G \cap H^U$ is a strong correspondence from $A$ to $B$, consider $f: s_1 \ldots s_n \to r$ in $\Sigma$ and $(x_i, y_i) \in (G \cap H^U)_{s_i}$ for $i \in \{1, \ldots, n\}$, i.e., $(x_i, y_i) \in G_{s_i}$ and $(y_i, x_i) \in H_{s_i}$.

If $(x_1, \ldots, x_n) \in \text{dom} A_f$, then $(y_1, \ldots, y_n) \in \text{dom} B_f$ because $G$ is a correspondence, and if $(y_1, \ldots, y_n) \in \text{dom} B_f$, then $(x_1, \ldots, x_n) \in \text{dom} A_f$ because $H$ is a correspondence. Thus,

$$(x_1, \ldots, x_n) \in \text{dom} A_f \iff (y_1, \ldots, y_n) \in \text{dom} B_f.$$

Assume now that both sides of this equivalence are true. Since $G$ is a correspondence, $(A_f(x_1, \ldots, x_n), B_f(y_1, \ldots, y_n)) \in G_r$, and since $H$ is a correspondence, $(B_f(y_1, \ldots, y_n), A_f(x_1, \ldots, x_n)) \in H_r$. It follows that

$$(A_f(x_1, \ldots, x_n), B_f(y_1, \ldots, y_n)) \in (G_r \cap H_r^U) = (G \cap H^U)_r,$$

and hence that $G \cap H^U$ is a strong correspondence from $A$ to $B$.

This strong correspondence is a strong $V$-correspondence, because for $v \in V$, we have $A_v \subseteq B_v$ as $G: A \tto V B$, and $B_v \subseteq A_v$ as $H: B \tto V A$, and thus $A_v = B_v$. Since $G_v$ is the inclusion from $A_v$ to $B_v$ and $H_v$ is the inclusion function from $B_v$ to $A_v$, they are both identity functions, and so are $H_v^U$ and $G_v \cap H_v^U$, which equals $(G \cap H^U)_v$. Thus, $G \cap H^U$ is a strong $V$-correspondence from $A$ to $B$. \hfill \Box

Proof of Proposition 5.3.2.

For each $(\Sigma, V) \in [\text{TSig}]$, $\text{SCorr}(\Sigma, V)$ is a subcategory of $\text{Corr}(\Sigma, V)$ with the same objects.

For every $\sigma: (\Sigma, V) \to (\Sigma', V')$ in $\text{TSig}$, $\text{SCorr}(\sigma^{op})$ is a functor from $\text{SCorr}(\Sigma', V')$ to $\text{SCorr}(\Sigma, V)$, because it is a restriction of $\text{Corr}(\sigma^{op})$, and because that functor maps strong $V'$-correspondences to strong $V$-correspondences by Proposition 4.5.7.

It is trivial to check the axioms (a) and (b) of Definition 5.1.1.

Axiom (c), pair-completeness, is obtained from the analogous property of $\text{Corr}$.
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If \( \langle \Sigma_0, V_0 \rangle \) and \( \langle \Sigma_1, V_1 \rangle \) are compatible small tagged signatures, and

\[
J: A \xrightarrow{V_0} B \quad \text{and} \quad K: C \xrightarrow{V_1} D
\]

are morphisms in \( \text{SCorr}(\Sigma_0, V_0) \) and \( \text{SCorr}(\Sigma_1, V_1) \) respectively and satisfy

\[
J/((\langle \Sigma_0, V_0 \rangle \cap \langle \Sigma_1, V_1 \rangle)) = K/((\langle \Sigma_0, V_0 \rangle \cap \langle \Sigma_1, V_1 \rangle)),
\]

then

\[
J: A \xrightarrow{V_0} B \quad \text{and} \quad K: C \xrightarrow{V_1} D
\]

are correspondences satisfying the same law, hence by the pair-completenness of \( \text{Corr} \), there exists a morphism

\[
L: A \cup C \xrightarrow{V_0 \cup V_1} B \cup D
\]

in \( \text{Corr}(\langle \Sigma_0, V_0 \rangle \cup \langle \Sigma_1, V_1 \rangle) \) such that

\[
L/\langle \Sigma_0, V_0 \rangle = J \quad \text{and} \quad L/\langle \Sigma_1, V_1 \rangle = K.
\]

Analogously, since

\[
J^U: B \xrightarrow{V_0} A \quad \text{and} \quad K^U: D \xrightarrow{V_1} C
\]

are correspondences satisfying

\[
J^U/((\langle \Sigma_0, V_0 \rangle \cap \langle \Sigma_1, V_1 \rangle)) = K^U/((\langle \Sigma_0, V_0 \rangle \cap \langle \Sigma_1, V_1 \rangle)),
\]

there exists a morphism

\[
L': B \cup D \xrightarrow{V_0 \cup V_1} A \cup C
\]

in \( \text{Corr}(\langle \Sigma_0, V_0 \rangle \cup \langle \Sigma_1, V_1 \rangle) \) such that

\[
L'/\langle \Sigma_0, V_0 \rangle = J^U \quad \text{and} \quad L'/\langle \Sigma_1, V_1 \rangle = K^U.
\]

By Lemma 5.3.3, the componentwise intersection \( L \cap (L')^U \) is a morphism

\[
L \cap (L')^U: A \cup C \xrightarrow{V_0 \cup V_1} B \cup D
\]
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in \( \text{SCorr}(\langle \Sigma_0, V_0 \rangle \cup \langle \Sigma_1, V_1 \rangle) \), and we have

\[
\begin{align*}
(L \cap (L')^u) / \langle \Sigma_0, V_0 \rangle &= (L / \langle \Sigma_0, V_0 \rangle) \cap ((L')^u / \langle \Sigma_0, V_0 \rangle) \\
&= (L / \langle \Sigma_0, V_0 \rangle) \cap (L' / \langle \Sigma_0, V_0 \rangle)^u \\
&= J \cap (J^u)^u \\
&= J,
\end{align*}
\]

and analogously,

\[
(L \cap (L')^u) / \langle \Sigma_1, V_1 \rangle = K.
\]

Hence \( (L \cap (L')^u) \) is the desired morphism in \( \text{SCorr}(\langle \Sigma_0, V_0 \rangle \cup \langle \Sigma_1, V_1 \rangle) \).

The theorem just proved makes the concepts of Section 5.1 applicable, and we obtain a "simple implementation" concept for strong correspondences and a "stability" concept for behavioural equivalence.

The same argument as for behavioural inclusion (given just before Example 5.2.3) shows that the simple implementation notion for modules that do not define new visible sorts is not affected by visible sorts at all, so that the visible sorts notion is irrelevant in the development of modular programs.

5.3.4 Example. The proof given in Example 4.4.7, where a "representation" algebra \( B \) was proved behaviourally equivalent to an "abstract" algebra \( A \), can be re-interpreted as a proof of the simple implementation relation between cells.

Let \( \langle Q, R \rangle \) be the specification cell of Example 5.2.3 (Figure 5-3), and let the implementation cell \( \langle Q', R' \rangle \) be obtained from the cell \( \langle Q', R' \rangle \) of that example \( (Q' = Q, \ R' \) given in Figure 5-4) by removing the capacity constraint from the \( \text{join} \) operation, i.e., by changing the definition of \( \text{join} \) to

\[
\text{join}(s, t) = \begin{cases} 
\text{length}(s) = 0 & \text{then } t \\
\text{else if } \text{occurs}(\text{hd } s, t) & \text{then } \text{join}(\text{tl } s, t) \\
\text{else} & \text{join}(\text{tl } s, \text{cons}(\text{hd } s, t)).
\end{cases}
\]

In Example 4.4.7, a strong \( \{\text{bool}, \text{char}\}\)-correspondence \( G: B \Rightarrow A \)

was constructed from the result \( B \) of \( \langle Q', R' \rangle \) to the result \( A \) of \( \langle Q, R \rangle \) on an
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arbitrary algebra $K \in Q$ (recall that $Q$ has a signature consisting of just the two sorts $bool$ and $char$, and that $Q$ specifies "$bool = \{T,F\}$", but puts no constraints on $char$). The components $G_{bool}$ and $G_{char}$ of the strong correspondence $G$ are identities, and thus $G/\text{Sig}(Q) = \text{id}(K)$, and hence $G$ is the desired representation morphism in the proof that $\langle Q', R' \rangle$ is a simple implementation of $\langle Q, R \rangle$. □

In the remainder of this section, the “stability” notion for behavioural equivalence is characterized and compared with the one for behavioural inclusion.

The following criterion will be used in the characterization.

5.3.5 Definition. A cell $\langle Q, R \rangle$ of signature $\langle (\Sigma, V), (\Sigma^*, V^*) \rangle$ in the institution $(\text{TSig}, \text{TIncl}, \text{TAlg})$ weakly extends abstraction functions (weakly extends converse abstraction functions), if whenever $A \in Q$ and $J: A \leftrightarrow A'$ is a $V$-abstraction function ($J: A' \xrightarrow{\text{V}} A$ is such that $J^U: A \leftrightarrow A'$ is a $V$-abstraction function), then

$A' \in Q$,

there exists a result of $\langle Q, R \rangle$ on $A'$, and

whenever $B'$ is a result of $\langle Q, R \rangle$ on $A'$,

then there exists a strong $(V \cup V^*)$-correspondence

$K: B' \xrightarrow{\text{V} \cup V^*} B$

such that $B$ is a result of $\langle Q, R \rangle$ on $A$ and

$K/\langle \Sigma, V \rangle = J$. □

5.3.6 Theorem. A cell in the institution $(\text{TSig}, \text{TIncl}, \text{TAlg})$ is stable for behavioural equivalence, if and only if it weakly extends abstraction functions and converse abstraction functions.

The proof uses the following lemma.

5.3.7 Lemma. Let $\langle \Sigma, V \rangle$ be a tagged algebraic signature, and let $G: B \xrightarrow{\text{V}} A$ be a $V$-correspondence between $\Sigma$-algebras. Then there exists a diagram

$$B \xleftrightarrow{\text{V}} C \xrightarrow{J} D \xRightarrow{\text{V}} A,$$
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where $H$ and $K$ are $V$-abstraction functions, $C$ is a weak subalgebra of $D$ with the same hidden carriers as $D$, $J$ is the inclusion homomorphism from $C$ to $D$, and $G = H^U; J; K$.

If, moreover, $G$ is a strong $V$-correspondence, the diagram can be chosen such that $C = D$ (and thus $J$ is the identity), so that it has the form

$$B \xrightarrow{H} C \xleftarrow{K} A,$$

and $G = H^U; K$.

Proof. Let $\langle \Sigma, V \rangle$ be a tagged algebraic signature, $\Sigma = \langle S, \alpha \rangle$, and let $G: B \to A$ be a $V$-correspondence between $\Sigma$-algebras.

The carriers of the algebras $C$ and $D$ are defined as follows.

- for $s \in V$: $C_s := B_s$, $D_s := A_s$,
- for $s \in S \setminus V$: $C_s := D_s := \prod\langle \{0\}, G_s \rangle + \prod\langle \{1\}, B_s \rangle + \prod\langle \{2\}, A_s \rangle$

(i.e., each hidden carrier of sort $s \in S \setminus V$ is composed of disjoint "copies" of the relation $G_s$ and the carriers $B_s$ and $A_s$). Obviously, $C$ and $D$ have the same hidden carriers.

For a set $M \subseteq \{0, 1, 2\}$ and $s \in S$, let the sets $C^M_s \subseteq C_s$ and $D^M_s \subseteq D_s$ be defined as follows.

- if $s \in V$: $C^M_s := C_s$, $D^M_s := D_s$.
- if $s \in S \setminus V$: $C^M_s := D^M_s := \{ (d, x) \in C_s \mid d \in M \}$.

Note that $C^M_s \subseteq D^M_s$ for all $s$ and $M$. Define $J$ to be the $S$-sorted inclusion function from $C$ to $D$.

The abstraction functions $H$ and $K$ will be defined by the following $S$-sorted functions.

- for $s \in V$: $H_s := \text{Id}(B_s)$, $K_s := \text{Id}(C_s)$,
- for $s \in S \setminus V$:
  \begin{align*}
  \text{dom} H_s := C^{(0,1)}_s, & \quad H_s((0, (x, y))) := x, \quad H_s((1, x)) := x, \\
  \text{dom} K_s := D^{(0,2)}_s, & \quad K_s((0, (x, y))) := y, \quad K_s((2, y)) := y.
  \end{align*}
5.3 Stability for Behavioural Equivalence

Viewing $G$, $H$, $J$, and $K$ as $S$-sorted functions, we then have $H \cup J \cup K = H \cup K = G$.

The functions of $C$ are defined as follows. For $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma$, let $\text{dom } C_f$ be the set

$$\{ \langle p_1, \ldots, p_n \rangle \in \prod \langle C_{s_1}, \ldots, C_{s_n} \rangle |$$

$$\langle p_1, \ldots, p_n \rangle \in \prod \langle C_{s_1}^{0,1}, \ldots, C_{s_n}^{0,1} \rangle$$

$$\wedge \langle H_{s_1} p_1, \ldots, H_{s_n} p_n \rangle \in \text{dom } B_f$$

$$\vee \langle p_1, \ldots, p_n \rangle \in \prod \langle C_{s_1}^{0,2}, \ldots, C_{s_n}^{0,2} \rangle \setminus \prod \langle C_{s_1}^{0}, \ldots, C_{s_n}^{0} \rangle$$

$$\wedge \langle K_{s_1} p_1, \ldots, K_{s_n} p_n \rangle \in \text{dom } A_f$$

$$\wedge (r \in V \implies A_f (K_{s_1} p_1, \ldots, K_{s_n} p_n) \in B_r) \},$$

and if $\langle p_1, \ldots, p_n \rangle$ is a member of this set, then

- if $r \in V$, $\langle p_1, \ldots, p_n \rangle \in \prod \langle C_{s_1}^{0,1}, \ldots, C_{s_n}^{0,1} \rangle$:

  $$C_f (p_1, \ldots, p_n) := B_f (H_{s_1} p_1, \ldots, H_{s_n} p_n)$$

- if $r \notin V$, $\langle p_1, \ldots, p_n \rangle \in \prod \langle C_{s_1}^{0,2}, \ldots, C_{s_n}^{0,2} \rangle \setminus \prod \langle C_{s_1}^{0}, \ldots, C_{s_n}^{0} \rangle$:

  $$C_f (p_1, \ldots, p_n) := A_f (K_{s_1} p_1, \ldots, K_{s_n} p_n)$$

- if $r \in S \setminus V$, $\langle p_1, \ldots, p_n \rangle \in \prod \langle C_{s_1}^{0}, \ldots, C_{s_n}^{0} \rangle$:

  $$C_f (p_1, \ldots, p_n) := (0, (B_f (H_{s_1} p_1, \ldots, H_{s_n} p_n), A_f (K_{s_1} p_1, \ldots, K_{s_n} p_n)))$$

- if $r \in S \setminus V$, $\langle p_1, \ldots, p_n \rangle \in \prod \langle C_{s_1}^{0,1}, \ldots, C_{s_n}^{0,1} \rangle \setminus \prod \langle C_{s_1}^{0}, \ldots, C_{s_n}^{0} \rangle$:

  $$C_f (p_1, \ldots, p_n) := (1, B_f (H_{s_1} p_1, \ldots, H_{s_n} p_n))$$

- if $r \in S \setminus V$, $\langle p_1, \ldots, p_n \rangle \in \prod \langle C_{s_1}^{0,2}, \ldots, C_{s_n}^{0,2} \rangle \setminus \prod \langle C_{s_1}^{0}, \ldots, C_{s_n}^{0} \rangle$:

  $$C_f (p_1, \ldots, p_n) := (2, A_f (K_{s_1} p_1, \ldots, K_{s_n} p_n)).$$

The functions of $D$ are defined as follows. For $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma$, let $\text{dom } D_f$ be the set

$$\{ \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{s_1}, \ldots, D_{s_n} \rangle |$$

$$\langle p_1, \ldots, p_n \rangle \in \prod \langle D_{s_1}^{0,2}, \ldots, D_{s_n}^{0,2} \rangle$$

$$\wedge \langle K_{s_1} p_1, \ldots, K_{s_n} p_n \rangle \in \text{dom } A_f.$$
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\[ \forall \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{\delta_1}^{(0,1)}, \ldots, D_{\delta_n}^{(0,1)} \rangle \setminus \prod \langle D_{\delta_1}^{(0)}, \ldots, D_{\delta_n}^{(0)} \rangle \]
\[ \land \langle H, p_1, \ldots, H, p_n \rangle \in \text{dom} B_f \}, \]

and if \( \langle p_1, \ldots, p_n \rangle \) is a member of this set, then

- if \( r \in V, \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{\delta_1}^{(0,2)}, \ldots, D_{\delta_n}^{(0,2)} \rangle \):
  \[ D_f(p_1, \ldots, p_n) := A_f(K, p_1, \ldots, K, p_n) \]

- if \( r \in V, \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{\delta_1}^{(0,1)}, \ldots, D_{\delta_n}^{(0,1)} \rangle \setminus \prod \langle D_{\delta_1}^{(0)}, \ldots, D_{\delta_n}^{(0)} \rangle \):
  \[ D_f(p_1, \ldots, p_n) := B_f(H, p_1, \ldots, H, p_n) \]

- if \( r \in S \setminus V, \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{\delta_1}^{(0)}, \ldots, D_{\delta_n}^{(0)} \rangle, \langle H, p_1, \ldots, H, p_n \rangle \in \text{dom} B_f \):
  \[ D_f(p_1, \ldots, p_n) := \langle 0, (B_f(H, p_1, \ldots, H, p_n), A_f(K, p_1, \ldots, K, p_n)) \rangle \]

- if \( r \in S \setminus V, \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{\delta_1}^{(0,2)}, \ldots, D_{\delta_n}^{(0,2)} \rangle, \neg \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{\delta_1}^{(0)}, \ldots, D_{\delta_n}^{(0)} \rangle \land \langle H, p_1, \ldots, H, p_n \rangle \in \text{dom} B_f \):
  \[ D_f(p_1, \ldots, p_n) := \langle 2, A_f(K, p_1, \ldots, K, p_n) \rangle \]

- if \( r \in S \setminus V, \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{\delta_1}^{(0,1)}, \ldots, D_{\delta_n}^{(0,1)} \rangle \setminus \prod \langle D_{\delta_1}^{(0)}, \ldots, D_{\delta_n}^{(0)} \rangle \):
  \[ D_f(p_1, \ldots, p_n) := \langle 1, B_f(H, p_1, \ldots, H, p_n) \rangle \].

It is easily checked that these definitions correctly define algebras—mainly one has to check that for all argument tuples in the explicitly given domains of \( C_f \) and \( D_f \) the value of \( C_f \) and \( D_f \) is well-defined; \( i.e., \) that exactly one of the five cases is applicable, and that the functions \( A_f \) and \( B_f \) are applied only to arguments in their domains.

It remains to be checked that \( H \) and \( K \) are indeed \( V \)-abstraction functions, and that \( C \) is a weak subalgebra of \( D \).

First, we check that \( H: C \xrightarrow{V} B \), using Proposition 4.5.2. Obviously, \( H \) consists of surjective partial functions, the visible sorts of \( C \) and \( B \) are the same, and
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$H$ is the identity on these sorts. If $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma$ and $p_i \in \text{dom } H_{s_i}$ for $i \in \{1, \ldots, n\}$, then $(p_1, \ldots, p_n) \in \prod (C_{d_1}^{(0,1)}, \ldots, C_{d_n}^{(0,1)})$, and hence

$$\langle p_1, \ldots, p_n \rangle \in \text{dom } C_f \iff \langle H_{s_1} p_1, \ldots, H_{s_n} p_n \rangle \in \text{dom } B_f,$$

and if both sides of this equivalence are true, then

- if $r \in V$:

$$H_r(C_f(p_1, \ldots, p_n)) = H_r(B_f(H_{s_1} p_1, \ldots, H_{s_n} p_n)) = B_f(H_{s_1} p_1, \ldots, H_{s_n} p_n)$$

- if $r \in S \setminus V$, $(p_1, \ldots, p_n) \in \prod (C_{d_1}^{(0)}, \ldots, C_{d_n}^{(0)})$:

$$H_r(C_f(p_1, \ldots, p_n)) = H_r(0, (B_f(H_{s_1} p_1, \ldots, H_{s_n} p_n), A_f(K_{d_1} p_1, \ldots, K_{d_n} p_n))) = B_f(H_{s_1} p_1, \ldots, H_{s_n} p_n)$$

- if $r \in S \setminus V$, $(p_1, \ldots, p_n) \in \prod (C_{d_1}^{(0,1)}, \ldots, C_{d_n}^{(0,1)}) \setminus \prod (C_{d_1}^{(0)}, \ldots, C_{d_n}^{(0)})$:

$$H_r(C_f(p_1, \ldots, p_n)) = H_r(1, B_f(H_{s_1} p_1, \ldots, H_{s_n} p_n)) = B_f(H_{s_1} p_1, \ldots, H_{s_n} p_n).$$

Thus, $H$ is a $V$-abstraction function from $C$ to $B$.

Second, we check that $K: D \Rightarrow A$, again using Proposition 4.4.4. Obviously, $K$ consists of surjective partial functions, the visible sorts of $D$ and $A$ are the same, and $K$ is the identity on these sorts. If $f: s_1 \ldots s_n \rightarrow r$ in $\Sigma$ and $p_i \in \text{dom } K_{s_i}$ for $i \in \{1, \ldots, n\}$, then $(p_1, \ldots, p_n) \in \prod (D_{d_1}^{(0,2)}, \ldots, D_{d_n}^{(0,2)})$, and hence

$$\langle p_1, \ldots, p_n \rangle \in \text{dom } D_f \iff \langle K_{s_1} p_1, \ldots, K_{s_n} p_n \rangle \in \text{dom } A_f,$$

and if both sides of this equivalence are true, then

- if $r \in V$:

$$K_r(D_f(p_1, \ldots, p_n)) = K_r(A_f(K_{s_1} p_1, \ldots, K_{s_n} p_n)) = A_f(K_{s_1} p_1, \ldots, K_{s_n} p_n)$$
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- if \( r \in S \setminus V \), \( \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{s_1}^{(0)}, \ldots, D_{s_n}^{(0)} \rangle \), \( \langle H_{s_1} p_1, \ldots, H_{s_n} p_n \rangle \in \text{dom} B_f \):

\[
K_r(D_f(p_1, \ldots, p_n)) = K_r(0, (B_f(H_{s_1} p_1, \ldots, H_{s_n} p_n), A_f(K_{s_1} p_1, \ldots, K_{s_n} p_n)))
\]

- if \( r \in S \setminus V \), \( \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{s_1}^{(0)}, \ldots, D_{s_n}^{(0)} \rangle \land \langle H_{s_1} p_1, \ldots, H_{s_n} p_n \rangle \in \text{dom} B_f \):

\[
K_r(D_f(p_1, \ldots, p_n)) = K_r(2, A_f(K_{s_1} p_1, \ldots, K_{s_n} p_n))
\]

Thus, \( K \) is a \( V \)-abstraction function from \( D \) to \( A \).

To show that \( C \) is a weak subalgebra of \( D \), we have to show that \( J \), which was defined as the \( S \)-sorted inclusion from \( C/S \) to \( D/S \), is a correspondence (and thus a homomorphism) from \( C \) to \( D \). If \( f : s_1 \ldots s_n \to r \) in \( \Sigma \) and \( \langle p_1, \ldots, p_n \rangle \in \text{dom} C_f \), then

- if \( r \in V \), \( \langle p_1, \ldots, p_n \rangle \in \prod \langle C_{s_1}^{(0,1)}, \ldots, C_{s_n}^{(0,1)} \rangle \), then

  - if \( \langle p_1, \ldots, p_n \rangle \in \prod \langle C_{s_1}^{(0)}, \ldots, C_{s_n}^{(0)} \rangle \), which is a subset of \( \prod \langle D_{s_1}^{(0)}, \ldots, D_{s_n}^{(0)} \rangle \), then \( (H_{s_1} p_i, K_{s_i} p_i) \in G_{s_i} \) for \( i \in \{1, \ldots, n\} \), hence

\[
(C_f(p_1, \ldots, p_n), D_f(p_1, \ldots, p_n)) = (B_f(H_{s_1} p_1, \ldots, H_{s_n} p_n), A_f(K_{s_1} p_1, \ldots, K_{s_n} p_n))
\]

and since \( r \in V \), \( G_r \) is the inclusion from \( B_r \) to \( A_r \), and thus

\[
C_f(p_1, \ldots, p_n) = D_f(p_1, \ldots, p_n),
\]

- if \( \langle p_1, \ldots, p_n \rangle \in \prod \langle C_{s_1}^{(0,1)}, \ldots, C_{s_n}^{(0,1)} \rangle \setminus \prod \langle C_{s_1}^{(0)}, \ldots, C_{s_n}^{(0)} \rangle \), which is a subset of \( \prod \langle D_{s_1}^{(0,1)}, \ldots, D_{s_n}^{(0,1)} \rangle \setminus \prod \langle D_{s_1}^{(0)}, \ldots, D_{s_n}^{(0)} \rangle \), then

\[
C_f(p_1, \ldots, p_n) = B_f(H_{s_1} p_1, \ldots, H_{s_n} p_n)
\]

\[= D_f(p_1, \ldots, p_n);\]
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- if \( r \in V \), \( \langle p_1, \ldots, p_n \rangle \in \prod \langle C_{\delta_1}^{(0,2)}, \ldots, C_{\delta_n}^{(0,2)} \rangle \setminus \prod \langle C_{\delta_1}^{(0)}, \ldots, C_{\delta_n}^{(0)} \rangle \), which is a subset of \( \prod \langle D_{\delta_1}^{(0,2)}, \ldots, D_{\delta_n}^{(0,2)} \rangle \), then

\[
C_f(p_1, \ldots, p_n) = A_f(K_{\delta_1}p_1, \ldots, K_{\delta_n}p_n) = D_f(p_1, \ldots, p_n),
\]

- if \( r \in S \setminus V \), \( \langle p_1, \ldots, p_n \rangle \in \prod \langle C_{\delta_1}^{(0)}, \ldots, C_{\delta_n}^{(0)} \rangle \), which is a subset of \( \prod \langle D_{\delta_1}^{(0)}, \ldots, D_{\delta_n}^{(0)} \rangle \), then \( \langle H_{\delta_1}p_1, \ldots, H_{\delta_n}p_n \rangle \in \text{dom } B_f \), and hence

\[
C_f(p_1, \ldots, p_n) = \langle 0, \langle B_f(H_{\delta_1}p_1, \ldots, H_{\delta_n}p_n), A_f(K_{\delta_1}p_1, \ldots, K_{\delta_n}p_n) \rangle \rangle
= D_f(p_1, \ldots, p_n),
\]

- if \( r \in S \setminus V \), \( \langle p_1, \ldots, p_n \rangle \in \prod \langle C_{\delta_1}^{(0,1)}, \ldots, C_{\delta_n}^{(0,1)} \rangle \setminus \prod \langle C_{\delta_1}^{(0)}, \ldots, C_{\delta_n}^{(0)} \rangle \), which is a subset of \( \prod \langle D_{\delta_1}^{(0,1)}, \ldots, D_{\delta_n}^{(0,1)} \rangle \setminus \prod \langle D_{\delta_1}^{(0)}, \ldots, D_{\delta_n}^{(0)} \rangle \), then

\[
C_f(p_1, \ldots, p_n) = \langle 1, B_f(H_{\delta_1}p_1, \ldots, H_{\delta_n}p_n) \rangle
= D_f(p_1, \ldots, p_n),
\]

- if \( r \in S \setminus V \), \( \langle p_1, \ldots, p_n \rangle \in \prod \langle C_{\delta_1}^{(0,2)}, \ldots, C_{\delta_n}^{(0,2)} \rangle \setminus \prod \langle C_{\delta_1}^{(0)}, \ldots, C_{\delta_n}^{(0)} \rangle \), which is a subset of \( \prod \langle D_{\delta_1}^{(0,2)}, \ldots, D_{\delta_n}^{(0,2)} \rangle \setminus \prod \langle D_{\delta_1}^{(0)}, \ldots, D_{\delta_n}^{(0)} \rangle \), then

\[
C_f(p_1, \ldots, p_n) = \langle 2, A_f(K_{\delta_1}p_1, \ldots, K_{\delta_n}p_n) \rangle
= D_f(p_1, \ldots, p_n).
\]

Thus, \( C \) is a weak subalgebra of \( D \), and so the first part of the lemma has been proved.

Now assume that in addition, \( G \) is a strong correspondence. We show that \( C = D \). We know already that \( C \) is a weak subalgebra of \( D \), and obviously, \( C \) and \( D \) have the same carriers. It therefore suffices to show that definedness of a function in \( D \) for some arguments implies its definedness in \( C \) for the same arguments; in other words, that \( \text{dom } D_f \subseteq \text{dom } C_f \).

Let \( f : s_1 \ldots s_n \to r \) in \( \Sigma \), and let \( \langle p_1, \ldots, p_n \rangle \in \text{dom } D_f \).

- if \( \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{\delta_1}^{(0,2)}, \ldots, D_{\delta_n}^{(0,2)} \rangle \) and \( \langle K_{\delta_1}p_1, \ldots, K_{\delta_n}p_n \rangle \in \text{dom } A_f \), then
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- if \( \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{s_1}^{(0)}, \ldots, D_{s_n}^{(0)} \rangle \), then \( \langle H_{s_1} p_1, \ldots, H_{s_n} p_n \rangle \in \text{dom } B_f \), and hence
\[ \langle p_1, \ldots, p_n \rangle \in \text{dom } C_f, \]
- if \( \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{s_1}^{(0,2)}, \ldots, D_{s_n}^{(0,2)} \rangle \setminus \prod \langle D_{s_1}^{(0)}, \ldots, D_{s_n}^{(0)} \rangle \), then
\[ r \in V \text{ implies } A_f(\langle K_{s_1} p_1, \ldots, K_{s_n} p_n \rangle) = A_r = B_r, \]
and hence
\[ \langle p_1, \ldots, p_n \rangle \in \text{dom } C_f, \]
- if \( \langle p_1, \ldots, p_n \rangle \in \prod \langle D_{s_1}^{(0,1)}, \ldots, D_{s_n}^{(0,1)} \rangle \setminus \prod \langle D_{s_1}^{(0)}, \ldots, D_{s_n}^{(0)} \rangle \) and
\[ \langle H_{s_1} p_1, \ldots, H_{s_n} p_n \rangle \in \text{dom } B_f, \]
then \( \langle p_1, \ldots, p_n \rangle \in \text{dom } C_f \).

Hence \( D \) is equal to \( C \), and the lemma has been proved. \( \square \)

Proof of Theorem 5.3.6. Let \( \langle Q, R \rangle \) be a cell of signature \( \langle (\Sigma, V), (\Sigma^*, V^*) \rangle \) in the institution \( \langle TSig, TIncl, TAlg \rangle \).

Suppose first that \( \langle Q, R \rangle \) is stable for behavioural equivalence, i.e., that \( \langle Q, R \rangle \) is a universal implementation of itself with respect to behavioural equivalence.

To see that \( \langle Q, R \rangle \) weakly extends abstraction functions and converse abstraction functions, let \( A \in Q \) and \( J: A' \xrightarrow{=} A \) be such that \( J: A' \xrightarrow{V} A \) or \( J^L: A \xrightarrow{J} A' \). Since \( A \) is a base for \( \langle Q, R \rangle \), since \( A' \leq_V A \) and since \( \langle Q, R \rangle \) is a universal implementation of itself, it follows that \( A' \) is a base for \( \langle Q, R \rangle \), i.e., \( A' = A'/E \in Q \), and that there exists a result of \( \langle Q, R \rangle \) on \( A' \).

Now let \( B' \) be any result of \( \langle Q, R \rangle \) on \( A' \). As in the proof of Theorem 5.2.4, one shows that there exists a strong correspondence \( K: B' \xrightarrow{V} B \) satisfying \( K/\langle \Sigma, V \rangle = J \) (Lemma 5.2.5 applies if either \( J: A' \xrightarrow{V} A \) or \( J^L: A \xrightarrow{V} A' \)). It follows that \( \langle Q, R \rangle \) weakly extends abstraction functions and converse abstraction functions.

Conversely, suppose that \( \langle Q, R \rangle \) weakly extends abstraction functions and converse abstraction functions. We show that \( \langle Q, R \rangle \) extends strong correspondences.

Let \( A \in Q \), and let \( G: A' \xrightarrow{V} A \) be a strong \( V \)-correspondence. By Lemma 5.3.7, we can form a diagram
\[ A' \xleftrightarrow{V} C \xrightarrow{K} A \]
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such that $H$ and $K$ are $V$-abstraction functions and $G = H^U; K$.

Since $A \in Q$ and $(Q, R)$ weakly extends abstraction functions, $C \in Q$ also. Since $(Q, R)$ weakly extends converse abstraction functions, it follows that $A' \in Q$ and that there exists a result of $(Q, R)$ on $A'$.

Now let $B'$ be any result of $(Q, R)$ on $A$. Since $(Q, R)$ weakly extends converse abstraction functions and $H^U$ is one, we can pick a strong correspondence $H^*$:

$$B' \xrightarrow{VUV^*} D$$

such that $D$ is a result of $(Q, R)$ on $C$ and $H^*/(\Sigma, V) = H^U$.

Since $(Q, R)$ weakly extends abstraction functions, we can pick a strong correspondence $K^*$: $D \xrightarrow{VUV^*} B$ such that $B$ is a result of $(Q, R)$ on $A$ and $K^*/(\Sigma, V) = K$.

This gives us a strong correspondence $(H^*; K^*)$: $B' \xrightarrow{VUV^*} B$ from $B'$ to a result $B$ of $(Q, R)$ on $A$. It satisfies

$$(H^*; K^*/(\Sigma, V) = (H^*/(\Sigma, V)); (K^*/(\Sigma, V))$$

$$= H^U; K$$

$$= G.$$

Thus, $(Q, R)$ extends strong correspondences. Theorem 5.1.15 yields that $(Q, R)$ is stable for behavioural equivalence.

As a simple application of Lemma 5.3.3, we obtain the following theorem.

5.3.8 Theorem. A single-valued cell that is stable for behavioural inclusion is stable for behavioural equivalence.

Proof. Let $(Q, R)$ be a single-valued cell of signature $(\langle \Sigma, V \rangle, \langle \Sigma^*, V^* \rangle)$ that is stable for behavioural inclusion and hence (Theorem 5.2.4) extends correspondences. We shall show that $(Q, R)$ extends strong correspondences, which by Theorem 5.1.15 implies that $(Q, R)$ is stable for behavioural equivalence.

Let $A \in Q$, and let $J: A' \xrightarrow{V} A$ be a strong correspondence. Then $J: A' \xrightarrow{V} A$ and $J^U: A \xrightarrow{V} A'$ are correspondences. Since $(Q, R)$ extends correspondences and $J$ is one, it follows that $A' \in Q$ and that there exists a result of $(Q, R)$ on $A'$.

Let $B'$ be a result of $(Q, R)$ on $A'$. Since $(Q, R)$ extends correspondences and $J$ is one, we can pick a correspondence $K: B' \xrightarrow{VUV^*} B$ such that $B$ is a result.
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of \((Q, R)\) on \(A\) and \(K/\langle \Sigma, V \rangle = J\). Since \((Q, R)\) extends correspondences and \(J^U\) is one, there exists a correspondence \(K': B \rightarrow B''\) such that \(B''\) is a result of \((Q, R)\) on \(A'\) and \(K'/\langle \Sigma, V \rangle = J^U\). Because \((Q, R)\) is single-valued, \(B'' = B'\), and so \(K': B \rightarrow B'\).

By Lemma 5.3.3, the componentwise intersection \(K \cap (K')^U\) is a strong \((V \cup V^*)\)-correspondence from \(B'\) to \(B\), and we have

\[
(K \cap (K')^U)/\langle \Sigma, V \rangle = (K/\langle \Sigma, V \rangle) \cap ((K')^U/\langle \Sigma, V \rangle)
\]

\[
= (K/\langle \Sigma, V \rangle) \cap (K'/\langle \Sigma, V \rangle)^U
\]

\[
= J \cap (J^U)^U
\]

\[
= J.
\]

Thus, \((Q, R)\) extends strong correspondences. \(\square\)

We shall now prove a converse theorem: cells that are stable for behavioural equivalence are stable for behavioural inclusion, provided that they are "monotonic".

5.3.9 Definition. A cell \((Q, R)\) of signature \(\langle \langle \Sigma, V \rangle, \langle \Sigma^*, V^* \rangle \rangle\) in the institution \((\text{TSig}, \text{TIncl}, \text{TAlg})\) is monotonic, if whenever \(A \in Q\) and \(A'\) is a weak subalgebra of \(A\) with the same hidden carriers as \(A\), then

\[
A' \in Q,
\]

there exists a result of \((Q, R)\) on \(A'\), and

whenever \(B'\) is a result of \((Q, R)\) on \(A'\),

then there exists a \((V \cup V^*)\)-correspondence

\[
K: B' \rightarrow B
\]

such that \(B\) is a result of \((Q, R)\) on \(A\) and \(K/\langle \Sigma, V \rangle\) is the inclusion from \(A'\) to \(A\). \(\square\)

This definition is similar in structure to Definition 5.3.5: this time, the morphisms to be extended are inclusions between algebras with the same hidden carriers, and the morphisms they may be extended into are correspondences.

Monotonicity is a consequence of stability for behavioural inclusion.
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5.3.10 Proposition. A cell in the institution \(<\text{TSig}, \text{TIncl}, \text{TAlg}\) that is stable for behavioural inclusion is monotonic.

Proof. A cell that is stable for behavioural inclusion extends correspondences by Theorem 5.2.4. Monotonicity is just this property applied to inclusions between algebras with the same hidden carriers. \(\square\)

5.3.11 Theorem. A cell in the institution \(<\text{TSig}, \text{TIncl}, \text{TAlg}\) that is monotonic and stable for behavioural equivalence is stable for behavioural inclusion.

Proof. Let \(<Q, R>\) be a cell of signature \(<\langle\Sigma, V\rangle, \langle\Sigma^*, V^*\rangle\) in the institution \(<\text{TSig}, \text{TIncl}, \text{TAlg}\), and assume that \(<Q, R>\) is monotonic and stable for behavioural equivalence. By Theorem 5.3.6, \(<Q, R>\) weakly extends abstraction functions and converse abstraction functions.

We show that \(<Q, R>\) extends correspondences. Let \(A \in Q\), and let \(A' \xrightarrow{\times} A\) be a \(V\)-correspondence (i.e., a representation morphism in \(\text{Corr}(\Sigma, V)\)).

By Lemma 5.3.7, we can form a diagram

\[
\begin{array}{ccc}
A' & \xleftarrow{H} & C \\
& \xrightarrow{J} & D \\
& \xrightarrow{K} & A
\end{array}
\]

such that \(H\) and \(K\) are strong partial \(V\)-homomorphisms, \(C\) is a weak subalgebra of \(D\) with the same hidden carriers, \(J\) is the inclusion homomorphism, and \(G = H \cup J \cup K\). In particular, \(H\) and \(K\) are strong correspondences, i.e., representation morphisms in \(\text{SCorr}(\Sigma, V)\).

Since \(A \in Q\) and \(<Q, R>\) extends strong correspondences, \(D \in Q\) also. By monotonicity, \(C \in Q\). Since \(<Q, R>\) extends strong correspondences, it follows that \(A' \in Q\) and that there exists a result of \(<Q, R>\) on \(A'\).

If \(B'\) is a result of \(<Q, R>\) on \(A'\), then (since \(<Q, R>\) extends strong correspondences) there exists a strong \((V \cup V^*)\)-correspondence \(H^* : B' \xrightarrow{V \cup V^*} E\) such that \(E\) is a result of \(<Q, R>\) on \(C\) and \(H^*/\langle\Sigma, V\rangle = H \cup\). By monotonicity, there exists a \((V \cup V^*)\)-correspondence \(J^* : E \xrightarrow{V \cup V^*} F\) such that \(F\) is a result of \(<Q, R>\) on \(D\) and \(J^*/\langle\Sigma, V\rangle = J\). Finally, since \(<Q, R>\) extends strong correspondences, there exists a strong \((V \cup V^*)\)-correspondence \(K^* : F \xrightarrow{V \cup V^*} B\) such that \(B\) is a
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result of \(\langle Q, R \rangle\) on \(A\) and \(K^*/\langle \Sigma, V \rangle = K\). These three correspondences form the diagram

\[
\begin{array}{ccc}
B' & \xrightarrow{H^*} & E \\
\downarrow{VUV^*} & & \downarrow{VUV^*} \\
F & \xrightarrow{K^*} & B.
\end{array}
\]

The composition \(G^* := H^*; J^*; K^*\) of this diagram is a \((V \cup V^*)\)-correspondence from \(B'\) to a result \(B\) of \(\langle Q, R \rangle\) on \(A\), and

\[
G^*/\langle \Sigma, V \rangle = (H^*/\langle \Sigma, V \rangle); (J^*/\langle \Sigma, V \rangle); (K^*/\langle \Sigma, V \rangle)
= H^U; J; K
= G.
\]

Hence \(\langle Q, R \rangle\) extends correspondences, and, by Theorem 5.1.15, is stable for behavioural inclusion.

Combining Theorem 5.3.8 and Theorem 5.3.11, we obtain the following corollary.

5.3.12 Theorem. For cells in the institution \(\langle T\text{Sig}, T\text{Incl}, T\text{Alg} \rangle\) that are single-valued and monotonic, the stability notions for behavioural equivalence and behavioural inclusion are equivalent.

Since program modules in concrete programming notations may reasonably be expected to be single-valued and monotonic, the two stability notions are equivalent for most practical purposes.

An example of a programming notation that would allow only modules to be defined that are stable for behavioural equivalence can be derived from the language \(L\) investigated by Nipkow in connection with nondeterministic data types [Nipkow 86]. It was remarked earlier that modules consisting of function definitions in this language extend simulations, and that the simulations between partial many-sorted algebras are just the strong correspondences (cf. page 281–283).

By removing the nondeterministic "angelic choice" operator from \(L\), we obtain a deterministic language \(L'\) featuring application, local binding (let), lists, conditional, and recursive function definitions. Function definitions in \(L'\) over partial many-sorted algebras define partial functions, and thus a module consisting of
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function definitions in \( L' \) is a module in \((\text{TSig, TIncl, TAlg})\), because its result on a partial algebra is again a partial algebra. Since modules written in \( L \) extend simulations, so do modules written in \( L' \), and since the simulations between partial algebras are just the strong correspondences, modules consisting of function definitions written in \( L' \) extend strong correspondences and are therefore stable for behavioural equivalence. The language \( L' \) does not contain any data type constructors, but we may add to it constructors whose instances (which are modules) extend correspondences. It is an easy exercise to prove that standard type constructors, such as product, union, or "list" extend correspondences.

5.4 Stability for Standard Representation

This section analyses the stability notion of the standard representation relation between partial algebras and compares it with the stability notions of the behavioural representation concepts.

As we shall see, stability for standard representation implies stability for behavioural equivalence and behavioural inclusion under some not unduly strong conditions. However, a cell will be shown that is stable for behavioural inclusion and equivalence, but not stable for standard representation. Thus, not only is the simple implementation concept for abstraction functions more restrictive than those for correspondences and strong correspondences (Prop. 5.1.7 and Example 4.5.5), but standard representation also excludes more cells on the grounds that they are not stable.

First, we define a representation functor for standard representation.

5.4.1 Definition. Let \( \text{AFun}: \text{TSig}^{\text{op}} \to \text{LCat} \) be the functor mapping \( \langle \Sigma, V \rangle \in |\text{TSig}| \) to the category of \( V \)-abstraction functions between small \( \Sigma \)-algebras (cf. Prop. 4.4.5), and a tagged signature morphism \( \sigma: \langle \Sigma, V \rangle \to \langle \Sigma', V' \rangle \) to the functor \( \text{AFun}(\sigma^{\text{op}}): \text{AFun}(\Sigma', V') \to \text{AFun}(\Sigma, V) \) which is the restriction of \( \text{SCorr}(\sigma^{\text{op}}) \) (or \( \text{Corr}(\sigma^{\text{op}}) \)) to abstraction functions. \( \square \)
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5.4.2 Proposition. The functor $\text{AFun}$ is a representation functor in $\langle \text{TSig}, \text{TIncl}, \text{TA1g} \rangle$, and its representation relation is standard representation.

Proof. For each $(\Sigma, V) \in [\text{TSig}]$, the category $\text{AFun}(\Sigma, V)$ is a subcategory of $\text{SCorr}(\Sigma, V)$ (and of $\text{Corr}(\Sigma, V)$) with the same objects.

For every $\sigma: (\Sigma, V) \to (\Sigma', V')$ in $\text{TSig}$, $\text{AFun}(\sigma^\text{op})$ is a functor from $\text{AFun}(\Sigma', V')$ to $\text{AFun}(\Sigma, V)$, because it is a restriction of $\text{SCorr}(\sigma^\text{op})$, and that functor maps $V'$-abstraction functions to $V$-abstraction functions, as is easily seen.

It is now trivial to verify the axioms (a) and (b) of Definition 5.1.1.

Axiom (c), pair-completeness, will now be derived from the analogous property of $\text{SCorr}$.

If $(\Sigma_0, V_0)$ and $(\Sigma_1, V_1)$ are compatible small tagged signatures, and

$$J: A \Rightarrow B \quad \text{and} \quad K: C \Rightarrow D$$

are morphisms in $\text{AFun}(\Sigma_0, V_0)$ and $\text{AFun}(\Sigma_1, V_1)$ respectively such that

$$J/(\langle \Sigma_0, V_0 \rangle \cap \langle \Sigma_1, V_1 \rangle) = K/(\langle \Sigma_0, V_0 \rangle \cap \langle \Sigma_1, V_1 \rangle),$$

then by pair-completeness of $\text{SCorr}$, there exists a strong correspondence

$$L: A \sqcup C \Rightarrow B \sqcup D$$

such that $L/(\langle \Sigma_0, V_0 \rangle) = J$ and $L/(\langle \Sigma_1, V_1 \rangle) = K$.

The strong correspondence $L$ is an abstraction function, because with $S_0$ and $S_1$ the sort sets of $\Sigma_0$ and $\Sigma_1$, we have for every $s \in S_0 \cup S_1$:

- if $s \in S_0$, then
  $$L_s = J_s$$
  is a partial surjective function from $A_s$ to $B_s$,
  hence from $(A \sqcup C)_s$ to $(B \sqcup D)_s$.

- if $s \in S_1$, then
  $$L_s = K_s$$
  is a partial surjective function from $C_s$ to $D_s$,
  hence from $(A \sqcup C)_s$ to $(B \sqcup D)_s$. 
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In either case, \( L \) is a partial surjective function from \((A \cup C)_s\) to \((B \cup D)_s\), and thus \( L: A \cup C \rightarrow B \cup D \), which means that \( L \) is the desired morphism in \( \text{AFun}(\langle \Sigma_0, V_0 \rangle \cup \langle \Sigma_1, V_1 \rangle) \).

We have shown that \( \text{AFun} \) is a representation functor in \((\text{TSig}, \text{TIncl}, \text{TAlg})\). By Definition 4.5.1, the representation relation of \( \text{AFun} \) is standard representation.

Due to this theorem, the concepts of Section 5.1 become applicable, and we obtain a “simple implementation” concept for abstraction functions and a “stability” concept for standard representation.

5.4.3 Example. In Example 4.5.3, a correctness proof of the module \( M_{STORE} \) from the dictionary program development was given using the standard technique for data representation correctness proofs. It will now be shown that this proof can be viewed as a proof that the module \( M_{STORE} \) is a simple implementation of its specification cell \( M_{STORE} \) with respect to abstraction functions.

The specification cell \( M_{STORE} \) consists of the interfaces

\[
Q_{STORE} = I_{ITEM} \land I_{LISTITEM}
\]

\[
R_{STORE} = I_{INSERT} \land I_{MIN}
\]

In Example 4.5.3, a \{bool, item, listitem\}-abstraction function \( h \) was constructed from the result \( B \) of \( M_{STORE} \) on an arbitrary model \( C \) of \( Q_{STORE} \) to a result \( A \) of \( M_{STORE} \) on the same model \( C \). Since \{bool, item, listitem\} is just the sort set of the environment signature \( \text{Sig}(Q_{STORE}) \), the reduct of \( h \) to this signature is the identity. Hence \( h \) is the representation morphism required by the simple implementation criterion (with respect to abstraction functions). Together with the simple check that each algebra in the abstract import interface \( Q_{STORE} \) is a base for \( M_{STORE} \), this proves that \( M_{STORE} \) is a simple implementation of \( M_{STORE} \) with respect to abstraction functions.

We shall now analyse the stability notion for standard representation and compare it with the ones for behavioural inclusion and behavioural equivalence.
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5.4.4 Theorem. A cell in the institution $(TSig, TIncl, TAlg)$ is stable for standard representation, if and only if it extends abstraction functions.

Proof. The proof is precisely analogous to the proof of Theorem 5.2.4; just replace "behavioural inclusion" by "standard representation", and "correspondence" by "abstraction function" (Lemma 5.2.5 still applies).

It will now be shown that stability for standard representation implies stability for behavioural equivalence, provided that the cell in question is single-valued and that its requirement interface $Q$ is "closed under abstraction functions".

5.4.5 Definition. An interface $Q$ of signature $(\Sigma, V)$ is closed under abstraction functions, if $B \in Q$ and $h: B \nrightarrow A$ imply $A \in Q$.

5.4.6 Theorem. A cell in the institution $(TSig, TIncl, TAlg)$ that is single-valued, whose requirement interface is closed under abstraction functions, and that is stable for standard representation is stable for behavioural equivalence.

The theorem will be obtained immediately from the following lemma.

5.4.7 Lemma. A cell in $(TSig, TIncl, TAlg)$ that is single-valued, whose requirement interface is closed under abstraction functions, and that weakly extends abstraction functions weakly extends converse abstraction functions.

Proof. Let $(Q, R)$ be a cell of signature $(\langle \Sigma, V \rangle, \langle \Sigma^{*}, V^{*} \rangle)$ that satisfies the assumptions of the lemma.

Let $A \in Q$, and let $J: A' \mathrel{\nrightarrow_{V}} A$ be such that $J^{\cup}: A \nrightarrow_{V} A'$. Since $Q$ is closed under abstraction functions, it follows that $A' \in Q$. Since $(Q, R)$ weakly extends abstraction functions and $J^{\cup}$ is one, there exists a result $B$ of $(Q, R)$ on $A$ and we can pick $K: B \mathrel{\nrightarrow_{V^{*}}} B'$ such that $B'$ is a result of $(Q, R)$ on $A'$ and $K/\langle \Sigma, V \rangle = J^{\cup}$.

There exists a result of $(Q, R)$ on $A'$ (namely $B'$). If $B^{*}$ is a result of $(Q, R)$ on $A'$, then $B^{*} = B'$ by single-valuedness, and $K^{\cup}: B^{*} \mathrel{\nrightarrow_{V^{*}}} B$ is the desired extension of $J$, because $K/\langle \Sigma, V \rangle = J^{\cup}$ and so $K^{\cup}/\langle \Sigma, V \rangle = J$. 
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Proof of Theorem 5.4.6.
Let \( (Q, R) \) be a cell satisfying the assumptions of the theorem. Since \( (Q, R) \) extends abstraction functions, it weakly extends abstraction functions. By the previous lemma, \( (Q, R) \) weakly extends converse abstraction functions, and so by Theorem 5.3.6, \( (Q, R) \) is stable for behavioural equivalence. \( \square \)

As a corollary, we obtain

5.4.8 Theorem. For cells in the institution \( \langle TSig, Tincl, TA1g \rangle \) that are single-valued, monotonic, and whose requirement interface is closed under abstraction functions, the following implications hold:

\[
\begin{align*}
\text{Stability for standard representation} & \quad \Downarrow \\
\text{Stability for behavioural equivalence} & \quad \Leftrightarrow \\
\text{Stability for behavioural inclusion.}
\end{align*}
\]

Proof. Combine Theorem 5.3.12 and Theorem 5.4.6. \( \square \)

It will now be shown that the top arrow in the previous theorem is a strict implication, because there exist cells that satisfy the three conditions of the theorem, are stable for the behavioural representation concepts, yet are not stable for standard representation. Since the counterexample presented in the proof is conceivable as a module of a programming notation, we may conclude that stability for standard representation is more restrictive than the behavioural stability notions for practical purposes.

5.4.9 Theorem. The top implication of Theorem 5.4.8 is strict; that is, there exists a cell in the institution \( \langle TSig, Tincl, TA1g \rangle \) that is single-valued and monotonic, whose requirement interface is closed under abstraction functions, and that is stable for the behavioural representation notions, yet that is not stable for standard representation.
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Proof. The cell to be presented as an example provides an encryption facility for data types in a machine based on B-ary words of length \( N \) \((B \geq 2, N \geq 1)\). The possible words are identified with the numbers in \( W := \{0, \ldots, B^N - 1\} \), and we assume as given an "encryption" and a "decryption" function

\[
E, D: \prod (W, W) \rightarrow W
\]

with the property that for all "keys" \( k \in W \) and "data words" \( x \in W \),

\[
D(E(x, k), k) = x;
\]

that is, a word \( x \) that has been encrypted with the key \( k \) can be decrypted with the same key.

Let \( \langle Q, R \rangle \) be the module shown in Figure 5-5. The signature of this cell will be named \( \langle \langle \Sigma', 0 \rangle, \langle \Sigma', 0 \rangle \rangle \); in particular, there are no visible sorts to be considered.

The type \( crypt \) generated by the cell \( \langle Q, R \rangle \) is an encrypted version of the argument type \( item \), provided that the argument types satisfy \( word = W \) \((i.e., word \) is the type of machine words\) and \( item \subseteq W \) \((i.e., all item values are machine words)\). This assumption is reasonable in a low-level systems programming situation, where all data are represented by machine words.

However, the cell \( \langle Q, R \rangle \) provides a result also for interpretations of \( item \) and \( word \) that do not satisfy the requirement above; this is to make them fit into the institution \( \langle TSig, TIncl, TAlg \rangle \), where arbitrary algebras may appear as arguments. (One could prevent this from happening by using another institution, in which all carriers of all algebras have to be subsets of the set \( W \) of machine words, and in which all signatures contain a visible sort \( word \) whose interpretation in all algebras is \( W \).)

The second parameter of \( enc \) plays a special rôle; it may be called the "salt" \((after [MT 79])\). In the case that encryption is performed and the number \( K \) of B-ary digits needed to represent the values of type \( item \) is less than the word length \( N \), an \( item \) value \( x \) is "padded" before encryption to the full word length \( N \) by prefixing it with \( N - K \) digits taken from the "salt" parameter \( s \) \((so that the value actually encrypted is \( x + B^K (s \mod B^{N-K}) \)). After decryption, the extra digits are removed again \( (by the operation \_ \mod B^K) \), so that
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cell

environment signature

\( \text{item, word: sort} \)
\( \text{key: } \rightarrow \text{word} \)

defined symbols

\( \text{crypt: sort} \)
\( \text{enc: item word } \rightarrow \text{crypt} \)
\( \text{dec: crypt } \rightarrow \text{item} \)

requirements

[no requirements]

result

if \( \text{word} = W, \text{item } \subseteq W \)
then let \( K := \lceil \log_B(1 + \max(\text{item} \cup \{0\})) \rceil \) be the number

of \( B \)-ary digits needed for \( \text{item} \) \((0 \leq K \leq N)\),
\( \text{crypt} = W \),

if \( \emptyset \notin \text{dom key} \) then \( \text{dom enc} = \text{dom dec} = \emptyset \)
else \( \text{enc}(x, s) = E(x + B^K(s \mod B^{N-K}), \text{key}()) \),
\( \text{dec}(y) = D(y, \text{key}()) \mod B^K \)

else \( \text{crypt} = \text{item} \),

if \( \emptyset \notin \text{dom key} \) then \( \text{dom enc} = \text{dom dec} = \emptyset \)
else \( \text{enc}(x, s) = x \),
\( \text{dec}(y) = y \).

Figure 5-5: The "encryption" module \((Q, R)\)
the value retrieved is the value that was encrypted (i.e., the first argument of
the encryption function). The "salt" value is thus irrelevant to the observable
results; however, in case that $K < N$, it allows one to create several possi-
ble encryptions for each item value without further cost, as the encryption and
decryption functions deal with entire words anyway. This provides increased
security against key search techniques that might be applied when values and
their encryptions are available: While without the salt, each key produces a sin-
gle encryption of each value, the number of possible encryptions of a value by a
key is increased to $B^{N-K}$ with the salt technique. This technique has been used
to increase password security in the UNIX operating system [MT 79, p. 597].

Obviously, the cell $(Q, R)$ is single-valued and consistent (hence a module), and
its requirement interface is closed under abstraction functions, because it com-
prises all $\Sigma$-algebras.

It will now be shown that $(Q, R)$ is stable for behavioural inclusion. By The-
orem 5.3.8, it then follows that $(Q, R)$ is stable for behavioural equivalence also;
and by Proposition 5.3.10, it follows that the cell is monotonic. For the proof,
Theorem 5.1.15 will be used; that is, we show that $(Q, R)$ extends correspon-
dences. Thus, let $G: A' \rightarrow A$ be a correspondence between $\Sigma$-algebras, i.e., an
{item, word}-sorted relation such that if $(\cdot) \in \text{dom} A'_\text{key}$, then $(\cdot) \in \text{dom} A_\text{key}$ and
$(A'_\text{key}, A_\text{key}) \in G_\text{word}$.

Let $B'$ be the result of $(Q, R)$ on $A'$, and let $B$ be the result of $(Q, R)$ on $A$.
The desired correspondence $H$ from $B'$ to $B$ is given by

$$
\begin{align*}
H_{\text{item}} &= G_{\text{item}}, \\
H_{\text{word}} &= G_{\text{word}}, \\
H_{\text{crypt}} &= \{ (B'_{\text{enc}}(x', s'), B_{\text{enc}}(x, s)) \mid \\
& (x', x) \in H_{\text{item}}, (s', s) \in H_{\text{word}}, \\
& (x', s') \in \text{dom } B'_{\text{enc}}, (x, s) \in \text{dom } B_{\text{enc}} \}.
\end{align*}
$$

To verify that $H$ is a correspondence from $B'$ to $B$, we have to show that the
three operations key, enc, and dec are compatible with it.
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**key:** The compatibility follows trivially from the fact that \( H_{\text{word}} = G_{\text{word}} \) and that \( G \) is a correspondence.

**enc:** Let \((x',x) \in H_{\text{item}}\) and \((s',s) \in H_{\text{word}}\) be such that \((x',s') \in \text{dom} B'_{\text{enc}}\). Then we must have \((\cdot) \in \text{dom} A'_{\text{key}}\) (for otherwise, \(\text{dom} B'_{\text{enc}}\) would be empty), hence \((\cdot) \in \text{dom} A_{\text{key}}\) and thus \((x,s) \in \text{dom} B_{\text{enc}}\) (since \((\cdot) \in \text{dom} A_{\text{key}}\) implies that \(B_{\text{enc}}\) is total). From the definition of \(H_{\text{crypt}}\), it immediately follows that \((B'_{\text{enc}}(x',s'), B_{\text{enc}}(x,s)) \in H_{\text{crypt}}\).

**dec:** We first check that if \((\cdot) \in \text{dom} A_{\text{key}}\), then for all \(x \in A_{\text{item}}\) and \(s \in W\):

\[
B_{\text{dec}}(B_{\text{enc}}(x,s)) = x. \tag{1}
\]

For, if \(\text{word} = W\) and \(\text{item} \subseteq W\), then (with \(K\) the number of \(B\)-ary digits needed for \(\text{item}\) as in the definition of \((Q,R)\))

\[
B_{\text{dec}}(B_{\text{enc}}(x,s)) = D(E(x + B^K(s \mod B^{N-K}), key(\cdot)), key(\cdot)) \mod B^K
= (x + B^K(s \mod B^{N-K})) \mod B^K
= x \mod B^K
= x \quad (x \in \text{item}, \text{hence } 0 \leq x < B^K),
\]

and otherwise,

\[
B_{\text{dec}}(B_{\text{enc}}(x,s)) = B_{\text{dec}}(x) = x.
\]

Of course, the same argument shows that if \((\cdot) \in \text{dom} A'_{\text{key}}\), then for all \(x \in A'_{\text{item}}\) and \(s \in W\):

\[
B'_{\text{dec}}(B'_{\text{enc}}(x,s)) = x. \tag{1'}
\]

Now let \((y',y) \in H_{\text{crypt}}\) be such that \(y' \in \text{dom} B'_{\text{dec}}\). Since then \(H_{\text{crypt}} \neq \emptyset\), we must have \((\cdot) \in \text{dom} A'_{\text{key}}\) (otherwise \(B'_{\text{enc}}\) would be undefined everywhere), and hence \((\cdot) \in \text{dom} A_{\text{key}}\). Furthermore, by definition of \(H_{\text{crypt}}\), we can choose \(x',s',x,s\) such that \((x',x) \in H_{\text{item}}, (s',s) \in H_{\text{word}}\), \(y' = B'_{\text{enc}}(x',s')\), and \(y = B_{\text{enc}}(x,s)\). By (1) and (1'), we have

\[
(B'_{\text{dec}}(y'), B_{\text{dec}}(y)) = (B'_{\text{dec}}(B'_{\text{enc}}(x',s')), B_{\text{dec}}(B_{\text{enc}}(x,s)))
= (x',x)
\in H_{\text{item}}.
\]
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It has thus been shown that \( H \) is a correspondence. Clearly, the reduct of \( H \) to \( \Sigma \) is the original correspondence \( G \). Thus, \( \langle Q, R \rangle \) extends correspondences.

It remains to be shown that \( \langle Q, R \rangle \) is not stable for standard representation. Using Theorem 5.4.4, it suffices to show that \( \langle Q, R \rangle \) does not extend abstraction functions.

Let \( A' \) and \( A \) be the \( \Sigma \)-algebras defined by

\[
A'_{\text{word}} = A_{\text{word}} = W, \\
A'_{\text{item}} = W = \{0, \ldots, B^N - 1\}, \\
A_{\text{item}} = \{0, \ldots, B^{N-1} - 1\}, \\
A'_{\text{key}}() = A_{\text{key}}() = k \text{ where } k \in W \text{ is chosen arbitrarily,}
\]

and let \( H: A' \to A \) be the abstraction function defined by

\[
H_{\text{word}}(w) = w \quad \text{for } w \in A'_{\text{word}} = W, \\
H_{\text{item}}(x) = x \mod B^{N-1} \quad \text{for } x \in A'_{\text{item}} = W.
\]

Clearly, \( H \) is a surjective strong partial homomorphism from \( A' \) to \( A \).

The result algebras \( B' \) and \( B \) of \( \langle Q, R \rangle \) on \( A' \) and \( A \) have the additional components defined by

\[
B'_{\text{crypt}} = B_{\text{crypt}} = W \\
B'_{\text{enc}}(x, s) = E(x + B^N(s \mod 1), k) = E(x, k) \\
B_{\text{enc}}(x, s) = E(x + B^{N-1}(s \mod B), k) \\
B'_{\text{dec}}(y) = D(y) \mod B^N = D(y) \\
B_{\text{dec}}(y) = D(y) \mod B^{N-1}.
\]

Now suppose that \( G \) is a correspondence from \( B' \) to \( B \) that extends \( H \), so that \( G_{\text{word}} = H_{\text{word}} \) and \( G_{\text{item}} = H_{\text{item}} \). Since \( (0, 0) \in G_{\text{item}} \) and \( (0, 0) \in G_{\text{word}} \), it follows that

\[
(B'_{\text{enc}}(0, 0), B_{\text{enc}}(0, 0)) = (E(0, k), E(0, k)) \in G_{\text{crypt}},
\]

and since \( (0, 0) \in G_{\text{item}} \) and \( (1, 1) \in G_{\text{word}} \), that

\[
(B'_{\text{enc}}(0, 1), B_{\text{enc}}(0, 1)) = (E(0, k), E(B^{N-1}, k)) \in G_{\text{crypt}}.
\]
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We have $E(0,k) \neq E(B^{N-1},k)$, because $D(E(0,k),k) = 0$, which is different from $D(E(B^{N-1},k),k) = B^{N-1}$. Thus, $G_{\text{crypt}}$ contains two pairs with the same first components, but different second components. Therefore $G_{\text{crypt}}$ cannot be a partial function, and thus no partial homomorphism from $B'$ to $B$ can exist that extends $H$. It follows that $(Q, R)$ does not extend abstraction functions and thus is not stable for standard representation.

Note that in the counterexample presented in this proof, the fact that encryption is performed is actually irrelevant (we could use the trivial encryption functions defined by $E(x, k) = D(x, k) = x$). The encryption only serves to motivate the introduction of the "salt" parameter that does not contribute anything to the observable results. It is the fact that fewer $B$-ary digits of the salt are preserved when the item parameter requires more digits that causes the cell not to extend abstraction functions.

Figure 5-6 summarizes the relations between the stability notions that have been established in this chapter. The labels next to the arrows indicate the conditions under which the implications hold.

At the end of the previous section, it has been illustrated how to use a stability criterion in a "positive" way, namely to prove that a programming notation supports data abstraction in the sense of this thesis. In the proof of Theorem 5.4.9, it has been shown how to use the stability notion in a "negative" way, namely to prove that a certain type constructor cannot safely be used in connection with standard representation. This kind of proof is practically useful too, because it shows which constructs must not be included in a data abstraction language.

5.4.10 Example. The array and set data type constructors of PASCAL must not occur in a programming language intended to support data abstraction when the representation relation is behavioural inclusion, behavioural equivalence or standard representation.
The reason is that the two constructs allow one to write the function definitions `equal1` and `equal2` that were discussed in Section 1.2 and that translate into the modules $M_1$ and $M_2$ shown in Figures 5-7 and 5-8. These modules do not extend correspondences nor weakly extend abstraction functions nor extend abstraction functions, and hence (by Theorems 5.2.4, 5.3.6, and 5.4.4) are not stable for behavioural inclusion nor behavioural equivalence nor standard representation.

Consider $M_1$ first. The following two algebras $A$ and $A'$ are members of the requirement interface of $M_1$:

\[
\begin{align*}
A_{boolean} &= A'_{boolean} = \{T, F\} \\
A_{true} &= A'_{true} = T \\
A_{false} &= A'_{false} = F \\
A_T &= \{0\} \\
A'_T &= \{0, 1\}.
\end{align*}
\]
5.4 Stability for Standard Representation

\[ M_1 = \text{module} \]

environment signature

\[ \text{boolean, } T: \text{ sort} \]

\[ \text{true, } \text{false}: \rightarrow \text{ boolean} \]

defined symbols

\[ \text{equal1}: T \times T \rightarrow \text{ boolean} \]

requirements

"\( T \) is an ordinal type"

result

function \( \text{equal1}(x, y: T): \text{ boolean} \);

\begin{verbatim}
var a: array[T] of boolean;
begin
  a[x] := false;
  a[y] := true;
  equal1 := a[x]
end;
\end{verbatim}

Figure 5-7: The PASCAL module \( M_1 \)

The following relation \( G \) is a \( \{\text{boolean}\} \)-abstraction function \( G: A' \rightarrow A \)
(and hence a \( \{\text{boolean}\} \)-correspondence as well):

\[ G_{\text{boolean}} = \text{Id}(\{T, F\}) \]

\[ G_T = \{(0, 0), (1, 0)\}. \]

The results \( B' \) and \( B \) of \( M_1 \) on the bases \( A' \) and \( A \) have the same sorts as \( A' \) and \( A \), hence if a correspondence from \( B' \) to \( B \) extending \( G \) did exist, it would have to be equal to \( G \). However, \( G \) is not a correspondence from \( B' \) to \( B \), because \( \text{equal1} \) is not compatible with it: We have \((0, 0) \in G_T \) and \((1, 0) \in G_T \), but

\[(B'_{\text{equal1}}(0, 1), B_{\text{equal1}}(0, 0)) = (F, T) \notin G_{\text{boolean}}. \]

Thus, there exists no correspondence (let alone a strong correspondence or abstraction function) from \( B' \) to \( B \) that extends \( G \), hence \( M_1 \) does not extend
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\[ M_2 = \text{module} \]
\[
\quad \text{environment signature}
\]
\[ boolean, T: \text{sort} \]
\[ \text{defined symbols} \]
\[ equal2: T \ T \to boolean \]
\[ \text{requirements} \]
\[ boolean = \{T,F\} \]
\[ "T \text{ is an ordinal type}" \]
\[ \text{result} \]
\[ \text{function } equal2(x, y: T): boolean; \]
\[ \quad \text{begin } equal2 := x \text{ in } [y] \text{ end; } \]
\[ \quad \{[y] \text{ is the set with single member } y, \]
\[ \quad \text{in is the membership test}\}. \]

Figure 5-8: The PASCAL module \( M_2 \)

correspondences nor weakly extend abstraction functions nor extend abstraction functions.

For \( M_2 \) the argument is precisely the same, except that from the algebras \( A \) and \( A' \) the operations \textit{true} and \textit{false} should be removed so that they become elements of the requirement interface of \( M_2 \). The correspondence \( G \) and the remainder of the argument are as for \( M_1 \).

\[ \square \]
Chapter 6

Conclusions

Modular Programming and Data Abstraction

A theory of modular programming and data abstraction has been presented that explains why these design methods lead to correct programs.

Modular programming is viewed as the construction of a "structured correctness argument" (sketched in Figure 3-5), in which the correctness of a program composed of a number of modules is established by separate correctness proofs of the individual modules.

The basic entities of the theory are "cells" (Def. 3.1.10), which consists of an import (or "requirement") and an export (or "result") interface, and which represent program modules as well as program or module specifications.

The external export and import interfaces of a program under design form a cell called the "global cell" of the program development. In the structured correctness argument for a modular program, each program module is specified by a "module specification", and both modules and module specifications are cells in the theory. The module specifications must form a "decomposition" (Def. 3.2.10) of the global cell. They may be derived from a design graph recording the import and export interfaces of each module, and this automatically establishes the semantic part of the "decomposition" notion (cf. Example 3.2.11 and the discussion following it).

Every module of the program must be "correct" with respect to its specification. The correctness notion appropriate for modular programming is called "refinement" (Def. 3.1.18), and the "composability theorem of refinements" (Theorem 4.1.12) asserts that if each module of a program is a refinement of its
specification, then the result of composing the modules is a refinement of the
global cell, which means that the resulting program is correct with respect to the
global import and export interfaces. This theorem generalizes previous theorems
by myself [Schoett 81] and by Back and Mannila [BM 84].

Data abstraction is viewed as an extension to modular programming. The
requirement that the entities defined in a program satisfy the interfaces is re-
laxed, and it is only required that these program entities "represent" entities
satisfying the interfaces. Nevertheless, the users of an interface may depend on
the interface as it is and need not be concerned with the fact that they will be
supplied with program entities that need not satisfy the interface.

The correctness notion appropriate for modular programming with data ab-
straction is called "universal implementation" (Def. 4.1.5), and it is shown that
this notion can be used as the correctness notion in a structured correctness argu-
ment: the "composability theorem for universal implementations" (Thm. 4.1.7)
asserts that if each module of a program is a universal implementation of its
specification, then the result of composing the modules is a universal implemen-
tation of the global cell.

The universal implementation property of a cell is cumbersome to prove di-
rectly; hence universal implementation can not be proposed as a correctness
criterion for practical programming. Appropriate for practice is the "simple im-
plementation" criterion (Def. 5.1.5), which corresponds to established methods of
proving the correctness of data type representations (Example 5.4.3). It requires,
however, that the representation relation can be characterized by "representa-
tion morphisms" (Def. 5.1.1). The simple implementation relation is transitive
and thus allows the "vertical composition" of implementation steps.

"Stable" cells are those for which the simple implementation property implies
the universal implementation property (Def. 5.1.10). Hence proving the simple
implementation property of stable cells is sufficient to guarantee that they are
universal implementations of their specifications, which is what is needed for a
valid structured correctness argument.

I suggest that stability should be regarded an essential design criterion for a
programming language that is to support data abstraction: the language should
allow only stable modules to be defined. With such a language as the target
language of a modular program development, programmers need only verify the
simple implementation property of their modules, which means that they may
use established practical proof methods.

Generality through Institutions

The theory of this thesis is based on a variant of the "institution" notion of
Goguen and Burstall [GB 84]. The "signatures" and "models" of an institu-
tion can represent the "type environments" (sets of identifiers with associated
type information) and the "environments" (identifiers with associated semantic
values) of a programming language. By choosing appropriate institutions, the
theory can be applied to modular programming in various frameworks. In par-
ticular, there is no limit to the kinds of program entities that may occur in a
programming language and may be imported and exported by its modules: data
types, functions, procedures, data values, data objects, labels, processes, or even
modules themselves.

The "institution" notion of this thesis (Def. 2.3.5 and 2.3.9) differs from the
one introduced by Goguen and Burstall in two respects. There is no notion of
"sentences" in this thesis, because there is no need to consider specifications on
the syntactical level—only the semantics of a specification, i.e., the set of models
it describes, enters the theory (as a "specification" or "interface" in Def. 3.1.6),
and the language in which specifications are written is irrelevant to the theory.
Second, the institutions of this thesis are equipped with a partial ordering be-
tween signatures, which allows us to combine signatures and models without
linking them by explicit signature morphisms. If a signature $S$ is included in
a signature $T$ according to the partial ordering, it means that all the program
entities described by $S$ occur in $T$ also. There is thus an automatic identifica-
tion of program entities between different signatures, which reflects the idea that
the signatures reside in a common "name space", so that a name occurring in
different signatures must refer to the same program entity.
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The particular institution considered on the "concrete level" of this thesis, the institution of partial many-sorted algebras (Thm. 2.3.6 and 2.3.11), deals with programs in strongly typed functional programming languages such as the typed λ-calculus [Barendregt 84, App. A], the language ML [HMM 86] without assignment, polymorphism and exceptions, or the deterministic applicative algorithmic sublanguage of CIP-L [CIP 85]. The example program development in Section 1.4 is carried out in such a language.

Generality is further achieved by considering abstract "representation relations" (Def. 4.1.1) and "representation categories" (Def. 5.1.1) in this thesis. The purpose of a representation relation is to express when one model is to be considered a correct "representation" of another one. The representation model will usually consist of program entities defined in some programming notation, while the model it represents may be an "abstract model" that satisfies the specifications of these program entities. A natural way of defining a representation relation is to require that two models in the relation must have the same "observable behaviour", which means that every program produces the same output when based on the one model as when based on the other model.

The "simple implementation" notion, which is proposed as the correctness criterion to be verified by module designers, requires that a representation relation has an associated "representation category", in which there is a "representation morphism" from each representation to the model it represents. In the institution of partial algebras (with distinguished "visible sorts"), three representation concepts were considered:

<table>
<thead>
<tr>
<th>representation relation</th>
<th>representation morphisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>behavioural inclusion</td>
<td>correspondences</td>
</tr>
<tr>
<td>behavioural equivalence</td>
<td>strong correspondences</td>
</tr>
<tr>
<td>standard representation</td>
<td>abstraction functions</td>
</tr>
</tbody>
</table>

The association of representation relations with representation categories appears to be natural and useful. In particular, it becomes possible to formulate
the "simple implementation" concept, which reflects established practical methods for proving the correctness of data representations (Example 5.4.3).

The theory of data abstraction for nondeterministic data types recently published by Nipkow [Nipkow 86] has not influenced the design of the present theory, yet it fits perfectly into the framework of "representation relation" and "representation category" (page 281–283).

Representation Relations between Partial Algebras

It has been argued in Section 4.2 that representation relations between (total and hence between) partial algebras must be based on a set of "visible sorts" (or analogous concepts of "visible values") that must be represented identically, since otherwise they would allow useless representations such as, for example, the term algebra as a representation of every total algebra of that signature with nonempty and finite or countable carriers.

Three representation relations between partial algebras have been introduced and compared.

"Standard representation" (Section 4.5) is the representation relation associated with the "abstraction function" proof method introduced by Hoare [Hoare 72], which has formed the basis of most approaches to data representation.

"Behavioural equivalence" (Section 4.4) is based on the notion of the "observable behaviour" of an algebra, where values of the visible sorts may be input to computations, and result values of visible sort can be discriminated. The behavioural equivalence relation is characterized by the existence of a "strong correspondence" between two algebras (Def. 4.4.3 and Thm. 4.4.6), and this yields a useful practical proof method in which the usual "abstraction function" is generalized to a relation (Example 4.4.7).

An important advantage of behavioural equivalence and the proof method based on strong correspondences over the standard representation concept is that they are strictly more general (Thm. 4.5.4 and Example 4.5.5), thus allowing more representations, and that "representation bias" [Jones 80, Ch. 15] in a
specification no longer restricts the range of correct representations. This eliminates one of the main criticisms of the “abstract model” specification technique for encapsulated data types.

A second advantage of behavioural equivalence over the standard representation relation is that the stability notion for behavioural equivalence is strictly more general (for cells that are single-valued and whose requirement interface is closed under abstraction functions) than the stability notion for standard representation (Thm. 5.4.9). This means that in a programming language designed to support data abstraction (i.e., a language with stable modules), more constructs are allowed when the representation relation is behavioural equivalence than when the representation relation is standard representation. Thus, behavioural equivalence is superior to standard representation in every respect except familiarity, and should be used in programming practice instead of standard representation.

“Behavioural inclusion” (Section 4.3) is a new representation relation that combines the “partial implementation” idea of Kamin and Archer [KA 84] with the behaviour idea. It is strictly more general than the “implementation” notion of Kamin and Archer (Thm. 4.3.11 and Example 4.3.12), and admits correctness proofs by means of “correspondences”.

For cells that are single-valued and monotonic, the stability notions for behavioural inclusion and behavioural equivalence are equivalent to each other (Thm. 5.3.12). It will often be most useful to prove that the modules of a programming language are stable for behavioural inclusion, because this implies that they are stable for behavioural equivalence also under the natural condition that they are single-valued (Thm. 5.3.8).

Design of Programming Languages for Data Abstraction

The theory of this thesis shows that “simple implementation” can be used as the correctness notion in a modular program development, provided that the notation in which the modules are finally coded allows to define only stable modules.
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I suggest that stability of modules should be regarded as an essential design criterion for a programming language intended to support data abstraction.

To verify that a programming language has stable modules and hence supports data abstraction, the following steps are necessary.

- Designing an institution whose signatures correspond to the type environments and whose models correspond to the semantic environments of the language.

- Defining a representation category. This defines an associated representation relation (which may or may not be chain-closed and hence allow to compose infinite systems). The representation relation should depend only on the "observable behaviour" of the models.

- Proving that the modules of the language are stable, e.g., by showing that they extend representation morphisms.

After these steps have been performed, this thesis provides a sound and practical methodology for modular program development with data abstraction in this language.

The claim that stability is the appropriate design criterion for a data abstraction language is supported by two further arguments.

First, the stability notion is defined as the condition under which the simple implementation property implies the universal implementation property. Thus, there is no way of introducing another, perhaps more general, notion instead of stability without changing the methodology or one of the two implementation notions. The simple implementation notion, however, corresponds closely to practical data representation correctness proofs, while the universal implementation notion is both necessary and sufficient for the composability of implementations (except perhaps for a slight generalization using a notion of "concrete model", cf. page 181).

Second, examples show that stability is a reasonable requirement of programming languages. Nipkow's nondeterministic language $L$ [Nipkow 86], which
features application, local binding (let), lists, conditional, recursion, and angelic choice, is stable for the representation relation associated with his "simulation" concept (cf. page 281–283), and the deterministic sublanguage obtained by removing the angelic choice operator is stable for behavioural equivalence, as discussed at the end of Section 5.3. Also the sufficient condition for stability that modules "extend representation morphisms" (Def. 5.1.14 and Thm. 5.1.15), is very similar to the "representation independence" theorems that have been proved for variants of the typed λ-calculus (cf. page 280 f.). Finally, the type constructors array and set of PASCAL, which are not compatible with data abstraction (cf. page 16 f.), are ruled out by the stability criterion for any of the three representation relations between partial algebras that have been considered (Example 5.4.10).

Practical Program Design

The development of the dictionary program in Section 1.4 is an example of modular programming with data abstraction as supported by the theory of this thesis. The modules and interfaces of that development fit the corresponding formal notions (in the institution of tagged algebraic signatures and partial many-sorted algebras), the final design graph yields a decomposition of the global cell \langle ITEM \wedge LISTITEM, IDICT \rangle, the correctness notion employed for the modules IDICT, IINOUT, IINPUT and IOUTPUT is the refinement notion of the theory, and the conventional data representation correctness proof of MSTORE sketched on page 54–57 and performed formally in Example 4.5.3 proves that MSTORE is a simple implementation (with respect to any of the three representation categories introduced) of its specification. What is missing, however, is a proof that the modules of this development are stable. The proper way to prove this would be to formalize the notation used to define these modules, and to show that this language allows to define only stable modules. To include such a proof in this thesis, however, would require a lot of additional formalism, yet not be interesting, because the notation is so primitive.
In the *dictionary* example, modular programming was viewed as the construction of a design graph. From a design graph, module specifications as required by the structured correctness argument and by the composability theorems are derived immediately (Example 3.2.11). If (the signatures of) these module specifications form a syntactical decomposition of (the signature of) the global cell, then the semantic decomposition property follows from the fact that the specifications were derived from a design graph. Hence design graphs make it unnecessary to prove the semantic component of the "decomposition" notion.

Design graphs do not help, however, to establish the syntactical decomposition property of the (signatures of the) specifications derived from them. I have translated the requirements of the syntactic decomposition notion back to design graphs, but the resulting criteria showed clearly that they were derived in this way and did not seem to be of any practical use. It appears that to ensure the syntactical decomposition property, there must be a global coordinator for a design graph who ensures that all signatures remain compatible, and that each symbol is "defined" in at most one place. This seems to be a consequence of the idea that one single "name space" (*i.e.*, signature) should underlie a decomposition.

The *dictionary* program development of Section 1.4 has illustrated the strategy of "access function refinement", which allows one to determine the elementary access functions to an encapsulated type in the course of refining more problem-oriented operations referring to the type. The basis for the refinement process is an abstract model (*i.e.*, a set of values) for the encapsulated type, which allows the operations to be specified and refined independently of each other. There is a danger of devising an abstract model that is "too big", *i.e.*, a value set with more values than necessary. Such a "biased" specification may guide the refinement process of the access operations in an inefficient direction.

Thus, different specification techniques are appropriate in different situations: Abstract model specifications work best when an "unbiased" value set for an encapsulated data type can be determined, while the implicit definition technique is appropriate when it is easier to determine a set of useful elementary access functions to the type.
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It is advantageous, therefore, to use a specification notation that allows one to write both abstract model and implicit specifications of encapsulated data types, so that the most appropriate technique can be chosen in every situation. The mathematical notation used for specifications in this thesis has this property, since one may, but need not, specify value sets for data types. This language is "rigorous" in the sense of [Jones 80, p. 13 f.], but not fully formal (which would be necessary for machine processing).

In this context it is noteworthy that the theory of this thesis is completely independent of a specification notation. Specifications enter the picture only via their semantics, namely the set of models satisfying them, and it is irrelevant how this set is described. Since any set of models is admissible as a specification in the theory, there are no restrictions on the expressive power of the notation that may be used. It is not even necessary to fix a specification language at all; new language elements may be introduced whenever desired as long as it is clear what they mean, i.e., it is clear which models satisfy a specification and which do not.

Contributions of the Thesis

The theory of this thesis consists of two levels. The "abstract" level of the theory, consisting of Section 2.3, Chapter 3, and Sections 4.1 and 5.1, deals with modular programming and data abstraction in the general setting of institutions, representation relations and representation categories. The "concrete" level of the theory, consisting of Sections 2.2, 4.2 to 4.5, and 5.2 to 5.4, deals with specific representation relations in the institution of (tagged) algebraic signatures and partial many-sorted algebras.

The abstract level of the theory is more general than most previous approaches to data abstraction, because it applies to an arbitrary institution. In parallel with this thesis, Sannella and Tarlecki developed an approach to data abstraction that is also based on institutions [ST 84a] [ST 85]. In this approach, data abstraction is based on a notion of "observational equivalence" between mod-
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els, which depends on whether certain "sentences" are "satisfied" by the models. The approach of this thesis is more abstract and more general than the approach of Sannella and Tarlecki, because it is based on an abstract representation relation that need not even be symmetric. For example, behavioural inclusion and standard representation are not symmetric and can be treated in the theory of this thesis, but not (yet) in the theory of Sannella and Tarlecki.

The specific "institution" notion used in this thesis differs from the one introduced by Goguen and Burstall [GB 84] in that "sentences" and the "satisfaction relation" are omitted and an additional "inclusion" relation between signatures is introduced. This relation occurs naturally in practice, and it allows one to relate and combine signatures, models, and specifications without providing explicit signature morphisms (as is necessary, e.g., in the specification-building operations of ASL [ST 85]).

Specifications in the abstract theory are sets of models. This means that specification languages and their semantics need not be considered explicitly. Furthermore, there is no need to use a fixed specification language at all when applying the theory—the only requirement on specifications is that it must be clear which models satisfy them and which do not. The idea of treating specifications as model sets is due to Lipeck [Lipeck 83, p. 15 f.]. However, Lipeck is a little more restrictive in that he considers only sets of algebras that are closed under isomorphism. This restricts the semantics of the specification notations that can be used in connection with Lipeck's approach.

Cells with requirements can be composed with each other and are correctly dealt with in structured correctness arguments: the correctness notion "universal implementation" (of which "refinement" is a special case) can be verified independently for each cell in a system and guarantees that the composition of the cells is correct. In particular, when the system is installed on a base that represents a model satisfying the global import specification, then all cells are guaranteed to be supplied with bases satisfying their requirements. This is in contrast to Lipeck's theory [Lipeck 83], which deals with cells with requirements, but in which the composability of independently designed cells is not always guaranteed, so that "re-implementation" of modules may become neces-
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In other theories [SW 82] [GM 82], the problem has led to the introduction of "fitting conditions" on the cells to be composed, so that they cannot be designed independently of each other (cf. page 22 f.).

The theory allows for infinite systems in case the representation relation is chain-closed. This is not directly relevant for practice, but it would allow, for example, to model parameterized modules (e.g., the parameterized type constructors of a programming language) by introducing all their possible instantiations as cells into a system (of which only a finite subset would be used in a program). That the theory of [Schoett 81] might be extendable to infinite systems was suggested to me by Gordon Plotkin [personal communication, 1983] after he had read an early version of [Schoett 83].

The "stability" criterion for cells is derived from the "universal" and "simple implementation" notions, so that it is the most general condition under which the "simple implementation" criterion implies "universal implementation". This supports the claim that stability should be a design criterion for "data abstraction" programming languages, because the "simple implementation" notion reflects practical data representation correctness proofs (Example 5.4.3) and the "universal implementation" notion expresses the requirements for composability. Thus, the only way the stability notion could be generalized would be to generalize "universal implementation" by distinguishing "concrete models" as suggested on page 181. In contrast, previous approaches to the correctness problem of data abstraction have introduced ad hoc criteria for the modules of a system and proved that they are sufficient to guarantee composability (the "homomorphism expansion property" in [Schoett 81], "conservativity" in [Lipeck 83], the "soundness conditions" of [Nipkow 86]), and there was no search for the most general such criterion.

The concrete level of the theory of this thesis deals with the representation relations "behavioural inclusion", "behavioural equivalence", and "standard representation" between partial many-sorted algebras, and with their associated representation categories and stability notions.
6. Conclusions

It is shown that even the very restrictive representation relation "there exists a surjective homomorphism" between total algebras admits useless representations in which the computations produce just formal terms (Thm. 4.2.2). This is an argument in favour of representation relations that are based on a set of "visible sorts". Values of visible sorts must be represented by themselves, and this means that result values of visible sorts that are produced by a correct representation are the same as in the algebra represented, so that it is no problem to interpret these results.

A new representation relation "behavioural inclusion" has been introduced, which combines the "partial implementation" idea of Kamin and Archer [KA 84] with the behaviour idea. It is strictly more general than the concept of Kamin and Archer (Thm. 4.3.11 and Example 4.3.12).

The "behavioural equivalence" representation relation is shown to be strictly more general than the "standard representation" relation that is based on abstraction functions (Thm. 4.5.4 and Example 4.3.12), and it is shown that behavioural equivalence eliminates the "representation bias" problem that occurs in connection with standard representation (page 258 f.).

Two new types of many-sorted relations between partial many-sorted algebras are introduced, "correspondences" and "strong correspondences". These concepts lead to characterizations of "behavioural inclusion" and "behavioural equivalence" (Theorem 4.3.7 and 4.4.6), thus yielding "simple implementation" and "stability" notions for these representation relations (Sections 5.2 and 5.3), and they provide practical methods for proving data representations correct (Examples 4.3.10 and 4.4.7). The idea that data representations can be proved correct using relations instead of functions is not new—it occurs, for example, in [Ginzburg 68], [Milner 71], [Jones 80, p. 264], and [Reynolds 81, p. 311]. However, these ideas seem not to have been transferred to algebraic data type theory and linked with its "behaviour" notions before. The "strong correspondence" concept has influenced recent work by Nipkow [Nipkow 86], who generalized it to algebras with nondeterministic operations.

Characterizations of the stability notions for behavioural inclusion, behavioural equivalence, and standard representation are given: A cell is stable for be-
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havioural inclusion iff it "extends" correspondences (Def. 5.1.14 and Thm. 5.2.4); it is stable for behavioural equivalence iff it "weakly extends" both abstraction functions and converse abstraction functions (Def. 5.3.5 and Thm. 5.3.6); and it is stable for standard representation iff it extends abstraction functions (Thm. 5.4.4). For a large class of cells, the stability notions for behavioural inclusion and behavioural equivalence are equivalent, while the stability notion for standard representation is more restrictive (Theorems 5.4.8 and 5.4.9).

The program development example of Section 1.4 introduces the "access function refinement" strategy, which allows one to determine the elementary access functions to an encapsulated data type in the process of designing code for more complex, problem-oriented operations. This strategy works best on the basis of an abstract model specification of the encapsulated type, which leads to the conclusion that implicit specification techniques for encapsulated data types are not always the best ones, and that practical specification notations should allow one to write both "abstract model" and "implicit" specifications of encapsulated data types.

Improvements to the Theory

There are various ways in which the theory of this thesis could be further developed and improved.

From a practical point of view, an important problem is to ensure that the specification cell system derived from a design graph (cf. Examples 3.1.5, 3.1.14, 3.2.9 and 3.2.11) is syntactically correct (i.e., that the cell signatures form a syntactic decomposition of the global cell signature). At present, it appears to be necessary that the choice of names for the program entities occurring in a design graph is managed centrally. To some extent, this interferes with the freedom to design modules independently of each other, because module design may involve the design of new import interfaces, and the names occurring in these interfaces may only be chosen in consultation with the central "name manager".
6. Conclusions

A way to solve this problem might be to introduce composition operations for cells that do not use the idea of a uniform name space, but in which the cells are connected by explicit signature morphisms. Such operations are familiar from theories of parameterized specifications and parameterized data types such as [BG 77], [BG 80], [TWW 82], [Ehrig et al. 80], [SW 82] and [Lipeck 83], and from programming notations involving parameterized or “generic” modules, such as CLU [Liskov et al. 81], ADA [ANSI 83] and CIP-L [CIP 85].

In connection with the introduction of such operations, it would be worthwhile to check whether the renaming axiom of an institution syntax (axiom (c) of Def. 2.3.5) can be replaced by a more elegant axiom. At present, the renaming axiom is by far the most complex of the axioms characterizing an institution, and it takes a considerable amount of formal labour to verify (see the proofs of Thm. 2.3.6 and 4.2.6); yet it is only used in a single place, namely the proof of the “renaming” lemma (Lemma 4.1.9).

On the semantic level, the new operations do not seem capable of creating any new problems, because it appears that each composition of modules using the new operations can be represented in the present theory by a system in which each module instantiation occurs as a separate cell, and in which the symbols are renamed so that precisely those symbols are equal that are identified with each other via signature morphisms in the more complex composition operations.

It would also be important for practice to have programming languages available that have been proved sound for data abstraction in the sense of this thesis, that is, whose modules are guaranteed to be stable. So far, stability has been established only for “toy languages” consisting mainly of recursive function definitions (informally in [Hoare 72] and [Schoett 81], formally in [Nipkow 86], where functions may even be nondeterministic), and it would be interesting to see how such proofs “scale up” to realistic programming notations. A formal semantics for the programming language under consideration is, of course, a prerequisite for a stability proof.
6. Conclusions

The presentation of the theory of modular programming in Chapter 3 could be improved slightly by changing some of the basic definitions so that they more closely match their informal motivation.

The definition of a “system site” (Def. 3.2.4) could be improved by sharpening the condition that for \( i \in I \)

\[
\bar{E} \cup \bigcup_{k \ll i} D_k \text{ is a site for } \langle E_i, D_i \rangle.
\]

to

whenever \( K \subseteq I \) is \(<\)-downward closed and \( i \) is \(<\)-minimal in \( I \setminus K \)

then

\[
\bar{E} \cup \bigcup_{k \in K} D_k \text{ is a site for } \langle E_i, D_i \rangle,
\]

since that definition makes it clear that the cells of a system can be composed in any order compatible with the dependence relation <. Fortunately, this does not change the mathematical content of the theory, since the two definitions are equivalent according to Lemmas 3.4.3 (c) and 3.5.2.

In a similar way, the definitions of “decomposition” (Def. 3.2.10) and “composition” (Def. 3.3.6) could be changed by quantifying over downward closed index sets \( K \) in the statement that each cell must be supplied with a proper base (Clause 3.2.10 (b) and the definition of \( \bar{Q} \) in Def. 3.3.6). This would not change anything either, due to the monotonicity of interface conjunction (Prop. 3.1.8).

From a theoretical point of view, it seems interesting to explore the link between institutions and sheaves that was observed by John Gray. One presentation of sheaf theory in which this link is clearly visible is [FS 79].

It would also be interesting to study further the interplay between representation relations and representation categories. The concept of a “representation relation” between models arises naturally in connection with data abstraction, and it suffices for the “universal implementation” concept and the composability theorem. The “representation categories” are needed only for the more practical “simple implementation” concept. It is an interesting open problem to characterize those representation relations for which representation categories exist.

The proof of the composability theorem for universal implementations does not make use of the preordering property of a representation relation, so that
this condition could be removed from the definition of a "representation relation" (Def. 4.1.1). It was mentioned on page 181 that apparently the only way to generalize the "universal implementation" concept would be to exploit the fact that not all the models of an institution might actually be definable in a programming notation. With representation relations that need not be preorderings, this idea could be expressed elegantly by making $A' \rightsquigarrow A$ hold only if $A'$ is definable (a "concrete model").

While removing the condition that representation relations be preorderings would not affect the composability theorem, it creates a problem in connection with representation categories. At present, the fact that the representation morphisms form a category and characterize the representation relation via $A' \rightsquigarrow A \iff \exists J: A' \rightsquigarrow A$ implies that the representation relation must be a preordering anyway. Thus, a way would have to be found to weaken these axioms while preserving the essential theorems of Section 5.1, particularly the decomposition of "universal implementation" into "simple implementation" and "stability", and the convenient "representation morphism extension" criterion for stability.
... for it is only theory that makes men completely incautious.

Bertrand Russell  [Russell 50, p. 178]
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