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Lay Summary

This work is concerned with the study of optimal investment problems in Mathematical Finance. While this is a widely analysed subject in the literature under the tenets of Expected Utility Theory, and this framework has become a standard topic for economists and financial analysts, many of its principles have been subject to an intense debate. Indeed, many of the underlying principles have been questioned, thus, a more general framework that could give a satisfactory explanation of agent’s choices and preferences was absolutely necessary.

We analyse the problem of optimal investment when preferences of market participants are described within the framework of Cumulative Prospect Theory (CPT), developed by Daniel Kahneman and Amos Tversky in the last two decades. We translate the problem into a mathematical optimisation problem and propose verifiable conditions in order to ensure well-posedness of the problem as well as existence of optimal strategies for discrete-time models and for a fairly broad family of models in continuous time, improving significantly past results in the field. Our results do not assume any type of completeness of the market, whatsoever.

Our aim is to have a self-contained and detailed study of the problem and of our own developments in the problem of optimal investment under general performance criteria and with straightforward assumptions. It is worth pointing out that it is possible to regard Expected Utility Theory and some of its generalisations as particular cases of the problem of optimal investment in Cumulative Prospect Theory, therefore our methods and conclusions apply to the standard theory. The results presented in this work generalize and improve significantly the theorems concerning quantitative Behavioural Finance within the framework of CPT. In addition, we think that the ideas developed here can be adapted and applied to obtain further results in problems about optimal investment as well as other applications.
Abstract

In this thesis a mathematical description and analysis of the Cumulative Prospect Theory is presented. Conditions that ensure well-posedness of the problem are provided, as well as existence results concerning optimal policies for discrete-time incomplete market models and for a family of diffusion market models.

A brief outline of how this work is organised follows. In Chapter 2 important results on weak convergence and discrete time finance models are described, these facts form the main background to introduce in Chapter 3 the problem of optimal investment under the CPT theorem in a discrete time setting. We describe our model, present some assumptions and main results are derived. The second part of this work comprises the description of the martingale problem formulation of diffusion processes in Chapter 4. A key result on the limits and topological properties of the set of laws of a class of Itô processes is described in Chapter 5. Finally, we introduce a factor model that includes a class of stochastic volatility models, possibly with path-depending coefficients. Under this model, the problem of optimal investment with a behavioural investor is analysed and our main results on well-posedness and existence of optimal strategies are described under the framework of weak solutions.

Further research and challenges when applying the techniques developed in this work are described.

Keywords: Optimal portfolio ; Behavioural Finance ; Probability distortion ; Well-posedness ; Optimal investment ; Martingale problem.
Notation

- $d$ or $n$ will refer to the dimension of an Euclidean space $\mathbb{R}^d$ or $\mathbb{R}^n$.
- $\text{int} G$ the interior of a subset $G$.
- $\langle \cdot , \cdot \rangle$ denotes an inner product.
- $\liminf \{ x_n \}$, the ‘limsup’ of the sequence $\{ x_n \}$ defined as $\liminf \{ x_n \} := \inf_n \sup_{k \geq n} x_k$. Similarly, $\limsup \{ x_n \} := \sup_n \inf_{k \geq n} x_k$.
- $\overline{X}$ or $\text{cl}(X)$ the topological closure of a set $X$.
- $\|X\|_\mu := \inf \{ M > 0 : \mu(\omega \in E : |X(\omega)| > M) = 0 \}$, a norm in the Banach space $L^\infty(E, \mathcal{E}, \mu)$.
- $\mathcal{L}(X) := \mathbb{P} \circ X^{-1}$, the law of a random variable $X$.
- $\mathcal{M}^1(E)$ the space of probability measures on $(E, \mathcal{E})$, a measurable space.
- $\mu_n \Rightarrow \mu$ denotes convergence of the sequence $\{ \mu_n \}_{n \in \mathbb{N}} \subset \mathcal{M}^1(E)$, to $\mu$ in the weak topology.
- $\text{supp}(\mu)$ the support set of the measure $\mu$.
- $S : \Omega \rightarrow \mathbb{R}^d$ a set-valued function.
- $\mathcal{B}(S), \mathcal{B}(E)$ the Borel $\sigma$-algebra of $S$ or $E$, respectively.
- $\mathcal{W}^d$ denotes the normed space continuous functions $C([0, T] \times \mathbb{R}^d)$ with the uniform norm.
- $\mathcal{W}^d$ denotes the metric space of continuous functions $C([0, \infty) \times \mathbb{R}^d)$ with a metric inducing the uniform convergence over compact sets.
- $V_T^{x, \phi}$ denotes the portfolio value process with initial cost $x$ and a trading strategy $\phi$.
- $\Xi_t$ is the set of $\mathcal{F}_t$-measurable random variables.
- $\mathcal{W}$ the family of measurable functions with finite moments of all order.
- $D_t(\omega)$ the smallest affine subspace (or linear manifold) containing the support of the regular conditional distribution of $\Delta S_t$ given $\mathcal{F}_{t-1}$.
- $\mathcal{M}^\infty(S)$ denotes the set of equivalent martingale measures for $S$.
- $S^d_+$ denotes the set of positive semidefinite symmetric matrices.
- $\mathcal{A}^{d,r}$ denotes the set of adapted and jointly measurable functionals on $[0, \infty) \times \mathcal{W}^d$. See Definition [4.2.7] for details.
- $C^2_b (\mathbb{R}^d; \mathbb{R})$ the space of bounded continuous functions with continuous second order derivatives.

- $C^\infty_0 (\mathbb{R}^d)$ the space of smooth functions with compact support.

- $C^{1,2}_b (\mathbb{R}_+ \times \mathbb{R}^d; \mathbb{R})$ is the space of continuous differentiable functions of order 1 in time and order 2 in space.

- $\alpha_t$ the truncation operator in $\mathcal{W}^d$.

- $\mathbb{A} - S^d_+ \times \mathbb{R}^d$.

- $A_t(x), A_t(\omega)$ a class of convex subsets of $\mathbb{A}$.

- $tr(a)$ denotes the trace of a matrix $a$.

- $F_t(u, v, \omega), F_t(u, v, x)$ denotes the support functions of the convex sets $A_t(\omega), A_t(x)$, respectively.

- $\text{ess inf}_{i \in I} X_i$ and $\text{ess sup}_{i \in I} X_i$ the essential infimum and essential supremum of a collection of random variables $\{X_i\}_{i \in I}$.
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Chapter 1

INTRODUCTION

The main subject of this work is the analysis of a broad class of portfolio optimisation problems in incomplete markets under the Cumulative Prospect Theory (CPT) developed by Kahneman D. and Tversky A. in [30] and [57]. We study a well-known mathematical formulation of the problem of optimal investment and answer some questions concerning the existence of optimal strategies and well-posedness. The framework is robust enough to encompass the problems of Expected Utility Theory and the generalisations related to utility maximisation when investors are loss averse and risk seeking.

Nevertheless, the generality of our setting comes at the expense of its mathematical tractability. First of all, even though choices can be assessed by means of an objective function, it is unclear that, in general, the problem of optimising such a functional is a well-defined optimisation problem, we give some conditions that ensure that the problem is well-posed. Secondly, the traditional methods, such as dynamic programming and HJB equations and duality theory are no longer applicable.

While at first glance, the description and analysis of this problem may seem simply a zeal of mathematical generalisation, this is not the case. The axioms on which the Expected Utility Theory (EUT) is based have been questioned systematically. One of the ideas underlying this theory is the assumption that investors are risk-averse, this means, that as their wealth grows, its increase in ‘satisfaction’ on this favorable change becomes smaller. In other words, the utility function to evaluate total wealth is a concave function. On the other hand, EUT axioms imply that investors are fully rational and hence, all economic agents have a ‘transparent’ and objective view of the outcomes (or rather, the likelihood of the outcomes). Kahneman and Tversky’s findings suggested that such an assumption is not consistent with people’s approach to decision making. In a series of studies ([58], [30] and [57]) they show that investors tend to magnify small probabilities and underestimate big probabilities. In other words, investors have a distorted perception of the distributions of their wealth. Therefore under the tenets of the CPT, an investor is no longer rational.

Another element proposed by Kahneman and Tversky, that should be pointed out is the claim that economic agents evaluate their investments according to their own levels of wealth rather than absolute levels of wealth. Thus, every investor has a reference point that allows to define their relative ‘losses’ and ‘gains’. This element explains why, given an equal absolute value of wealth, two investors can take different decisions and have different views of the market.
A brief outline of how this work is organised follows. In chapter 2, important results on weak convergence of probability measures; martingale theory; and discrete-time finance models are described; we investigate a result proved in [44] and a well-known theorem in finance literature from [27]. These facts form the main background to introduce in chapter 3 the problem of optimal investment under the CPT theorem in a discrete-time setting, this is based upon our publication [42] and [11]. We describe our model, present some assumptions and main results are derived.

The second part of this work comprises the problem of optimal investment in continuous-time setting, we follow closely [25] and [35], we describe the martingale problem formulation of diffusion processes in Chapter 4. A key result on the limits and topological properties of the set of laws of a class of Itô processes is described in Chapter 5, the aim of this chapter is to give an explanation of the results in [32]. Finally in Chapter 6, we describe a factor model that includes a class of stochastic volatility models possibly with path-depending coefficients, under this model, the problem of optimal investment with a behavioural investor is described, results on well-posedness and existence of optimal strategies under the framework of weak solutions are provided. This chapter is based upon our second contribution, [43]. Further research and possible limitations of our techniques motivate the conclusion. The work concludes with some of the future research problems.
Chapter 2

PRELIMINARIES

1 Some auxiliary results on weak convergence.

In this section we introduce some notions of convergence of probability measures, we follow closely the standard references [6] and [22].

Throughout this chapter, we assume that $S$ is a Polish metric space, hereafter $\mathcal{B}(S)$ is the Borel $\sigma$-algebra on $S$.

We denote by $\mathcal{M}_1^{\mathcal{B}}(S)$ the set of probability measures on $\mathcal{B}(S)$, i.e. the set of probability measures on the Borel $\sigma$-algebra on $S$. It is possible to define a metrizable topology $\tau_w$ on $\mathcal{M}_1^{\mathcal{B}}(S)$ such that $\mathcal{M}_1^{\mathcal{B}}(S), \tau_w$ is a Polish space, for proofs of these facts see [51], Theorem 9.15.

**Definition 2.1.1.** We say that a sequence of probability measures $\{\mu_n\}_{n \geq 1}$ converges weakly to a probability measure $\mu$ if for any real-valued, bounded continuous function $f$ we have

$$\lim_{n \to \infty} \int_S f(x) \mu_n(dx) = \int_S f(x) \mu(dx).$$

We indicate this convergence by writing $\mu_n \Rightarrow \mu$.

Condition in (2.1.1) enables to formulate the weak topology through a family of 'basic' open sets, let $f_i \in C_b(S; \mathbb{R})$ and $\mu \in \mathcal{M}^1(S)$

$$U_r(\mu; f_1, \ldots, f_n) := \left\{ \nu \in \mathcal{M}^1(S) : \left| \int_S f_i(s) \mu(ds) - \int_S f_i(s) \nu(ds) \right| < r, \ i = 1, \ldots, n \right\}$$

Let $\mathcal{U} := \{U_r(\mu; f_1, \ldots, f_r), \ r > 0, \{f_i\}_{i \geq 1}, \ n \in \mathbb{N}\}$. A base at the point $\mu \in \mathcal{M}^1(S)$ of the weak topology is then defined to be all the sets that are union of finite intersections of sets $U_r \in \mathcal{U}$.

The following concept is central in the theory of weak convergence of probability measures.

**Definition 2.1.2.** A family of probability measures $\{\mathbb{P}_\alpha\}_{\alpha \in I} \subset \mathcal{M}^1(S)$ is tight (or uniformly tight) if for any $\epsilon > 0$ there exists a compact set $K_\epsilon$ such that

$$\inf_{\alpha \in I} \mathbb{P}_\alpha(K_\epsilon) \geq 1 - \epsilon.$$

**Definition 2.1.3.** A subclass $\mathcal{A} \subset \mathcal{B}(S)$ is a separating class if two probability measures that agree on $\mathcal{A}$ necessarily agree on $\mathcal{B}(S)$. 
Definition 2.1.6. In \( W_d^d \), we define the finite-dimensional rectangles or tubes to be the sets of the form \( p_{t_1,t_2,\ldots,t_k}^{-1}(H) \) for \( H \in B(\mathbb{R}^d) \). Such a class of rectangles is denoted by \( C_f \).

Clearly, the family of projections are continuous mappings on \( W_d^d \), hence, each finite-dimensional rectangle is Borel measurable. This class is clearly a \( \pi \)-system and any ball in \( W_d^d \) is a countable intersection of elements of \( C_f \).

\[
B(x;\epsilon) = \bigcap_{r \in \mathbb{Q} \cap [0,T]} \{ y : |y(r) - x(r)| \leq \epsilon \},
\]

thus, the \( \sigma \)-field \( \sigma(C_f) \) contains the closed balls, hence it contains the Borel sets in \( W_d^d \). As \( C_f \) is a \( \pi \)-system, then the finite-dimensional tubes is a separating class.

The following important fact characterising weak convergence is widely used, we include it for the sake of completeness. It is referred as the ‘portmanteau theorem’.

Proposition 2.1.7. Let \((S,B(S))\) be a separable metric space and let \( \{\mu_n\}_{n \geq 1} \subset \mathcal{M}^1(S) \) be a sequence of probability measures, on \( B(S) \). Then the following statements are equivalent

[I] A sequence of probability measures \( \{\mu_n\}_{n \geq 1} \) converges weakly to a measure \( \mu \).

[II] For any closed set \( F \)
\[
\lim_{n \to \infty} \mu_n(F) \leq \mu(F).
\] (2.1.2)

[III] For any open set \( U \)
\[
\mu(U) \leq \lim_{n \to \infty} \mu_n(U).
\] (2.1.3)

[IV] If \( G \) is a Borel set such that its boundary \( \partial G \) has zero \( \mu \)-measure then
\[
\lim_{n \to \infty} \mu_n(G) = \mu(G).
\] (2.1.4)

[V] For any bounded function \( f \) such that the set of discontinuity points \( D_f \) has \( \mu \)-measure zero then
\[
\lim_{n \to \infty} \int_S f(s) \mu_n(ds) = \int_S f(s) \mu(ds).
\] (2.1.5)

Proof. \( [I] \implies [II] \). Suppose \( \mu_n \Rightarrow \mu \), let \( F \) be a closed set of \( S \) and define the following sequence of continuous functions \( f_m(x) := \frac{1}{1 + \text{ind}(x,F)} \), the function is equal to 1 if \( x \in F \) and

\footnote{A \( \pi \)-system say \( \Pi \) is a family of subsets, of \( S \) that it is stable under finite intersection of sets, i.e. if \( F,H \in \Pi \) then \( F \cap H \in \Pi \).}
0 \leq f \leq 1 \text{ for all } x \in S, \text{ moreover if } x \notin F \text{ we have that } f_m(x) \downarrow 0 \text{ hence } f_m(x) \downarrow 1_F(x). \text{ By assumption}
\lim_{n \to \infty} \mu_n(F) \leq \lim_{n \to \infty} \int_S f_m(x) \mu_n(dx) - \int_S f_m(x) \mu(dx), \tag{2.1.6}
\text{as the left hand side of the inequality in (2.1.6) does not depend on } n, \text{ by the bounded convergence theorem, letting } m \to \infty; \text{ we obtain the required conclusion.}

\text{[II] } \iff \text{ [III]. Suppose that (2.1.2) holds. Let } U \text{ be an open subset of } S, \text{ then applying [II] to } S/U
\lim_{n \to \infty} (1 - \mu_n(U)) = \lim_{n \to \infty} \mu_n(S/U) - \mu(S/U) = 1 - \mu(U),
\text{simplifying the last expression yields } \lim_n \mu_n(U) \geq \mu(U). \text{ Similarly, one can see that (2.1.3) implies (2.1.2) thus [II] and [III] are equivalent.}

\text{[I] } \implies \text{ [IV]. As explained before, [I] implies [II] and [III]. Notice that } \overline{G}/\text{int}(G) = \partial G \text{ then by [II] and [III] then}
\lim_{n \to \infty} \mu_n(G) = \mu(G) - \mu(\text{int}(G)) \leq \lim_n \mu_n(\text{int}(G)),
\text{as we have also that } \lim_n \mu_n(\text{int}(G)) \leq \lim_n \mu_n(G) \text{ and } \lim_n \mu_n(G) \leq \lim_n \mu_n(\overline{G}) \text{ the claim follows.}

\text{[IV] } \implies \text{ [V]. Let } f \text{ be a function with } \mu(D_f) - 0, \text{ denote by } M := \|f\|_{\infty} \text{ and } A_t = \{s \in S : f(s) \geq t\} \text{ then } \partial A_t \subseteq D_f \cup \{f(s) - t\}. \text{ On the other hand } F(t) = \mu(\{f \geq t\}) \text{ is decreasing and left continuous, then there is at most a countable set of points } \{t_i \}_{i \geq 1} \text{ such that } 
\mu(\{s \in S : f(s) - t_i\}) > 0. \text{ This implies}
\int_0^\infty \mu(\overline{A_t}) dt - \int_0^\infty \mu(\text{int} A_t \cup \partial A_t) dt - \int_0^\infty \mu(A_t) dt, \tag{2.1.7}
\int_S f(s) \mu(ds) - \int_0^\infty \int_{\{f(s) > t\}} d\mu(ds) - \int_0^\infty \mu(A_t) dt, \tag{2.1.7}
\text{As } f \text{ is bounded, for } t > M, \mu(\{s : f(s) > t\}) = 0, \text{ as } \mu \text{ is a finite measure we can apply the ‘reverse’ Fatou’s lemma, and (2.1.7)}
\lim_{n \to \infty} \int_0^\infty \mu_n(A_t) dt \leq \int_0^\infty \lim_{n \to \infty} \mu_n(A_t) dt \leq \int_0^\infty \mu(\overline{A_t}) dt - \int_0^\infty \lim_{n \to \infty} \mu_n(A_t) dt \leq \lim_{n \to \infty} \int_0^\infty \mu_n(A_t) dt \leq \int_0^\infty \mu(A_t) dt, \tag{2.1.8}
\text{and the claim follows as}
\lim_{n \to \infty} \int_0^\infty \mu_n(A_t) dt - \lim_{n \to \infty} \int_S f(s) \mu_n(ds) \text{ and } \lim_{n \to \infty} \int_0^\infty \mu_n(A_t) dt - \lim_{n \to \infty} \int_S f(s) \mu_n(ds). \tag{2.1.9}

\text{[V] } \implies \text{ [I] If } f \in C_0(S; \mathbb{R}) \text{ then } f \text{ satisfies the condition } (\mu(D_f) - 0) \text{ thus,}
\lim_{n \to \infty} \int_S f(s) \mu_n(ds) = \int_S f(s) \mu(ds) .

\textbf{Notation} \text{ Suppose that } X \text{ and } Y \text{ are Polish spaces and } h : X \to Y \text{ is a Borel measurable map (i.e. } \mathcal{B}(X)/\mathcal{B}(Y)-\text{measurable), recall that any measure } Q \text{ on } \mathcal{B}(X) \text{ induces a measure on}
by portmanteau theorem this implies that the induced probability measures the following

The convergence in the weak topology in $\mathcal{M}^1(S)$ defines another type of convergence of random variables. We follow closely [6].

**Definition 2.1.8.** Let $\{X_n\}_{n \geq 1}$ be a sequence of $\mathbb{R}^d$-valued random variables, we say that the sequence $\{X_n\}_{n \geq 1}$ converges in distribution to the random variable $X$ if their laws $\mu_n := P \circ X_n^{-1}$ converge weakly to $\mu := P \circ X^{-1}$. In our notation, $P \circ X_n^{-1} \Rightarrow P \circ X^{-1}$.

If $S = \mathbb{R}$, Definition 2.1.8 can be rephrased in terms of the convergence of distribution functions.

**Proposition 2.1.9.** Suppose that $\{\mu\}, \{\mu_n\}_{n \geq 1} \subset \mathcal{M}^1(\mathbb{R})$, are the laws of random variables $\{X\}, \{X_n\}_{n \geq 1}$, respectively; let $F(x)$ and $\{F_n(x)\}_{n \geq 1}$ be their associated distribution functions. The sequence of laws of $X_n$ converges to the law of $X$ i.e. $\mu_n \Rightarrow \mu$ if and only if $F_n(x) \rightarrow F(x)$ for all continuity points of $F$.

The reader is referred to [6] and [23] for proofs of this fact.

**Theorem 2.1.10.** Suppose that $h$ maps $S$ into $\mathbb{R}^n$. Further, suppose that $P_n \Rightarrow P$. If $h$ is a continuous function then $P_n \circ h^{-1} \Rightarrow P \circ h^{-1}$.

Furthermore, suppose $h$ is a function such that the set of discontinuity points of $h$, $D_h$, is such that $P(D_h) = 0$ then $P_n \circ h^{-1} \Rightarrow P \circ h^{-1}$.

**Proof.** Let $F$ be a closed set in $\mathbb{R}^n$. By assumption $P(D_h^c) = 1$. Then

$$\limsup_n P_n \left(h^{-1}(F)\right) \leq \limsup_n P_n \left(h^{-1}(F)\right) - P \left(D_h^c \cap h^{-1}(F)\right) \leq P \left(h^{-1}(F)\right).$$

(2.1.10)

the second inequality is a consequence of portmanteau theorem, Proposition 2.1.7, the equality is a consequence of the theorem’s assumption. The last inequality is a consequence of the inclusion $D_h^c \cap h^{-1}(F) \subset h^{-1}(F)$ which we shall prove, let $x \in h^{-1}(F)$ then there is a sequence $\{x_n\}_{n \geq 1} \subset S$ with $h(x_n) \in F$. Further if $x \in D_h^c$ as well, then $h(x_n) \rightarrow h(x)$ and $h(x) \in F$ thus, $x \in h^{-1}(F)$. In other words, $h^{-1}(F) \cap D_h^c \subset h^{-1}(F)$. Then (2.1.10) yields in terms of the induced probability measures the following

$$\limsup_n P_n \circ h^{-1}(F) \leq P \circ h^{-1}(F),$$

by portmanteau theorem this implies that $P_n \circ h^{-1} \Rightarrow P \circ h^{-1}$.

\[ \square \]

2 Prokhorov’s theorem and related results

Prokhorov’s theorem is an important tool used throughout probability theory and its applications. This theorem replaces in some sense the well-known ‘Bolzano-Weierstrass’ theorem (valid in finite-dimensional spaces) when dealing with probability measures. The boundedness condition (in the case of Bolzano-Weierstrass) is replaced by a condition of uniform tightness of the family of probability measures, see Definition 2.1.2. This theorem is extensively used to prove limit theorems. The main reference for applications of the theory of weak convergence to the theory of stochastic process is [26].
Definition 2.2.1. We say that a family of probability measures $\Gamma$ on a measurable space $(S, \mathcal{B}(S))$, is weakly relatively compact if every sequence of probability measures $\{P_n\}_{n \geq 1} \subset \Gamma$ has a weakly convergent subsequence.

The concept of relatively compactness is a useful tool to prove claims on the law of processes, more specifically suppose that $X_n : \Omega \rightarrow \mathcal{W}_T^d$ is a sequence of processes with values in $\mathbb{R}^d$ and $X : \Omega \rightarrow \mathcal{W}_T^d$, in general proving that $\mathcal{L}(X_n) \Rightarrow \mathcal{L}(X)$ is a difficult task, a possible method is given by the following remark.

Remark 2.2.2. Suppose that on $\mathcal{B}(\mathcal{W}_T^d)$ there is a sequence of probability measures $\mathbb{P}_n$ and $\mathbb{P}$ on this measurable space such that for all $k$, $\{t_1, t_2, \ldots, t_k\} \subset [0, T]$

$$\mathbb{P}_n \circ p_{t_1, t_2, \ldots, t_k}^{-1} \Rightarrow \mathbb{P} \circ p_{t_1, t_2, \ldots, t_k}^{-1}.$$  \hfill (2.2.1)

If, in addition, the sequence of probability measures is relatively compact by Theorem 2.1.10 then there is a subsequence of probability measures $\{\mathbb{P}_{n_k}\}$ such that $\mathbb{P}_{n_k} \circ p_{t_1, t_2, \ldots, t_k}^{-1} \Rightarrow \mathbb{Q} \circ p_{t_1, t_2, \ldots, t_k}^{-1}$ as weak limits are unique it follows that $\mathbb{Q} \circ p_{t_1, t_2, \ldots, t_k}^{-1} = \mathbb{P} \circ p_{t_1, t_2, \ldots, t_k}^{-1}$ for any $k$ integer and any collection of points $\{t_1, t_2, \ldots, t_k\} \subset [0, T]$. Thus, $\mathbb{P}$ and $\mathbb{Q}$ are equal on the class of finite dimensional rectangles $\mathcal{C}_f$ (see Definition 2.1.3) then $\mathbb{P} = \mathbb{Q}$. Then each subsequence has a further subsequence that converges weakly to $\mathbb{P}$ hence $\mathbb{P}_n \Rightarrow \mathbb{P}$.

In other words, convergence of finite-dimensional distributions and weakly relative compactness of the set of laws allow to show that the laws of the processes converge weakly. The following result is known as Prokhorov’s theorem, please refer to [39].

Theorem 2.2.3. Let $\Gamma \subset \mathcal{M}^1(S)$ be a family of probability measures on $S$ a Polish space then $\Gamma$ is relatively compact with respect the weak topology if and only if $\Gamma$ is tight.

For a proof of this important theorem, the reader is referred to [0] Theorem 1.5.1 and Theorem 1.5.2 or the article [39].

Example 2.2.4. Tightness of the family of probability measures is a required condition to have relatively compactness. For instance, on $\mathcal{B}(\mathbb{R})$ consider the measures given by $\nu_n(\cdot) := \delta_n(\cdot)$ is a sequence of probability measures that has no convergent subsequence.

Indeed, if there was a converging subsequence $\nu_{n_k} \Rightarrow \eta$, let us denote by $F_\eta(x)$ its distribution function, for fixed $x \in \mathbb{R}^+$ by Proposition 2.1.7 we would have

$$F_\eta(x) - \eta((\infty, x]) \leq \lim_{n} \nu_n((\infty, x)) - 0.$$

And outside of a countable set, denoted by $D$, $F_\eta(x) - 0$. Since the set of discontinuity points is countable, its complement is dense, if $x_n$ is a discontinuity point then it is possible to take a sequence $\{y_n^k\} \subset \mathbb{R}^+/D$ such that $y_n^k \downarrow x_n$ then we have $F_\eta(x_n) - 0$ but this contradicts the fact that $F_\eta$ was a distribution function, and hence $\nu_n$ does not have a convergent sequence.

One sees that the total mass ‘evaporates’ as $n \rightarrow \infty$. Tightness in Theorem 2.2.3 prevents this phenomenon. Some standard properties of tight distributions are listed below.

Lemma 2.2.5. Let $(X^k)_{k \geq 1}$ be sequence of random variables (i.e. the laws of $X^k$ are tight) in $\mathbb{R}^n$, let $Y$ be a $\mathbb{R}^n$-valued random variable. If the sequence of laws of $(X^k)_{k \geq 1}$ is tight then
i) The sequence \( \{ (X^k, Y) \}_{k \geq 1} \) is a tight sequence of random variables in \( \mathbb{R}^{2n} \).

ii) The sequence \( \{ X^k + Y \}_{k \geq 1} \) is tight.

Suppose \((\Omega, \mathcal{F}, \mathbb{P})\) is a probability space and \(X, X^1, X^2, \ldots\), are real-valued random variables on this probability space. Recall that we say that the sequence \( \{ X^n \}_{n \geq 1} \) converges in probability to \(X\) if for any \( \eta > 0 \) and any \( \epsilon > 0 \) there is a \( N \) such that for any \( n \geq N \)

\[
\mathbb{P} \left( \left| X^n - X \right| > \eta \right) < \epsilon,
\]

or briefly \( \lim_{n \to \infty} \mathbb{P} \left( \left| X^n - X \right| > \eta \right) = 0 \) for any \( \eta > 0 \).

The following theorem will be applied and it is a useful fact on convergence in probability. It is stated in [22].

**Theorem 2.2.6.** Let \((S, d)\) be a separable metric space and let \(h\) be a Borel function from \(S\) to \(\mathbb{R}^d\). Let \(\{X^k\}_{k \in \mathbb{N}}\) be a sequence of random variables with values in \((S, d)\) and suppose that such a sequence converges in probability to \(X\), suppose in addition that the random variables \(X^k\) have the same law (i.e. the sequence \(\{X^k\}_{k \in \mathbb{N}}\) are identically distributed) then \(h \circ X^k\) converges to \(h \circ X\) in probability.

**Proof of Theorem 2.2.6.** In the case \(h\) is a continuous function, the claim follows from a well-known condition for a sequence to converge in probability. To wit, a sequence of random variables \(\{X^k\}_{k \geq 0}\) converges in probability if and only if for any subsequence there is a further subsequence \(\{X^{k_m}\}_{m \geq 0}\) such that \(X^{k_m}\) converges to \(X\) \(\mathbb{P} - a.s.\). In this case, \(h \circ X^{k_m}\) converges to \(h \circ X\) \(\mathbb{P} - a.s.\).

For the general case, notice that the measure \(\mu : \mathcal{B}(S) \to [0, 1]\), defined by \(\mu(A) = \mathbb{P}(X \in A)\) induces a probability measure on \(\mathcal{B}(S)\) and furthermore, this measure is closed regular\(^2\). By Luzin’s theorem, Theorem 7.5.2 in [22] there is a closed set \(F_n\) such that

- The function \(h\) restricted to \(F_n\) is continuous.

- For each \(n\) we have \(\mu(S/F_n) < \frac{1}{2^n}\).

Denote by \(D_n := \bigcap_{k=n}^{\infty} F_k\), the sets are closed and \(\mu(S/D_n) \leq \sum_{k=n}^{\infty} \mu(S/F_n) \leq \frac{1}{2^n}\). The mapping \(h\) restricted to \(D_n\) is continuous. Applying Tietze’s extension theorem to \(h\), Theorem 2.6.4 in [22], for each \(n = 1, \ldots\) we can find a continuous function \(h_n : S \to \mathbb{R}^d\) such that \(h_n|_{F_n} = h|_{F_n}\). And it follows that for any \(\eta > 0\)

\[
\mu \left( \left| h(x) - h_n(x) \right| > \eta \right) \leq \mu(S/D_n) \leq \frac{1}{2^n}. \tag{2.2.2}
\]

The Borel-Cantelli lemma implies that \(h_n(x) \to h(x) \mathbb{P} - a.s.\). This implies our claim, indeed, taking such functions \(h_n\) defined above

\[
\mathbb{P} \left( \left| h(X^k) - h(X) \right| > 3\eta \right) \leq \mathbb{P} \left( \left| h(X^k) - h_n(X^k) \right| > \eta \right) + \mathbb{P} \left( \left| h_n(X^k) - h_n(X) \right| > \eta \right) + \mathbb{P} \left( \left| h_n(X) - h(X) \right| > \eta \right). \tag{2.2.3}
\]

\(^2\)A measure \(\mu\) is closed regular if for any Borel set we have \(\mu(A) = \sup \{ \mu(F) : F \subset A, \text{ and } F \text{ is closed} \}\)
Let $\delta > 0$, by our assumptions, the last sum of (2.2.3) is equal to the first term and then
\[
\mathbb{P}\{|h(X^k) - h(X)| > 3\eta\} \leq 2\mathbb{P}\{|h(X) - h_n(X)| > \eta\} + \mathbb{P}\{|h_n(X^k) - h_n(X)| > \eta\}, \tag{2.2.4}
\]
As proved before, and since a.s. convergence implies convergence in probability, for any $\delta > 0$ there exists $N$ such that for $n \geq N$, $\mathbb{P}\{|h(X) - h_n(X)| > \eta\} < \delta$. Fix $n_0 \geq N$ as $h_{n_0}$ is continuous, $h_{n_0}(X^k) \to h_{n_0}(X)$ in probability as $k \to \infty$. Therefore, choosing $k$ large enough we have
\[
\mathbb{P}\{|h(X^k) - h(X)| > 3\eta\} \leq 2\mathbb{P}\{|h(X) - h_n(X)| > \eta\} + \mathbb{P}\{|h_n(X^k) - h_n(X)| > \eta\} \leq \delta,
\]
and the claim follows. \hfill \Box

For a generalisation of Theorem 2.2.6 see Theorem 1, p.314 in [17].

Finally, we review some results on the generation of independent and uniformly distributed random variables. These lemmas are needed in chapter 3, the reader is referred to [11] for proofs of these facts.

Lemma 2.2.7. Let $\varepsilon$ be a uniformly distributed on $[0, 1]$. Then for each $k \geq 1$ there are Borel measurable functions $f_1, f_2, \ldots, f_k : [0, 1] \to [0, 1]$ such that $f_1(\varepsilon), \ldots, f_k(\varepsilon)$ are independent and uniformly distributed on $[0, 1]$.

Lemma 2.2.8. Let $\mu(dz, dy)$ be a probability measure on $\mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$ such that we can 'disintegrate' $\mu(dy, dz) = \nu(y, dz) \delta(dz)$ and $\delta(dz)$ is a probability measure on $\mathbb{R}^{n_2}$ and $\nu(y, dz)$ is a kernel in the sense of Definition A.1. Assume that $Y$ has distribution $\delta(dy)$ and $U$ is a r.v. independent of $Y$ and uniformly distributed on $[0, 1]$. Then there is a measurable function $G : \mathbb{R}^{n_2} \times [0, 1] \to \mathbb{R}^{n_1}$ such that $(Y, G(Y, U))$ its distribution is equal to $\mu$.

Lemma 2.2.9. Let $(X, U)$ be and $n+m-$dimensional random variable such that the conditional law of $X$ given $U$ is a.s. atomless. Then there is a measurable $G : \mathbb{R}^{n+m} \to \mathbb{R}^n$ such that $G(X, U)$ is independent of $U$ with uniform law on $[0, 1]$.

### 3 Relevant results on martingale theory

We recall some definitions that although, they belong to the theory of stochastic processes, such concepts have a direct relevance into modern mathematical finance. We present for the sake of completeness some results that are used in the following chapter. In a discrete-time setting, some families of processes involving martingales and local martingales happen to be the same. We shall consider a fixed filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_n\}_{n \geq 0}, \mathbb{P})$ and $\mathcal{F}$ is $\mathbb{P}$–complete. Recall the following definitions.

**Definition 2.3.1.** We say that a stochastic process $\{X_n, \mathcal{F}_n\}_{n \geq 0}$ is a local martingale if it is an $\mathcal{F}_n$–adapted process and if there is an increasing sequence of $\mathcal{F}_n$–stopping times $\{\tau_k\}_{k \geq 1}$ such that $\mathbb{P}(\tau_k \not< \infty) = 1$ and $X^\tau_k = \{X_{\tau_k, n}, \mathcal{F}_n\}$ is a martingale for any $k$.\footnote{In the case when the time index is a finite set, the condition on the stopping times is replaced by $\mathbb{P}(\tau_k \geq N) \to 1$}
Definition 2.3.2. We say that a stochastic process \( \{X_n, \mathcal{F}_n\}_{n \geq 0} \) is a generalised martingale if it is an \( \mathcal{F}_n \)-adapted process, \( \mathbb{E}[|X_{n+1}| |\mathcal{F}_n] < \infty \) \( \mathbb{P} \)-a.s. and
\[
\mathbb{E}[X_{n+1} |\mathcal{F}_n] - X_n, \ \mathbb{P} - \text{a.s.} \quad (2.3.1)
\]
The conditional expectation in (2.3.1) is defined on \( \{\mathbb{E}[|X_{n+1}| |\mathcal{F}_n] < \infty\} \) as \( \mathbb{E}[X_{n+1} |\mathcal{F}_n] - \mathbb{E}[X_{n+1} |\mathcal{F}_n] - \mathbb{E}[X_{n+1} |\mathcal{F}_n] = X_n - X_n \).

Definition 2.3.3. Suppose \( \{M_n, \mathcal{F}_n\}_{n \geq 0} \) is a \( d \)-dimensional martingale and \( \{\gamma_n\}_{n \geq 1} \) is a \( d \)-dimensional, finite valued and \( \mathcal{F}_n \)-predictable processes. We say that \( X_n \) is a \( d \)-martingale transform if the process \( X_n \) is of the form
\[
X_k = X_0 + \sum_{i=1}^k \langle \gamma_i, \Delta M_i \rangle. \quad (2.3.2)
\]

Definition 2.3.4. We say that a process \( \{X_n, \mathcal{F}_n\}_{n \geq 0} \) is a \( d \)-local martingale transform if the process \( \{M_n\} \) in (2.3.2) is a \( d \)-dimensional local martingale.

Definition 2.3.5. We denote by \( \mathcal{M}_{\text{loc}}, \mathcal{G}M, \mathcal{M}T^d \) and \( \mathcal{LMT}^d \) the classes of local martingales, generalised martingales, \( d \)-dimensional martingale transform and \( d \)-dimensional local martingale transform respectively.

It turns out that in a discrete-time setting and under some conditions, the notions of local martingales, \( d \)-martingale transform and \( d \)-local martingale transforms coincide.

Theorem 2.3.6. Suppose \( (\Omega, \mathcal{F}, \{\mathcal{F}_n\}_{n \geq 0}, \mathbb{P}) \) is a filtered probability space, then the classes \( \mathcal{M}_{\text{loc}}, \mathcal{M}T^d \) and \( \mathcal{LMT}^d \) coincide. Moreover \( \mathcal{M}_{\text{loc}} \subseteq \mathcal{G}M \).

Proof. \( \mathcal{LMT}^d \subseteq \mathcal{M}_{\text{loc}} \). Suppose \( X \in \mathcal{LMT}^d \), by definition, there is a sequence of \( \mathcal{F}_n \)-stopping times \( \{\sigma_n\}_{n \geq 1} \) such that \( M^{\sigma_n} \) are martingales. Define \( \tau_n := \sigma_n \wedge \inf \{t \geq 0 : |\gamma_t| > n\} \), as \( \gamma \) is predictable \( \inf \{t \geq 0 : |\gamma_t| > n\} - N \in \bigcap_{i=1}^{N-1} \{|\gamma_i| < n\} \cap \{|\gamma_N| \geq n\} \in \mathcal{F}_N \), thus, \( \tau_k \) is a stopping time for any \( k \geq 0 \) and \( \mathbb{P} \)-a.s. increasing to \( \infty \).

From the usual identity
\[
X_{n}^{\tau_k} - X_{\tau_k \wedge n} - X_0 + \sum_{j=1}^{\tau_k \wedge n} \langle \gamma_j, (M_{j+1} - M_j) \rangle = X_0 + \sum_{j=1}^{n} \langle \gamma_j \mathbb{1}_{(j \leq \tau_k)}, (M_{j+1} - M_j) \rangle,
\]
and
\[
X_{n}^{\tau_k} - X_0 + \sum_{j=1}^{n} \langle \mathbb{1}_{(j \leq \tau_k)} \gamma_j, (M_{j+1}^{\tau_k} - M_j^{\tau_k}) \rangle,
\]
and as \( M_{n+1}^{\tau_k} - M_{n}^{\tau_k} \) is a martingale (and \( \tau_k \leq \sigma_k \)), the sum in the last equation is also a martingale since \( \gamma_j \mathbb{1}_{(j \leq \tau_k)} \) is bounded and predictable. Then \( X^{\tau_k} \in \mathcal{M}T^d \) (in particular a martingale) and \( X \) is a local martingale.

\( \mathcal{M}_{\text{loc}} \subseteq \mathcal{G}M \). Suppose \( X \in \mathcal{M}_{\text{loc}} \), then there is a null set \( N \in \mathcal{F}_0 \) such that, \( \tau_k \not\to \infty \) on \( \Omega \setminus N \) and \( X^{\tau_k} \) is a martingale. Thus for any \( n, \Omega \setminus N = \bigcup_{k \geq 1} \{\tau_k > n\} \). On the set \( \{\tau_k > n\} \) we have
\[
\mathbb{E}[|X_{n+1}^{\tau_k}| |\mathcal{F}_n] - \mathbb{E}[|X_{n+1}| |\mathcal{F}_n] < \infty \text{ and } \mathbb{E}[X_{n+1}^{\tau_k} |\mathcal{F}_n] - \mathbb{E}[X_{n+1} |\mathcal{F}_n] = X_n - X_n^{\tau_k} \text{ hold.}
\]
Thus, \( X \in \mathcal{G}M \).

Clearly, \( \mathcal{M}T^d \subseteq \mathcal{M}T^d \subseteq \mathcal{LMT}^d \).
Every local martingale \( \{X_n\}_{n \geq 1} \) is also a local martingale transform (by taking the predictable and constant process \( \gamma_i := 1 \) for all \( 1 \leq i \leq N \)). We conclude that the families of processes are the same. \( \square \)

We follow the original source, [27]. If \( \mathcal{F}_0 = \{ \emptyset, \Omega \} \) we have a stronger result.

**Theorem 2.3.7.** Suppose \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 1}, \mathbb{P})\) is a filtered probability space and \( \mathcal{F}_0 = \{ \emptyset, \Omega \} \) then the classes \( \mathcal{M}_{loc}, \ GM, \ MT^d \) and \( LMT^d \) coincide.

**Proof.** \( \bullet \ GM \subset LMT^d \). And this is enough to show that such classes of processes are the same.

Let \( \{X_n, \mathcal{F}_n\}_{n \geq 1} \) and suppose \( X \in GM \). Define the sets
\[
A(n, k) := \{ \omega : \mathbb{E}[|\Delta X_{n+1}| | \mathcal{F}_n] \in [k, k+1] \},
\]
and define \( u_n := \sum_{k \geq 0} \frac{1}{(k+1)^3} \Delta X_n \mathbbm{1}_{A(n-1, k)} \), the process is such that \( \mathbb{E}[|u_n| | \mathcal{F}_n] \leq C < \infty \ a.s. \)

Indeed, by Tonelli’s theorem one can show that for any \( A \in \mathcal{F}_n \)
\[
\int_A \mathbb{E} \left[ \sum_{k \geq 0} \frac{1}{(k+1)^3} |\Delta X_k| \mathbbm{1}_{A(n-1, k)} | \mathcal{F}_n \right] d\mathbb{P} \leq \int_A \sum_{k \geq 0} \frac{1}{(k+1)^2} d\mathbb{P},
\]
As this inequality is for any set \( A, \mathcal{F}_n \)-measurable the claim holds. Then \( \mathbb{E}[u_n | \mathcal{F}_n] = 0 \) (by dominated convergence for conditional expectations). Hence, \( M_n - \sum_{k=0}^n u_k \) is a martingale.

We claim that we can write the generalised martingale as a martingale transform. Indeed, define the predictable process \( \gamma_n = \sum_{k=0}^\infty (k+1)^3 \mathbbm{1}_{A(n-1, k)} \)

Since \( \mathbb{E}[\Delta X_{n+1} | \mathcal{F}_n] = 0 \) and \( A(n-1, k) \) is \( \mathcal{F}_n \) measurable, it follows that \( \mathbb{E}[u_n | \mathcal{F}_n] = 0 \), therefore \( M_n - \sum_{k=1}^n u_n \) is a martingale.

Let \( \gamma_n := \sum_{k=0}^\infty (k+1)^3 \mathbbm{1}_{A(n-1, k)} \), we claim that \( X_n \) is a martingale transform and in fact \( X_n = (\gamma \cdot M)_n \)
\[
\sum_{k=1}^n \langle \gamma_k, \Delta M_k \rangle = \sum_{k=1}^n \left( \sum_{i=0}^{k-1} (i+1)^3 \mathbbm{1}_{A(k-1, i)} \right) \left( \sum_{j=0}^{k-1} \frac{1}{(j+1)^3} \Delta X_k \mathbbm{1}_{A(k-1, j)} \right),
\]
As the sets \( A(k-1, j) \) are disjoint for fixed \( m \geq 1 \), the sums in (2.3.4) are reduced to
\[
\sum_{k=1}^n \sum_{j=0}^{k-1} \Delta X_k \mathbbm{1}_{A(k-1, j)} = \sum_{k=1}^n \Delta X_k - X_n - X_0.
\]
Hence \( X_k = X_0 + \sum_{k=1}^n \langle \gamma_k, \Delta M_k \rangle \).

\( \square \)

In general, there are well-known conditions that allow to deduce when a local martingale is a martingale or a supermartingale. Indeed,

1. A local martingale \( \{X_i\}_{i \leq n} \) such that \( \mathbb{E} \left( \sup_{i \leq n} (X_i)^- \right) < \infty \) for all \( n \in \mathbb{N} \) is a supermartingale.

Indeed, let \( Z = \sup_{i \leq n} (X_i)^- \) then \( X_i + Z \geq 0 \) for all \( i \leq n \). Let \( \gamma_k \) be a localizing sequence
\footnote{We denote the (local) martingale transform and the stochastic integral \( \gamma \cdot M \).}
for $X$, then Fatou’s lemma implies

$$
\mathbb{E} \left[ \lim \inf \left. X_{\tau_k \land i} + Z \right| \mathcal{F}_{i-1} \right] \leq \lim \inf \mathbb{E} \left[ \left. X_{\tau_k \land i} + Z \right| \mathcal{F}_{i-1} \right] - \lim \inf \mathbb{E} \left[ \left. X_{\tau_k \land (i-1)} + Z \right| \mathcal{F}_{i-1} \right] + \mathbb{E} \left[ \left. Z \right| \mathcal{F}_{i-1} \right],
$$

(2.3.6)

$$
\mathbb{E} \left[ \left. X_i + Z \right| \mathcal{F}_{i-1} \right] \leq \lim \inf \mathbb{E} \left[ \left. X_{\tau_k \land i} + Z \right| \mathcal{F}_{i-1} \right] - \mathbb{E} \left[ \left. X_{\tau_k \land (i-1)} \right| \mathcal{F}_{i-1} \right] + \mathbb{E} \left[ \left. Z \right| \mathcal{F}_{i-1} \right],
$$

As $\mathbb{E}Z < \infty$ the r.v. $\mathbb{E} \left[ \left. Z \right| \mathcal{F}_{i-1} \right]$ is finite $\mathbb{P} - a.s.$ this implies that $X$ is a supermartingale.

If a local martingale $X$ such that $\mathbb{E} \sup_{t \leq u} |X_t| < \infty$ for all $u$ is a martingale. The last fact follows as one can apply Lebesgue’s dominated convergence theorem and obtain an equality in (2.3.6).

In fact, in the discrete-time setting, weaker assumptions yield the same result. This is Theorem 2.2 in [27].

**Theorem 2.3.8.** a) Let $X$ be a local martingale such that $\mathbb{E}X_n^- < \infty$ or $\mathbb{E}X_n^+ < \infty$ for all $n$ then $X$ is a martingale.

b) Let $\{X_i\}_{i \leq i \leq n}$ be a local martingale such that $\mathbb{E}X_n^- < \infty$ or $\mathbb{E}X_n^+ < \infty$ then $X$ is a martingale.

**Proof.** Let $\{X_n\}_{n \geq 0}$ be a local martingale and let $\{\tau_k\}_{k \geq 1}$ be a localizing sequence of stopping times of $\{X_n\}$, assume $\mathbb{E}X_i^- < \infty$ by Theorem 2.3.7, $X \in GM$, then $\mathbb{E} \left[ \left. X_{i+1} \right| \mathcal{F}_i \right] - X_i \mathbb{P} - a.s.$ and $\mathbb{E} \left[ \left. X_{i+1} \right| \mathcal{F}_i \right] < \infty \mathbb{P} - a.s.$ and the conditional Jensen’s inequality implies $X_n^- \leq \mathbb{E} \left[ \left. X_{i+1} \right| \mathcal{F}_i \right]$ thus, $\mathbb{E}X_n^- \leq \mathbb{E}X_{i+1}^-$. We claim that this implies $\mathbb{E}(X_i^+) < \infty$ for any $i \leq n$, indeed

$$
\mathbb{E}X_i^+ - \mathbb{E}(\lim \inf_n X_{\tau_k \land i}^+) \leq \lim \inf \mathbb{E}X_{\tau_k \land i}^+ - \mathbb{E}X_{\tau_k \land i}^+ + \mathbb{E}X_{\tau_k \land i}^-
$$

$$
\leq \lim \inf \left\{ \mathbb{E}X_0 + \sum_{i=0}^{n} \mathbb{E}X_i^- \right\} < \infty,
$$

then $\mathbb{E}|X_i| < \infty$ for any $i \leq n$ and taking into account that $X \in GM$ we have that $X$ is a martingale, as $n$ is any positive integer, both claims a) and b) have been proved.

Finally, we have a result relating an integrability condition on the terminal value of a local martingale and the martingale property, this yields the same conclusion as Theorem 2.3.8. This was pointed out in [20], which we follow closely

**Theorem 2.3.9.** Suppose $\{X_n\}_{1 \leq n \leq N}$ is a real-valued local martingale and there is a constant $M \in \mathbb{R}$ such that $X_N \geq M$ then $\{X_n\}_{1 \leq n \leq N}$ is a martingale.

**Proof.** If $M > 0$ then, this is a trivial consequence of Theorem 2.3.8. Otherwise, let $\{\tau_k\}_{k \geq 1}$ be a localising sequence for $X$. Theorem 2.3.6 implies that $X$ is a generalised martingale then

$$
\mathbb{E} \left[ \left. X_N \right| \mathcal{F}_n \right] - X_n \mathbb{P} - a.s.
$$

(2.3.7)

thus $X_n \geq M$ and then $\mathbb{E}X_n^- < \infty$. This in turn implies that for any $k > 0$, $X_{\tau_k \land n} \geq M$. By Fatou’s lemma,

$$
\mathbb{E}X_0 - \lim_{k \to \infty} \mathbb{E}X_{\tau_k \land 0} - \lim_{k \to \infty} \mathbb{E}X_{\tau_k \land n} \geq \mathbb{E}(\lim_{k \to \infty} X_{\tau_k \land n}) - \mathbb{E}X_n.
$$

(2.3.8)
As $E X_n \geq E X_n^+$ this implies that $E[X_n] < \infty$. Thus $\{X_n\}_{n \geq 1}$ is a martingale.

Notice that in a continuous-time setting, we only obtain an inequality in $\text{2.3.7}$ and the condition $X_t \geq M$ only yields that $X_t$ is a supermartingale.

## 4 Discrete-time optimal investment

### 4.1 Setting and preliminary considerations

In this section we shall describe a general incomplete market model in discrete time, we shall explain briefly the main ideas on important results that justify the existence of a martingale measure under with desirable integrability properties. These properties are used in Chapter 3.

We consider the usual probabilistic setting, namely, a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$ and $\mathcal{F}_0$ is complete with respect to $\mathbb{P}$ and a $d$-dimensional adapted stochastic process $(S_i)_t = 0, 1, \ldots, T$ describing the evolution of the prices of $d$ risky assets in a given economy.

For simplicity, we assume that the market is frictionless, there are no costs involved in trading or borrowing.

The investor creates a portfolio by trading assets in the market with an initial capital or initial endowment $x$. The market consists of $d$ risky assets that we call stocks or shares and there is a riskless asset, denoted by $S^0_t$, in addition, we always assume that the amount of shares invested at time $t$ are decided at time $t - 1$. In other words, we may interpret this riskless asset as the money market (a bond or a bank account) and the processes $(S^i_t)_{t=0,1,\ldots,T}$ with $i = 1, \ldots, d$ will be the stocks prices at times $t = 0, 1, \ldots, T$. Here $\langle \cdot, \cdot \rangle$ denotes the ‘Euclidean’ inner product in $\mathbb{R}^d$, i.e. $\langle x, y \rangle = \sum_{i=1}^d x_i y_i$ and $\Delta S_t = S_t - S_{t-1}$. We denote by $\varphi^0$ and $\varphi \in \mathbb{R}^d$, the holdings in the riskless asset and in the risky asset, respectively.

Moreover, we shall assume that investors always trade in a self-financing way.

The same condition at time $0$ is equivalent to have the following ‘budget constraint’ $x = \varphi^0_1 \cdot S^0_t + \langle \varphi^1, S_t \rangle$, we assume that $S^0_{t-1} = 1$. If the $\mathbb{R}^{d+1}$-valued process $S_t$ represents the asset prices at time $t$ and we take the riskless asset as a discount factor, the discounted asset prices are denoted by $\tilde{S}_t := S_t / S^0_t$.

If holdings on assets are self-financing, then the change in the value of the portfolio are only due to changes in the values of the asset prices. A self-financing strategy $\{\varphi_t\}_{t \geq 1}$ satisfies a similar condition when asset prices are discounted, namely $\varphi^0_{t+1} + \langle \varphi_{t+1}, \tilde{S}_t \rangle = \varphi^0_t + \langle \varphi_t, \tilde{S}_t \rangle$ and in the case $t = 0$ the self-financing condition is $\varphi^0_1 + \langle \varphi_1, \tilde{S}_0 \rangle = x$ therefore

\[
\Delta(\varphi^0_t + \langle \varphi_t, S_t \rangle) = \sum_{i=0}^d \varphi^i_t \tilde{S}^i_t - \sum_{i=0}^d \varphi^i_{t-1} \tilde{S}^i_{t-1} = \varphi^0_t - \varphi^0_{t-1} + \langle \varphi_t, \tilde{S}_t \rangle - \langle \varphi_{t-1}, \tilde{S}_{t-1} \rangle,
\]

\[
\Delta(\varphi^0_t + \langle \varphi_t, S_t \rangle) = \langle \varphi_t, S_t \rangle - \langle \varphi_t, S_{t-1} \rangle - \langle \varphi_t, \Delta S_t \rangle - \sum_{i=0}^d \varphi^i_t \Delta S^i_t, \tag{2.4.1}
\]

\footnote{We say a trading strategy $\varphi^0, \varphi^1, \ldots, \varphi^d \in T$ is a self-financing trading strategy on $(S_i)_{i=1,\ldots,T}$ if $\varphi^0 S^0_t + \langle \varphi_t, S_t \rangle = \varphi^0_{t+1} S^0_t + \langle \varphi_{t+1}, S_t \rangle$ for any $t \leq T$. In other words, no extra capital is injected or extracted from the portfolio, at any time. A strategy is said to be predictable if the holdings at time $t$, are $\mathcal{F}_{t-1}$-measurable i.e. for all $t$ we have $\varphi_t \in \mathcal{F}_{t-1}$.}
by the self-financing condition. Adding up, the equalities in (2.4.1), adding $\langle \varphi_1, \Delta \tilde{S}_t \rangle$ and using the self-financing condition (or the budget constraint)

$$
\langle \varphi_t, \tilde{S}_t \rangle = x + \sum_{k=1}^{t} \langle \varphi_k, \Delta \tilde{S}_k \rangle.
$$

The process $\tilde{V}_t^{x, \varphi}$ represents the value of the holdings at time $t$, starting with an initial investment $x$, it is referred as the portolio value process. A trading strategy on the market can be represented by a $d$-dimensional vector $\{\varphi_t\}_{t \geq 1}$ describing the holdings on the risky assets at time $t$, we emphasise the assumption on the trading strategies, namely, they are $\mathcal{F}_t$-predictable, and the initial investment $x$. Denote by $\mathcal{P}$ the set of all possible holdings on the $d$ assets throughout the periods $1, \ldots, T$.

Considering discounted asset prices, a trading strategy consists of two components, the process $\{\phi_k\}_{k=1, \ldots, T}$ and the initial investment $x$, this represents the initial value of the portfolio at time 0, and the investor’s discounted wealth evolves according to the process given by

$$
\tilde{V}_t^{x, \varphi} - x + \sum_{k=1}^{t} \langle \phi_k, \Delta \tilde{S}_k \rangle.
$$

(2.4.2)

**Proposition 2.4.1.** Suppose $(V_0, \phi_1)$ is such that $\phi \in \mathcal{P}$, $V_0 \in \mathbb{R}$ is $\mathcal{F}_0$-measurable then there is a predictable self-financing strategy $(\varphi_t, \phi_t)$ such that $V_t - \varphi_t S_t^0 + \langle \phi_t, S_t \rangle$ or equivalently, $\tilde{V}_t - \varphi_t^0 + \langle \phi_t, \tilde{S}_t \rangle$.

**Proof.** Indeed, by the definition of the wealth process we should have $V_t - \varphi_t S_t^0 + \langle \phi_t, S_t \rangle$, on the other hand, by the self-financing condition, $\tilde{V}_t - \tilde{V}_{t-1} + \langle \phi_t, \Delta \tilde{S}_t \rangle$ for all $t = 1, \ldots, T$, as $\varphi_t^0$ should be such that or $\tilde{V}_t - \varphi_t^0 + \langle \phi_t, \tilde{S}_t \rangle$ define inductively, $\varphi_1^0 := V_0 + \langle \phi_1, \tilde{S}_0 \rangle$, and

$$
\varphi_t^0 := \tilde{V}_{t-1} + \langle \phi_t, \tilde{S}_{t-1} \rangle.
$$

\[\square\]

By Proposition 2.4.1 hereafter, we shall work with discounted prices and trading strategies on the risky assets. In order to simplify our notation, we shall write $S_t$ instead of $\tilde{S}_t$, similarly the discounted wealth process $\tilde{V}_t^{x, \varphi}$ will be denoted by $V_t^{x, \varphi}$.

Therefore, (2.4.2) is written as

$$
V_t^{x, \varphi} - x + \sum_{k=1}^{t} \langle \phi_k, \Delta S_k \rangle.
$$

(2.4.3)

We now describe important definitions related to our models. We denote by $D_t(\omega)$ the affine subspace of the support of the regular conditional distribution of $\Delta S_t$ given $\mathcal{F}_{t-1}$.

We denote by $\Xi_t$, the set of $\mathcal{F}_t$-measurable $d$-dimensional random variables. We first define an arbitrage opportunity in the market. This concept describes the idea of an investment with no cost at the initial time that generates possibly a positive gain with no risk (non-negative wealth)

**Definition 2.4.2.** An arbitrage opportunity is a trading strategy $\phi \in \mathcal{P}$ such that

- $V_t^{0, \phi} \geq 0$, $\mathbb{P} - a.s.$
• \( \mathbb{P} \left( V_{T}^{0,\phi} > 0 \right) > 0. \)

**Definition 2.4.3.** We say that the market (described by the filtered probability space together with the process \( S \)) has no arbitrage opportunity if for any strategy \( \phi \) such that

\[
V_{T}^{0,\phi} \geq 0 \quad \mathbb{P} \text{- a.s. implies } V_{T}^{0,\phi} = 0 \quad \mathbb{P} \text{- a.s.} \quad (2.4.4)
\]

**Definition 2.4.4.** We say that the market is **complete** if every bounded \( \mathcal{F}_T \)-measurable random variable \( F \) (discounted price) can be hedged by a self-financing strategy, i.e. there is a self-financing \( \phi \) and an initial investment \( x \) such that

\[
V_{T}^{x,\phi} = F. \quad (2.4.5)
\]

Whenever a market is not complete (not all the contingent claims can be hedged by means of a replicating portfolio), we say that the market is **incomplete**.

**Definition 2.4.5.** Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability space, let \( \mathbb{Q} \) be a probability measure on \( \mathcal{F} \). We say \( \mathbb{Q} \) is an **equivalent martingale measure** if

- \( \mathbb{Q} \) is equivalent to \( \mathbb{P} \)
- The process \( (S_n, \mathcal{F}_n)_{n=0,...,T} \) is a martingale with respect to \( \mathbb{Q} \).

The main theorem relating Definitions 2.4.3 and 2.4.5 is the following

**Theorem 2.4.6.** Refer to [16] The following statements are equivalent:

- There exists a probability measure \( \mathbb{Q} \) equivalent to \( \mathbb{P} \) such that under \( \mathbb{Q} \) the process \( (S_n, \mathcal{F}_n)_{n=0,...,T} \) is a martingale.
- There are no arbitrage opportunities in the market.

A general result was proved in a more general setting by Delbaen and Schachermayer in [18] and [19].

**Theorem 2.4.7.** Assume that the market is arbitrage free, the market is complete if and only if the set of equivalent martingale measures is a singleton.

The next proposition yields a useful quantitative characterisation of a market having no arbitrage, namely, at each time \( t = 1, \ldots, T \) and for trading strategies \( \{\phi_t\}_{t \geq 1} \) such that \( \phi_t \in D_t(\omega) \) (see paragraph before Definition 2.4.2) for all \( t \geq 1 \) the probability that the value of the portfolio may be less than a strictly negative value \( -\beta_t \) is strictly positive.

To explain such a characterization, we define the following set of trading strategies, we need to avoid the cases when \( \phi_t \) is orthogonal \( \mathbb{P} \text{- a.s.} \) to \( \Delta S_t \).

**Definition 2.4.8.** Define the set of strategies \( \Xi_t \) as

\[
\Xi_t := \{ \theta \in \Xi_t : |\theta(\omega)| - 1 \text{ on } \{ \omega : D_t(\omega) \neq \{0\} \} , \theta \in D_t(\omega) , \mathbb{P} \text{- a.s.} \} \quad (2.4.6)
\]

\[\text{6} \text{Two measures are said to be equivalent if they have the same sets of measure zero.}\]
Theorem 2.4.9. Suppose the market has no arbitrage, i.e. (2.4.A) holds, then there exist \( \mathcal{F}_t \)-measurable random variables \( \beta_t, \kappa_t > 0 \) satisfying

\[
\inf_{p \in \mathbb{P}_t} \mathbb{P} (\langle p, \Delta S_{t+1} \rangle < -\beta_t \mid \mathcal{F}_t) > \kappa_t
\]

for all \( t = 0, 1, \ldots, T, \mathbb{P} - a.s. \).

**Proof.** Fix \( t \in \{1, \ldots, T\} \) and let \( \{\delta_n\}_{n \geq 0} \) be a decreasing sequence tending to 0. Define

\[
A_n := \left\{ \omega : \inf_{p \in \mathbb{P}_t} \mathbb{P} (\langle p, \Delta S_{t+1} \rangle < -\delta_n \mid \mathcal{F}_t) - 0 \right\}.
\]

The essential infimum is attained in the condition defining \( A_n \). Indeed, by the properties of the essential infimum of a collection of random variables (see [38], p) it follows that there is a sequence of random variables \( \{\bar{p}_k\}_{k \geq 1} \subset \mathbb{P}_t \) such that

\[
\mathbb{P} (\langle \bar{p}_k, \Delta S_{t+1} \rangle < -\delta_n \mid \mathcal{F}_t) < \frac{1}{k} \inf_{p \in \mathbb{P}_t} \mathbb{P} (\langle p, \Delta S_{t+1} \rangle < -\delta_n \mid \mathcal{F}_t).
\]

By a compactness principle in \( L^0 (\Omega, \mathcal{F}, \mathbb{P}) \) there is a subsequence \( \bar{p}_{k} \) converging to an \( \mathcal{F}_t \)-measurable random variable \( p^* \). Let \( B_n^k := \left\{ \omega : \langle \bar{p}_k, \Delta S_{t+1} \rangle < -\delta_n \right\} \), then \( \lim \inf_k \| B_n^k - \lim \inf_k B_n^k \), this follows from \( \inf_{k \geq m} \| B_n^k - B_n^m \| \) and the continuity property of probability measures. Fatou’s lemma implies

\[
\mathbb{E} \left[ \lim \inf_k \mathbb{P}_k \left[ B_n^k \mid \mathcal{F}_t \right] \right] \leq \lim \inf_k \mathbb{P}_k \left( \langle \bar{p}_k, \Delta S_{t+1} \rangle < -\delta_n \mid \mathcal{F}_t \right).
\]

Let \( B_n := \{\omega : \langle p^*, \Delta S_{t+1} \rangle < -\delta_n \} \). Clearly, \( B_n \subset \lim \inf_k B_n^k \) then from (2.4.8)

\[
\mathbb{P} (\langle p^*, \Delta S_{t+1} \rangle < -\delta_n \mid \mathcal{F}_t) \leq \inf_{p \in \mathbb{P}} \mathbb{P} (\langle p, \Delta S_{t+1} \rangle < -\delta_n \mid \mathcal{F}_t),
\]

The strategy \( p^* \) attains the essential infimum and we can actually express the set \( A_n \) as the set \( \{\omega : \mathbb{P} (\langle p^*, \Delta S_{t+1} \rangle < -\delta_n \mid \mathcal{F}_t) - 0\} \). Define \( A := \bigcap_{n=1}^{\infty} A_n \), we claim that \( \mathbb{P} (A) = 0 \). Suppose that \( \mathbb{P} (A) > 0 \) then, by the same principle, we can take \( \{p_n\} \) such that \( p_n \rightarrow \tilde{p} \mathbb{P} - a.s. \). Define \( \bar{p}_n := \inf_{p \in \mathbb{P}_t} \mathbb{P} (\langle p, \Delta S_{t+1} \rangle < 0 \mid \mathcal{F}_t) \leq \lim \inf \mathbb{P} (\langle p, \Delta S_{t+1} \rangle < 0 \mid \mathcal{F}_t) = 0 \) on \( A \). Then \( \mathbb{P} (\langle \tilde{p}, \Delta S_{t+1} \rangle \geq 0 \mid \mathcal{F}_t) = 1 \) therefore \( \mathbb{P} (\langle \tilde{p}, \Delta S_{t+1} \rangle > 0) = 1 \). Let \( \phi_i = 0 \) if \( i \neq t + 1 \) and \( \phi_t = \tilde{p} \cdot 1_A \) and \( V^{0, \phi} = \langle \phi, \Delta S_{t+1} \rangle \) as the market has no arbitrage it follows that \( \mathbb{P} (\langle \phi, \Delta S_{t+1} \rangle > 0 \mid \mathcal{F}_t) = 1 \mathbb{P} - a.s. \). This contradicts our assumption, as we have \( \tilde{p} \in D_{t+1} (\omega) \). The random variable \( \tilde{p} \) is a limit of elements in \( D_{t+1} (\omega) \), as this set is actually a closed subset then \( \tilde{p} \in D_{t+1} (\omega) \). On the other hand, \( \tilde{V} := \{x \in \mathbb{R}^d : \langle \tilde{p}, \Delta S_{t+1} \rangle > 0\} \) is an open neighbourhood of \( \tilde{p} \) whose measure under \( \mu (\cdot, \omega) = \mathbb{P} (\Delta S_{t+1} \in \cdot \mid \mathcal{F}_t) \) is zero, this contradicts \( \tilde{p} \in D_{t+1} (\omega) \), (see Definition of 2.4.8) then \( \mathbb{P} (A) = 0 \).

Define

\[
\beta_t := \sum_{i=1}^{\infty} \delta_i A^{C} / A^{C}_{t+1}.
\]

Notice that all the sets \( A_i \) depend on \( t \) and such sets are \( \mathcal{F}_t \)-measurable.

It follows from the previous paragraph that \( \mathbb{P} (\Omega / A) - 1 = A^{C}_t \subset A^{C}_{t+1} \) for all \( n \geq 1 \) and

---

\[\text{See appendix B}\]
We define the random variable \( \kappa_t > 0 \) on \( \Omega \). Indeed, if \( \omega \in A_n^n \), then

\[
\inf_{p \in \Xi_t} \mathbb{P} (\langle \tilde{\phi}, \Delta S_t \rangle < -\beta_t | F_t) = \mathbb{E} \left[ \mathbb{I}_{\langle \tilde{\phi}, \Delta S_t \rangle < -\beta_t | A_n^n \cap A_{n-1}^n | F_t} \right] - \mathbb{E} \left[ \mathbb{I}_{\langle \tilde{\phi}, \Delta S_t \rangle < -\delta_n | A_n^n \cap A_{n-1}^n | F_t} \right] - \mathbb{P} (\langle \tilde{\phi}, \Delta S_t \rangle < -\delta_n | F_t) > 0,
\]

as previously discussed, the essential infimum is attained by a random variable \( \tilde{p} \), and by definition of \( A_n \) and the fact that \( \beta_t, \delta_n \) on \( A_n^n \).

Recall that \( \kappa_t := \inf_{p \in \Xi_t} \mathbb{P} (\langle \tilde{\phi}, \Delta S_t \rangle < -\beta_t | F_t) \) is \( F_t \)-measurable. The lemma is proved.

### 4.2 Equivalent martingale measures and utility maximisation

In the following section we shall describe results in utility maximisation in discrete-time that are crucial to prove some estimates connected to the absence of arbitrage. Utility functions are used to describe economic agents’ preferences, the problem of utility maximisation has a straightforward interpretation in economy and finance, and it has been studied extensively.

The main justification of its use comes from economic theory, preferences and attitudes towards risky outcomes can be described by means of utility functions. Moreover, we shall see an important connection of this problem with Theorem 2.4.6 and the existence of martingale measures for \( S \).

The following assumptions are made throughout this section.

**Assumption 2.4.1.** The utility function \( U : \mathbb{R} \to \mathbb{R} \) is a concave and non-decreasing function and continuously differentiable; \( U (0) = 0 \) and there is \( \bar{x} > 0 \) and \( \gamma \in (0, 1) \) such that for \( x \geq \bar{x} \) and any \( \lambda \geq 1 \)

\[
U (\lambda x) \leq \lambda^\gamma U (x), \tag{2.4.9}
\]

And there exist \( x_- < 0 \) and \( \alpha > 0 \) such that for any \( \lambda \geq 1 \) and \( x \leq x_- \)

\[
U (\lambda x) \leq \lambda^{1+\alpha} U (x). \tag{2.4.10}
\]

We consider the problem of maximising a utility function of the terminal wealth with initial capital \( x \), with \( U \) a function satisfying Assumption 2.4.1. In other words, this problem is concerned with the computation of the trading strategy (if such a strategy exists) such that

\[
u (x) := \sup_{\phi \in \Phi (x)} \mathbb{E} U \left( V_T^{x, \phi} \right) - \mathbb{E} U \left( V_T^{x, \phi^*} \right),
\]

where \( \Phi (x) \) is the class of \( F_t \)-predictable processes with

\[
\mathbb{E} U \left( V_T^{x, \phi} \right) - \mathbb{E} U \left( x + \sum_{i=1}^d \langle \phi_i, \Delta S_i \rangle \right) < \infty. \tag{2.4.11}
\]

The function \( u (x) \) denotes the maximum ‘satisfaction’ an investor can obtain by financing his portfolio with an initial amount \( x \).

The approach in [13] to ensure the existence of an optimal strategy is a traditional one, namely, the method of dynamic programming. It must be pointed out that while backward induction
yields concrete solutions to optimisation problems when the underlying process is Markov or a
deterministic function, we do not assume any Markov property whatsoever.

As investors assess their trading strategies by means of the utility function \( U(x) \) this
naturally leads to consider (random) functions depending jointly on \( x \) and \( \omega \). For instance, sup-
pose that investor starts trading at time \( t < T \), with an initial capital \( x \) and \( \{\xi_t(\omega)\}_{t\leq t} \)
in the risky assets then the expected ‘satisfaction’ on this trading at time \( t+1 \) is equal to
\( \mathcal{U}(x,\omega) - \mathbb{E}[\mathcal{U}(x + \xi_{t+1},\Delta S_{t+1})|\mathcal{F}_t] \), as the function \( \mathcal{U} \) is concave by linear-
ity of the conditional expectation, it follows that, for fixed \( \omega \in \Omega \), the function \( \mathcal{U}_t(x,\omega) \) is concave in \( \mathbb{R} \), hence
is continuous (for fixed \( \omega \)). It is also \( \mathcal{F}_t \)-measurable thus it is \( \mathcal{B}(\mathbb{R})\otimes \mathcal{F}_t \)-measurable.

In order to deal with computations involving random functions we make the following remark.

Remark 2.4.10. Assume (as it is in [44]) that we have a function \( V : \Omega \times \mathbb{R}^d \to \mathbb{R} \). Such that
for fixed \( \omega \in \Omega \) the function \( V \) is continuous, by separability of \( \mathbb{R} \), for each \( \omega \in \Omega \), the function
\( V(\omega,\cdot) \) is determined at the values on a dense countable set. Thus, without loss of generality,
when we find it convenient, we may identify the function \( V \) with a random variable taking
values in \( \Gamma := \mathbb{R}^N \).

Assumption 2.4.1 implies an estimate of ‘power’ or ‘polynomial’ type (with respect to \( \lambda \)).
This is expected as this type of result holds for some intervals of the form \([\bar{x}, \infty)\) and \((-\infty, \bar{x}_-]\)
and \( U \) is a concave function on \( \mathbb{R} \).

**Proposition 2.4.11.** There are \( 0 < \gamma < 1 \) and \( C > 0 \), constants such that for any \( x \in \mathbb{R} \) and
\( \lambda \geq 1 \)
\[
U(\lambda x) \leq \lambda^\gamma U(x) + \lambda^\gamma C, \tag{2.4.12}
\]
and
\[
U(\lambda x) \leq \lambda U(x) + \lambda^\gamma C. \tag{2.4.13}
\]

**Proof.** Suppose that \( x > \bar{x} \), then (2.4.12) follows from Assumption 2.4.1 for any \( C > 0 \), as
mentioned above, \( U(0) \leq U(x) \) then (2.4.13) follows from (2.4.12).

Suppose that \( x < 0 \). We prove (2.4.13) first. By concavity, the function \( U' \) is decreasing, the
mean value theorem implies that \( xU'(x) \leq U(x) - U(0) \) then
\[
U(\lambda x) \leq U(x) + U'(x)x(\lambda - 1) \leq U(x) + (U(x) - U(0))(\lambda - 1), \tag{2.4.14}
\]
and
\[
U(\lambda x) \leq \lambda U(x) + \lambda^\gamma C, \tag{2.4.15}
\]
for any \( C > 0 \). The second inequality follows similarly, from the fact that \( U(x) \leq 0 \) and \( \lambda \geq 1 \)
and \( 0 < \gamma < 1 \) in (2.4.14) yields \( (U(x) - U(0))(\lambda^\gamma - 1) \geq (U(x) - U(0))(\lambda - 1) \) then
\[
U(\lambda x) \leq U(x) + U'(x)x(\lambda^\gamma - 1) \leq U(x) + (U(x) - U(0))(\lambda^\gamma - 1) + \lambda^\gamma U(x) + \lambda^\gamma C, \tag{2.4.16}
\]
for any \( C > 0 \). If \( 0 \leq x \leq \bar{x} \) then \( U(\lambda x) \leq \lambda^\gamma U(\lambda \bar{x}) \), as \( \lambda^\gamma \geq 1 \). Finally \( U(\lambda x) \leq \lambda^\gamma C + \lambda^\gamma U(x) \)
and the last expression is majorised by \( \lambda^\gamma C + \lambda^\gamma U(x) \).

Clearly if \( U(x) > 0 \) for all \( x \in \mathbb{R} \) then (2.4.12) implies (2.4.13). Thus, (2.4.13) helps to
manage the case when \( U(x) \) may take negative values. Moreover, while the conditions in
Assumption 2.4.1 describe the asymptotic behaviour of the function \( U \) at \( \pm \infty \), (2.4.12) and
(2.4.13) in Proposition 2.4.11 hold for any \( x \in \mathbb{R} \).
One can have these inequalities to be valid for functions that depend on other variables, for instance, when the function $U$ in Proposition 2.4.11 depends on $\omega \in \Omega$ as well. Combining this consideration and the ideas underlying the dynamic programing principle, leads to the definitions of the ‘value’ functions of the problem of utility maximisation. See Assumption 2.4.2 below.

We define the functions $\{ U_t(x) : t = 0, 1, \ldots, T \}$ and we shall make the following assumption about them.

**Assumption 2.4.2.** Suppose that the following random functions are well-defined

$$U_T(x) := U(x), \text{ and } U_t(x) := \mathrm{ess \ sup}_{\xi \in \Xi_t} \mathbb{E}[U_{t+1}(x + \langle \xi, \Delta S_{t+1} \rangle)] \bigm| \mathcal{F}_t] \quad x \in \mathbb{R},$$

and for $t \in \{0, 1, \ldots, T\}$ and all $x \in \mathbb{R}$,

$$U_t(x) := \mathrm{ess \ sup}_{\xi \in \Xi_t} \mathbb{E}[U_{t+1}(x + \langle \xi, \Delta S_{t+1} \rangle)] \bigm| \mathcal{F}_t] < \infty \ a.s.$$  \hfill (2.4.18)

Further, suppose that for all $x \in \mathbb{R}$

$$\mathbb{E}U_0(x) < \infty.$$  \hfill (2.4.19)

Notice that for $t \in \{0, 1, \ldots, T - 1\}$ such functions in (2.4.17) and (2.4.18) depend on $\omega$. One could regard such functions as the optimal future wealth from $t$ to $t + 1$ if investment starts at time $t$ with an initial capital $x$.

**Proposition 2.4.12.** Suppose that Assumption 2.4.1 holds. Then the functions $U_t(x)$ satisfy (2.4.12) and (2.4.13) $\mathbb{P}$-a.s.

**Proof.** This holds for $t = T$ by assumption and Proposition 2.4.11. Suppose that (2.4.12) and (2.4.13) hold for $U_{t+1}$. Using Lemma 4.9 and Proposition 4.10 in [44] we have

$$U_t(x) - \mathrm{ess \ sup}_{\xi \in \Xi_t} \mathbb{E}[U_{t+1}(x + \langle \xi, \Delta S_{t+1} \rangle)] \bigm| \mathcal{F}_t] - \mathbb{E}[U_{t+1}(x + \langle \xi(x), \Delta S_{t+1} \rangle)] \bigm| \mathcal{F}_t],$$  \hfill (2.4.20)

for some $\mathcal{B}(\mathbb{R}) \otimes \mathcal{F}_t$-measurable function $\tilde{\xi}(x, \omega)$. Then

$$U_t(\lambda x) - \mathbb{E}
\left[
U_{t+1}(\lambda x + \langle \tilde{\xi}(\lambda x), \Delta S_{t+1} \rangle) \bigm| \mathcal{F}_t
\right] \leq \mathbb{E}
\left[
U_{t+1}
\left(\lambda \left(x + \frac{\langle \tilde{\xi}(\lambda x), \Delta S_{t+1} \rangle}{\lambda}ight)\right)\bigm| \mathcal{F}_t
\right],$$

$$U_t(\lambda x) \leq \lambda \mathrm{ess \ sup}_{\xi \in \Xi_t} \mathbb{E}
\left[
\lambda^n U_{t+1}(x + \langle \xi, \Delta S_{t+1} \rangle) + \lambda^n C \bigm| \mathcal{F}_t
\right] \leq \lambda^n U_t(x) + \lambda^n C.$$  \hfill (2.4.21)

The inequality (2.4.13) is deduced similarly. \hfill \square

**Remark 2.4.13.** If $U$ is bounded from above then Assumption 2.4.2 holds.

Absence of arbitrage (Definition 2.4.3) is not only relevant as a desirable component in our model from an economic perspective, but in some cases is indispensable to ensure existence of optimal strategies.

**Proposition 2.4.14.** If $U$ is strictly increasing and there is no arbitrage opportunity in the market, then there is no trading strategy that attains the maximum.
Proof. If \( \hat{\phi} \) is an arbitrage opportunity and suppose that \( \phi^* \) is an optimiser, then

\[
\mathbb{E} U \left( V_T^{x,}\phi^* + \hat{\phi} \right) - \mathbb{E} U \left( V_T^{x,\phi^*} + V_T^{0,\hat{\phi}} \right) > \mathbb{E} U \left( V_T^{x,\phi^*} \right).
\] (2.4.22)

The following result is crucial for chapter 3. We follow the ideas developed in [44].

**Definition 2.4.15.** Define the class of random variables \( \mathcal{W} \) to be the set of random variables with finite moments of all orders.

We shall explain in more detail section 7 in [44].

**Theorem 2.4.16.** Suppose that \( U \) is a non-decreasing concave function that satisfies Assumption 2.4.1. Further, suppose that for some \( k, l, M \) and \( K \),

\[
M |x|^{-l} \leq U'(x) \leq K \left( |x|^k + 1 \right), \quad \text{for all } x \in \mathbb{R}.
\] (2.4.23)

Suppose in addition that \( U \) is continuously differentiable and strictly increasing. Furthermore, assume that for all \( t \in \{0, 1, \ldots, T\} \), we have \( |\Delta S_t| \in \mathcal{W} \) and that the condition 2.4.4 holds and the processes \( \beta_t \) and \( \kappa_t \) in Lemma 2.4.9 are such that \( \frac{1}{M} \beta_t, \frac{1}{\kappa_t} \in \mathcal{W} \) for all \( t \in \{0, 1, \ldots, T-1\} \). Then under these conditions it follows that

- The ‘value’ functions \( U_t \) are well-defined.
- For all \( x \in \mathbb{R} \) it holds \( U_t(x) < \infty \mathbb{P} - \text{a.s.} \) and for all \( x \in \mathbb{R} \)

\[
\mathbb{E} U_0(x) < \infty.
\] (2.4.24)

For every initial endowment \( x \) there is a trading strategy \( \phi^*(x) \in \Phi(x) \) such that

\[
u(x) = \sup_{\phi \in \Phi(x)} \mathbb{E} U \left( V_T^{x,\phi} \right) - \mathbb{E} U \left( V_T^{x,\phi^*} \right).
\] (2.4.25)

Theorem 2.4.16 and the existence of the strategy \( \phi^* \) allows to obtain a martingale measure, for \( S \), given by

\[
d\mathbb{Q} \left| \frac{d\mathbb{P}}{d\mathbb{Q}} \right| = \frac{U' \left( V_T^{x,\phi^*} \right)}{\mathbb{E} U' \left( V_T^{x,\phi^*} \right)}.
\] (2.4.26)

**Remark 2.4.17.** By choosing a suitable utility function, one can ensure the existence of a martingale measure \( (\mathbb{Q} \sim \mathbb{P}) \) and whose density \( \frac{d\mathbb{Q}}{d\mathbb{P}} \) is bounded below. (For instance, letting \( U(x) := x \) if \( x > 0 \) and \( U(x) = U_1(x) \) otherwise, such that \( U \) is continuously differentiable and concave in \( \mathbb{R} \) and satisfies Assumption 2.4.1) one can see that due to (2.4.23)

\[
\mathbb{E} \left| \phi_t \right|^\alpha < \infty, \quad \text{for any } \alpha > 0 \quad \text{(in fact } |\phi_t|^\alpha \leq \psi_t(1 + |x|^\gamma) \text{ for a positive constant } \gamma \text{ and a random variable } \psi_t \in \mathcal{W}, \text{ together with the assumption on } U', \text{ condition (2.4.23) implies that } 0 < \mathbb{E} U' \left( V_T^{x,\phi^*} \right) \leq K \left( 1 + \mathbb{E} \left| V_T^{x,\phi^*} \right|^\beta \right) < \infty \text{ as } \Delta S_{t+1} \in \mathcal{W}. \text{ Under models satisfying}
\]
the assumptions of Theorem [2.4.16], the class of martingale measures is ‘rich enough’ to find a density that is bounded below and $\Omega \in \mathcal{W}$.

4.3 Remarks on Theorem [2.4.16]

The proof of Theorem [2.4.16] is beyond the scope of this work, but we shall make some remarks and explain in detail the main ideas of section 7 in [44]. To simplify our notation, we shall omit the dependence on $\omega$ as it is clear that $\{U_t(x)\}_{t=0,1,...,T}$ are $\mathcal{F}_t$-measurable random variables.

Backward induction is applied in order to obtain the statements for all $t \leq T$, as explained above the functions $U_T(x)$ and $\{U_t(x)\}_{t=0,...,T}$ defined in (2.4.17) and (2.4.18) specify the optimal value in one-step period. It turns out that, by our assumptions on $U$ and $U$ in Theorem [2.4.16], one can show that such ‘value functions’ $U_t(x)$ are dominated by random variables that are defined in terms of $U$ and a polynomial function of the initial cost $x$. In other words, for every $t \leq T - 1$ there is a constant $r_t > 0$ and a random variable $\rho_t \in \mathcal{W}$ such that $\mathbb{P} - a.s.$

$$U_t(x, \omega) \leq \mathbb{E} \left[ U((|x| + (1 + |x|)^r \rho_t)|\mathcal{F}_t) \right].$$

(2.4.27)

Notice that (2.4.27) implies that for all $t \in \{0,1,\ldots,T-1\}$,

$$U_t(x) < \infty \ a.s. \quad \text{(2.4.28)}$$

Furthermore, Lemma 4.5 in [44] states that the ‘essential infimum is attained’, thus applying this lemma to $V(x, \omega) := U_{t+1}(\omega, x + \langle \theta, \Delta S_{t+1}(\omega) \rangle)$ implies that there is a random variable $\tilde{\zeta}_t(x)$ (depending on $x$ and being measurable) such that the following equality holds

$$U_t(x) - \mathbb{E} \left[ U_{t+1}(x + \langle \tilde{\zeta}_t(x), \Delta S_t \rangle)|\mathcal{F}_t \right],$$

and it ensures that if $U_{t+1}(x)$ is continuously differentiable and concave then so is $U_t(x)$. As $U_T(x) - U(x)$ all the ‘one-step’ value functions in (2.4.18) are also continuously differentiable (for fixed $\omega$).

Moreover, fixing the initial portfolio’s capital $x$, the proof of Proposition 7.1 in [44] shows that trading strategies taking ‘large values’ does not yield higher utility, thus, a strategy $\tilde{\zeta}_t(x)$ should be optimal only if for every $t = 1, 2, \ldots T$ there are random variables $\psi_t \in \mathcal{W}$ and constants $\zeta_t > 0$ such that

$$|\tilde{\zeta}_t(x)| \leq \psi_t \left( 1 + |x|^{r_t} \right).$$

(2.4.29)

In this section we explain why this holds. In the case $t = T - 1$ (2.4.27) is obvious, we can take $\rho_T = 0$, as $U_T = U$. By Proposition 5.2 in [44] (this is actually a consequence of a ‘relatively compactness’ principle in $L^0(\Omega, \mathcal{F}, \mathbb{P})$ and a lattice property of the set of trading strategies) there exists an optimal strategy $\tilde{\xi}_T(x)$ such that

$$U_{T-1}(x) - \mathbb{E} \left[ U_T(x + \langle \tilde{\xi}_T(x), \Delta S_T \rangle)|\mathcal{F}_{T-1} \right].$$

(2.4.30)

The method to prove that $\tilde{\xi}_T$ must satisfy the inequality (2.4.29) is rather indirect. Following the proof of Lemma 4.8 in [44] we claim that there is a r.v. $K_{T-1}$ such that $|\xi| \geq K_{T-1}$ implies

\footnote{See Appendix B, Lemma B.2.1}
that
\[ E\left[U(x + \langle \xi, \Delta S_T \rangle) \mid \mathcal{F}_{T-1}\right] \leq U(x), \quad (2.4.31) \]

therefore \( \xi = 0 \) would be a better trading strategy. Moreover, we can substitute a r.v. \( \xi \in \Xi_{T-1} \) by \( \hat{\xi} \) its orthogonal projection into the subspace \( D_T(\omega) \).

**Lemma 2.4.18.** Suppose \( V : \Omega \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) an \( \mathcal{F}_{T-1} \otimes \mathcal{B}(\mathbb{R}^d) \) measurable. Let \( \xi \in \Xi_{T-1} \), denote by \( \hat{\xi} \) its orthogonal projection into \( D_T(\omega) \). Then
\[
E\left[V(x + \langle \xi, \Delta S_T \rangle) \mid \mathcal{F}_{T-1}\right] - E\left[V(x + \langle \hat{\xi}, \Delta S_T \rangle) \mid \mathcal{F}_{T-1}\right],
\]

for each \( x \in \mathbb{R} \).

We do not include the proof of this fact in this chapter, but it is given in the appendix C, Proposition 2.4.18 as the proof depends on results that are relevant only in the proof of the lemma and not applied anywhere else in the subsequent part of the chapter.

Thus, hereafter in this section we shall consider trading strategies in \( \xi \in \Xi_{T-1} \) such that \( \xi \in D_T(\omega) \).

**Proposition 2.4.19.** Let \( x \in \mathbb{R} \). Suppose all the assumptions in Theorem 2.4.16 hold, then there is a random variable \( K_{T-1}(x, \omega) \) such that, if \( \xi_T(\omega) \) is a trading strategy with \( |\xi_T| \geq K_{T-1}(x, \omega) \) then
\[
E\left[U_T(x + \langle \xi_T, \Delta S_T \rangle) \mid \mathcal{F}_{T-1}\right] \leq E\left[U_T(x) \mid \mathcal{F}_{T-1}\right].
\]

Moreover, \( K_{T-1}(x, \omega) \) can be taken of the form \( \psi_{T-1}(1 + |x|^\gamma_{T-1}) \) with \( \psi_{T-1} \in \mathcal{W} \).

We shall prove the claim in these steps, and only for ‘\( t + 1 \)’ \( \rightarrow \) \( T \), for a complete proof we apply an inductive argument. Notice that, by the definition of \( U_T \) (see definitions in Assumption 2.4.2 and (2.4.17) and (2.4.18)) we can interchange the \( U_T(x) \) by \( U(x) \)

(i) Bound the function \( U_T^+(x + \langle \xi, \Delta S_T \rangle) \) from below if \( \xi \in D_T(\omega) \) on a set that depends on \( U_T \);

(ii) Bound the function \( U_T^+(x + \langle \xi, \Delta S_T \rangle) \) from above by an expression of ‘order’ \( |\xi|^{\gamma} \) for \( \xi \in \Xi_{T-1} \) \( |\xi| \geq K_{T-1}(\omega) \):

(iii) show that the condition on (i) can be satisfied if \( |\xi| \geq \psi_{T-1}(1 + |x|^\gamma_{T-1}) \) and \( \psi_{T-1} \in \mathcal{W} \).

Finally the bounds in (i), (ii) and (iii) allow to obtain (2.4.33). We shall check the steps (i)–(iii) for \( t = T - 1 \), explaining the arguments in (2.4.33) in more detail. The proofs in the general case \( t \in \{1, \ldots, T - 1\} \) follow by induction.

**Lemma 2.4.20.** Given that Assumptions 2.4.1, 2.4.2 and those in Theorem 2.4.16 are in force, there exists a measurable set \( B_T \) such that if, \( \xi_T \in \Xi_{T-1} \), \( |\xi_T| \geq 1 \) such that
\[
E\left[U_T^-(x + \langle \xi, \Delta S_T \rangle) \mid \mathcal{F}_{T-1}\right] \geq |\xi|^{\frac{1}{\alpha_T}} \mathbb{P}(B_T \mid \mathcal{F}_{T-1}) - c|\xi|^{\gamma_T},
\]

**Proof.** Define
\[
B_T := \left\{ \frac{\langle \xi, \Delta S_T \rangle}{|\xi|} < -\beta_{T-1}, U\left(\frac{x}{|\xi|} - |\xi|^{\frac{1}{\alpha_T}} \beta_{T-1}\right) < -1 \right\},
\]
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By Proposition 2.4.12 we have

$$c\lambda^\gamma - U(\lambda z) \geq \lambda(-U(z)),$$

for $\lambda \geq 1$ applying this to $\lambda - |\xi|^{1+\gamma}$ and to $z = \frac{x}{|\xi|^{1+\gamma}} + \left\langle \frac{\xi}{|\xi|}, \Delta S_T \right\rangle |\xi|^{1+\gamma}$,

$$- |\xi|^{1+\gamma} U\left(\frac{x}{|\xi|^{1+\gamma}} + \left\langle \frac{\xi}{|\xi|}, \Delta S_T \right\rangle |\xi|^{1+\gamma}\right) \leq c|\xi|^\gamma - U\left(\frac{x}{|\xi|^{1+\gamma}} + \left\langle \frac{\xi}{|\xi|}, \Delta S_T \right\rangle |\xi|\right).$$

(2.4.35)

As $0 < \gamma < 1$ then we can bound from above the term in (2.4.35) $|\xi|^\gamma$ by $|\xi|^\gamma$. And then $
\mathbb{1}_{B_T}(c|\xi|^\gamma + U(x + \left\langle \xi, \Delta S_T \right\rangle)) \geq |\xi|^\gamma \mathbb{1}_{B_T}$, note that on $B_T$, we have $U\left(x + \left\langle \frac{\xi}{|\xi|}, \Delta S_T \right\rangle\right) < U(-\beta_{T-1}) \leq 0$ and $c|\xi|^\gamma - U(x + \left\langle \xi, \Delta S_T \right\rangle) > 0$, thus

$$U^-(x + \left\langle \xi, \Delta S_T \right\rangle) \geq |\xi|^\gamma \mathbb{1}_{B_T} - c|\xi|^\gamma,$$

(2.4.36)

and as $\xi_T \in \Xi_{T-1}$

$$- \mathbb{E}\left[U^-(x + \left\langle \xi, \Delta S_T \right\rangle) \mid \mathcal{F}_{T-1}\right] \leq c|\xi|^\gamma - |\xi|^\gamma \mathbb{P}(B_T \mid \mathcal{F}_{T-1}).$$

(2.4.37)

$\square$

For ease of reference we denote $A_T$ the set

$$A_T = \left\{ \omega \in \Omega : \text{ess inf}_{\xi \in \Xi_{T-1}} \mathbb{P}\left(U\left(x - |\xi|^{1+\gamma} \beta_{T-1}\right) < -1, \left\langle q, \Delta S_T \right\rangle < -\beta_{T-1}\mid \mathcal{F}_{T-1}\right) \geq \frac{1}{2} \kappa_{T-1}\right\}.$$

If

$$\text{ess inf}_{\xi \in \Xi_{T-1}} \mathbb{P}\left(\left\langle q, \Delta S_T \right\rangle < -\beta_{T-1}, U\left(\frac{x}{|\xi|^{1+\gamma}} - \beta_{T-1} |\xi|^{1+\gamma}\right) < -1\mid \mathcal{F}_T\right) \geq \frac{1}{2} \kappa_{T-1}. \quad (2.4.38)$$

Then, on $A_T$ we have

$$- \mathbb{E}\left[U^-(x + \left\langle \xi, \Delta S_T \right\rangle) \mid \mathcal{F}_{T-1}\right] \leq c|\xi|^\gamma - \frac{1}{2} |\xi|^\gamma \kappa_{T-1}.$$

(2.4.39)

Now we turn our attention to ii).

**Lemma 2.4.21.** Let $\xi_T \in \Xi_{T-1}$ and suppose that the Assumptions 2.4.1, 2.4.2 and the assumptions in Theorem 2.4.16 hold, then there is a random variable $G_T(\omega) \in \mathcal{W}$ such that

$$\mathbb{E}\left[U^+(x + \left\langle \xi_T, \Delta S_T \right\rangle) \mid \mathcal{F}_{T-1}\right] \leq G_T(\omega)|\xi|^\gamma.$$

**Proof.** By Assumption 2.4.1 and 2.4.12 and 2.4.13 for $\xi \in \Xi_{T-1}$ with $\lambda = |\xi| \geq 1$,

$$U^+(x + \left\langle \xi, \Delta S_T \right\rangle) - U^+(\left\langle |\xi|\left(x/|\xi| + \left\langle \frac{\xi}{|\xi|}, \Delta S_T \right\rangle\right)\right) \leq |\xi|^\gamma U^+(x + \left\langle \frac{\xi}{|\xi|}, \Delta S_T \right\rangle) + C|\xi|^\gamma,$$

(2.4.40)

and the last term can be bounded by a measurable finite function. Indeed, define $S = \{\theta \in \mathbb{R}^d : \theta_k \in \{1, -1\} \text{ for all } k = 1, \ldots, d\}$. As $U^+$ is non-decreasing, we can get the follow-
ing estimate
\[ \mathbb{E} \left[ U^+ \left( x + \langle \xi, \Delta S_T \rangle \right) \left| \mathcal{F}_{T-1} \right. \right] \leq \mathbb{E} \left[ \max_{\theta \in \mathcal{S}} U^+ \left( x + \langle \theta, \Delta S_T \rangle \right) \mid \mathcal{F}_{T-1} \right], \]
and
\[ \mathbb{E} \left[ \max_{\theta \in \mathcal{S}} U^+ \left( x + \langle \theta, \Delta S_T \rangle \right) \left| \mathcal{F}_{T-1} \right. \right] \leq \sum_{\theta \in \mathcal{S}} \mathbb{E} \left[ U^+ \left( x + \langle \theta, \Delta S_T \rangle \right) \mid \mathcal{F}_{T-1} \right]. \]
Define
\[ L_T (\omega) := \sum_{\theta \in \mathcal{S}} \mathbb{E} \left[ U^+ \left( x + \langle \theta, \Delta S_T \rangle \right) \mid \mathcal{F}_{T-1} \right]. \quad (2.4.41) \]
We claim that \( L_T (\omega) \) is integrable.
Indeed, as \( \Delta S_T \in \mathcal{W} \) by Cauchy-Schwarz inequality and our assumptions on \( U \)
\[ \mathbb{E} \left[ U^+ \left( x + \langle \theta, \Delta S_T \rangle \right) \mid \mathcal{F}_{T-1} \right] \leq \mathbb{E} \left[ U^+ \left( |x| + \sqrt{d} \mid \Delta S_T \right) \mid \mathcal{F}_{T-1} \right], \quad (2.4.42) \]
\[ L_T (\omega) \leq \sum_{\theta \in \mathcal{S}} \mathbb{E} \left[ U^+ \left( |x| + \mid \theta \mid \Delta S_T \right) \mid \mathcal{F}_{T-1} \right] - 2^d \mathbb{E} \left[ U^+ \left( |x| + \sqrt{d} \mid \Delta S_T \right) \mid \mathcal{F}_{T-1} \right]. \]
Recall that, by assumption, \( U (x) \) is continuously differentiable, strictly increasing and \( U (0) = 0 \), then \( U (\varepsilon) > 0 \) for any positive number \( \varepsilon > 0 \). Fixing \( \omega \) and applying the mean value theorem on \( [\varepsilon, |x| + \sqrt{d} \mid \Delta S_T \mid] \) and then letting \( \varepsilon \downarrow 0 \) for some \( \varepsilon \leq \varsigma \leq |x| + \sqrt{d} \mid \Delta S_T \mid \)
\[ U^+ \left( |x| + \sqrt{d} \mid \Delta S_T \right) - U^+ (\varepsilon) - U^+ (\varsigma) \left( |x| + \sqrt{d} \mid \Delta S_T \mid - \varepsilon \right) \leq U^+ (\varsigma) \left( |x| + \sqrt{d} \mid \Delta S_T \mid - \varsigma \right), \]
\[ L_T (\omega) \leq 2^d U^+ (0) \mathbb{E} \left[ |x| + \sqrt{d} \mid \Delta S_T \mid \mid \mathcal{F}_{T-1} \right] \leq 2^d U^+ (0) \left( |x| + \sqrt{d} \mathbb{E} \mid \Delta S_T \mid \mid \mathcal{F}_{T-1} \right), \]
as the last term in the last inequality belongs to \( \mathcal{W} \) then \( L_T \in \mathcal{W} \).
Furthermore, by (2.4.40) and the previous estimation given above
\[ \mathbb{E} \left[ U^+ \left( x + \langle \xi, \Delta S_T \rangle \right) \mid \mathcal{F}_{T-1} \right] \leq L_T (\omega) \mid \xi \mid + C \mid \xi \mid^\gamma. \quad (2.4.43) \]
\[ \Box \]

In the case \( |\xi| \geq 1 \), and \( \omega \in \mathcal{A} \) we can bound the ‘expected future wealth’ by a random power function of \( |\xi| \)
\[ \mathbb{E} \left[ U \left( x + \langle \xi, \Delta S_T \rangle \right) \mid \mathcal{F}_{T-1} \right] \leq L_T (\omega) \mid \xi \mid^\gamma + 2C \mid \xi \mid^\gamma - \frac{1}{2} \mid \xi \mid^{\frac{1+\gamma}{\gamma}} \kappa_{T-1}. \quad (2.4.44) \]
Choosing \( \xi \) such that \( |\xi| > M \) \( (x, \omega) \) (specified below) it is possible to obtain
\[ L_T (\omega) \mid \xi \mid^\gamma + 2C \mid \xi \mid^\gamma - \frac{1}{2} \mid \xi \mid^{\frac{1+\gamma}{\gamma}} \kappa_{T-1} \leq \mathbb{E} \left[ U_T (x) \mid \mathcal{F}_{T-1} \right]. \]
In this case, the last term is equal to \( U (x) \) and it changes accordingly in the case \( t \leq T - 1 \).
Now we proceed with the step (iii), we see that there is a r.v. \( K' (\omega, x) \in \mathcal{W} \) such that, if \( |\xi| \geq K' (\omega, x) \) (we shall prove that \( K' (\omega, x) = \psi_T (1 + \mid x \mid^{\alpha_T}) \) with \( \psi_T \in \mathcal{W} \) is a possible choice) then
\[ \text{ess inf}_{q \in \mathcal{P}} \left( \langle q, \Delta S_T \rangle \geq - \beta_{T-1}, \frac{x}{|\xi|^{\frac{1+\gamma}{\gamma}} - \beta_{T-1} \mid \xi \mid^{\frac{1+\gamma}{\gamma}}} \right) < -1 \mid \mathcal{F}_{T-1} \mid \geq \frac{1}{2} \kappa_{T-1}. \quad (2.4.45) \]
We claim that if $|\xi|$ is ‘large’ enough then

\[
\operatorname{essinf}_{q \in \mathbb{Q}_{T^{-1}}} \left\langle q, \Delta S_T \right\rangle < -\beta_{T^{-1}}, \quad U \left( \frac{x}{|\xi|^{1+\gamma}} - \beta_{T^{-1}} | \xi |^{\frac{1}{1+\gamma}} \right) < - \frac{1}{2} \kappa_{T^{-1}} \quad \mathbb{P} - \text{a.s.} \tag{2.4.46}
\]

First of all, if $x \geq 0$ then $U(x) \geq 0$, thus let us take $|\xi |^{\frac{1}{1+\gamma}} \beta_{T^{-1}} \geq |x|$ a.s. by concavity

\[
U \left( |x| - |\xi |^{\frac{1}{1+\gamma}} \beta_{T^{-1}} \right) \leq U(0) - U'(0) \left( |\xi |^{\frac{1}{1+\gamma}} \beta_{T^{-1}} - |x| \right). \tag{2.4.47}
\]

Let $\psi_T$ and $\rho_T$ be positive and belonging to $\mathcal{W}$, as $U'$ is non-increasing then $U'(0) \geq E[U'(\psi_T) | \mathcal{F}_{T^{-1}}]$ and

\[
U \left( |x| - |\xi |^{\frac{1}{1+\gamma}} \beta_{T^{-1}} \right) \leq E[U(\rho_T) | \mathcal{F}_{T^{-1}}] - E[U'(\psi_T) | \mathcal{F}_{T^{-1}}] \left( |\xi |^{\frac{1}{1+\gamma}} \beta_{T^{-1}} - |x| \right). \tag{2.4.48}
\]

Denote by $N_1^{(T^{-1})} := 4E[\psi_T | \mathcal{F}_{T^{-1}}] / \kappa_{T^{-1}}$ and $N_2^{(T^{-1})} := 4E[U(\rho_T) | \mathcal{F}_{T^{-1}}] / \kappa_{T^{-1}}$. By the theorem on existence of regular conditional probabilities see Appendix Theorem A.2.2. There is a version of $P(\cdot | \mathcal{F}_{T^{-1}})$ (\omega) denoted by $Q_{T^{-1}}(\omega, \cdot)$ such that, except for a null subset $N \in \mathcal{F}$, for any $\omega \in \Omega / N$ the mapping $Q_{T^{-1}}(\omega, \cdot)$ is a probability measure on $\mathcal{F}_{T^{-1}},$

\[
Q \left( \omega : \left\{ \psi_T > N_1^{(T^{-1})} \right\} \cup \left\{ E[U(\rho_T) | \mathcal{F}_{T^{-1}}] > N_2^{(T^{-1})} \right\} \right) \leq \frac{1}{4} \kappa_{T^{-1}}, \tag{2.4.49}
\]

applying Markov’s inequality to the sum on the right hand side of the inequality

\[
Q \left( \omega : E[U(\rho_T) | \mathcal{F}_{T^{-1}}] > N_2^{(T^{-1})} \right) \leq \frac{1}{4} \kappa_{T^{-1}}. \tag{2.4.50}
\]

Then

\[
\mathbb{P} \left( \psi_T \leq N_1^{(T^{-1})}, E[U(\rho_T) | \mathcal{F}_{T^{-1}}] \leq N_2^{(T^{-1})} | \mathcal{F}_{T^{-1}} \right) \geq 1 - \frac{1}{2} \kappa_{T^{-1}}, \tag{2.4.51}
\]

by the estimates in (2.4.47) and (2.4.48)

\[
\left\{ E[U'(\psi_T) | \mathcal{F}_{T^{-1}}] \left( |\xi |^{\frac{1}{1+\gamma}} \beta_{T^{-1}} - |x| \right) - E[U(\rho_T) | \mathcal{F}_{T^{-1}}] > 1 \right\} \subset \left\{ -U \left( |x| - |\xi |^{\frac{1}{1+\gamma}} \beta_{T^{-1}} \right) > 1 \right\}.
\]

Define the set $\Gamma_{T^{-1}}$

\[
\Gamma_{T^{-1}} := \left\{ U' \left( N_1^{(T^{-1})} \right) \left( \beta_{T^{-1}} |\xi |^{\frac{1}{1+\gamma}} - |x| \right) - N_2^{(T^{-1})} > 1, \ E[U(\rho_T) | \mathcal{F}_{T^{-1}}] \leq N_2^{(T^{-1})}, \right.
\]

\[
\left. \psi_T \leq N_1^{(T^{-1})}, \left\langle p, \Delta S_T \right\rangle < -\beta_{T^{-1}} \right\}.
\]

On $\Gamma_{T^{-1}}$ we have the following inequalities

\[
1 < E[U'(\psi_T) | \mathcal{F}_{T^{-1}}] \left( \beta_{T^{-1}} |\xi |^{\frac{1}{1+\gamma}} - |x| \right) - E[U(\rho_T) | \mathcal{F}_{T^{-1}}] \leq -U \left( |x| - |\xi |^{\frac{1}{1+\gamma}} \beta_{T^{-1}} \right).
\]
In addition to the last inequalities, previous estimates give
\[
\mathbb{P}(\Gamma_{T-1} | \mathcal{F}_{T-1}) \geq \mathbb{P} \left( \psi_T \leq N_1^{(T-1)}, \ E \left[ U(\rho_T) | \mathcal{F}_{T-1} \right] \leq N_2^{(T-1)} | \mathcal{F}_{T-1} \right) + \mathbb{P} \left[ U' \left( N_1^{(T-1)} \right) \left( \beta_{T-1} |\xi|^{\frac{1}{\gamma}} - |x| \right) > 1 + N_2^{(T-1)}, \langle q, \Delta S_T > - \beta_{T-1} | \mathcal{F}_{T-1} \right]. \tag{2.4.52}
\]

If the first event on the second term in (2.4.52) is ‘sure to happen’, we can readily apply the estimate obtained in Theorem 2.4.9; this justifies that if the trading strategy is such that for all \( \omega \in \Omega \)
\[
|\xi| > \left( \frac{1 + N_2^{(T-1)}}{U'(N_1^{(T-1)})} + |x| \right) \frac{1}{\beta_{T-1}}, \tag{2.4.53}
\]
as \( N_1^{(T-1)}, N_2^{(T-1)}, \xi \) are \( \mathcal{F}_{T-1} \)-measurable. Then
\[
\text{ess inf}_{\xi \in \Xi_{T-1}} \mathbb{P} \left( U'(N_1^{(T-1)}) \left( \beta_{T-1} |\xi|^{\frac{1}{\gamma}} - |x| \right) > 1 + N_2^{(T-1)}, \langle q, \Delta S_T > - \beta_{T-1} | \mathcal{F}_{T-1} \right) = \text{ess inf}_{\xi \in \Xi_{T-1}} \mathbb{P} \left( \langle q, \Delta S_T > - \beta_{T-1} | \mathcal{F}_{T-1} \right) \geq \kappa_{T-1},
\]
it follows by (2.4.51) and (2.4.52) that
\[
\mathbb{P}(\Gamma_{T-1} | \mathcal{F}_{T-1}) \geq 1 - \frac{1}{2} \kappa_{T-1} + \kappa_{T-1} - 1 - \frac{1}{2} \kappa_{T-1}.
\]
Notice that it is enough to have \( |\xi| > \psi_T(1 + |x|^\gamma) \) where \( \gamma_T = \frac{2}{1 - \gamma} \) and
\[
J = \left( \frac{1 + N_2^{(T-1)}}{N_1^{(T-1)}} \right) \left( \frac{1}{\beta_{T-1}} \right)^{\gamma_T} \frac{1}{\gamma_T}, \tag{2.4.54}
\]
Finally, define
\[
\psi_T(\omega) := J \lor \left[ \frac{12C}{\kappa_{T-1}} \lor \frac{6L_T}{\kappa_{T-1}} \right]^{\frac{1}{\gamma_T}} \lor \left( \frac{6}{\kappa_{T-1}} \cdot E \left[ U(\rho_T) | \mathcal{F}_{T-1} \right] \right)^{\frac{1}{\gamma_T}}, \tag{2.4.55}
\]
for any \( \xi \in \Xi_{T-1} \) such that \( |\xi| \geq \psi_T(\omega)(1 + |x|^\gamma) \) it follows that
\[
E \left[ U(x + \langle \xi, \Delta S_T > | \mathcal{F}_{T-1} \right] \leq L_T(\omega) |\xi|^\gamma + 2C |\xi|^\gamma - \frac{1}{2} |\xi|^{\frac{1}{\gamma_T}} \kappa_{T-1} \leq E \left[ U(x) | \mathcal{F}_{T-1} \right].
\]
This implies that if \( \xi \in D_T(\omega) \) is optimal then we must have \( J_T, K' \in \mathcal{W} \) and a number \( \gamma_T := \frac{2}{1 - \gamma} \lor 1 > 0 \) such that
\[
|\xi| \leq \psi_T(1 + |x|^\gamma).
\]
This is the claim in section 7, Proposition 7.1, (42).

**Lemma 2.4.22.** Under Assumptions 2.4.2, 2.4.1 and the assumptions of Theorem 2.4.16. The function \( U_{T-1}(x) \) is finite \( \mathbb{P}-a.s. \)

**Proof.** As \( U \) is increasing and \( U(0) = 0 \) and (2.4.23) by assumption in Theorem 2.4.16,
\[
U(x + |\xi| \Delta S_T) \leq \int_0^{4|x| \Delta S_T} K(t^k + 1) dt, \tag{2.4.56}
\]
\[
\leq K|x| + K|\xi| \Delta S_T + (2k^k - 1) \frac{K}{k+1} \left( |\xi|^{k+1} + |\xi|^{k+1} \Delta S_T \right),
\]
if $\tilde{\xi}$ satisfies (2.4.55), the last estimate (2.4.56) applied to $y - \psi_T (1 + |x|^\tau)$ implies

$$\mathbb{E} [U (x + \langle \tilde{\xi}, \Delta S_T \rangle) \mid F_{T-1}] \leq \mathbb{E} [U (|x| + \psi_T (1 + |x|^\tau)) \mid F_{T-1}] \leq (2.4.57)$$

We obtain that $\mathbb{E} [U (x + \langle \tilde{\xi}, \Delta S_T \rangle) \mid F_{T-1}]$ is bounded by a sum of powers of random variables $J_T, \Delta S_T \in \mathcal{W}$. On the other hand there exists a random variable $\tilde{\xi}_T \in \Xi_{t-1}$ such that (2.4.30) and condition (2.4.55) hold. Thus, it follows that $U_{T-1} (x) < \infty \mathbb{P} - a.s.$

As $U$ is continuously differentiable, the following lemma states that regularity is preserved in dynamic programming, i.e. the function $U_{T-1} (x)$ is (for fixed $\omega$) continuously differentiable.

**Lemma 2.4.23.** Under the assumptions in Theorem 2.4.16 the functions $U_t (x)$ are continuously differentiable for any $t \in \{1, 2, \ldots, T\}$ i.e. a version of $U_t^\prime (x, \omega)$ is given by $\text{ess sup}_{\xi \in \Xi_t} \mathbb{E} [U_{t+1}^\prime (x + \langle \xi, \Delta S_t \rangle) \mid F_t]$.

**Proof.** The existence of a r.v. $\hat{\xi}_t (x) \in \Xi_{T-1}$ such that (2.4.30) holds and the last estimates in (2.4.57) imply

$$U_{T-1} (x) \leq U^\prime (0) \mathbb{E} [|x| + \rho_{T-1} (1 + |x|^\tau-1) | \Delta S_T | \leq \mathcal{W}, (2.4.58)$$

This shall follow from Proposition 6.4 in [44], but in order to apply this result we must ensure that $-\infty < \mathbb{E} [U (x + \langle y, \Delta S_T \rangle)] < \infty$ and

$$\sup_{x, |y| \leq M, \omega} U^\prime (x + \langle y, \Delta S_T \rangle) | \Delta S_T | \in L^1. (2.4.59)$$

The first condition follows from (2.4.56) and (2.4.59). Indeed, (2.4.56) shows in particular that $\mathbb{E} U (x + \langle y, \Delta S_T \rangle) < \infty$. On the other hand, we have by (2.4.23) and the fact that $U$ is concave,

$$\mathbb{E} U (x + \langle y, \Delta S_T \rangle) \geq -\mathbb{E} U (-|y|) - \mathbb{E} \int_{|y| - |x| \leq |\Delta S_T|} U^\prime (s) ds - U (-|x|),$$

as $U (-|x|) < \infty$ it is enough to see that the r.v. involving the integral of $U^\prime$ has finite, but as $U$ is concave, $U^\prime$ is decreasing,

$$\mathbb{E} \int_{|y| - |x| \leq |\Delta S_T|} U^\prime (s) ds \geq \mathbb{E} (U^\prime (-|x|)) |y| |\Delta S_T|,$$

then (2.4.59) implies $\mathbb{E} U (x + \langle y, \Delta S_T \rangle) > -\infty$. In the case $t = T - 1$, (2.4.59) is a consequence of Assumption 2.4.23 and assumptions in Theorem 2.4.16. The assumption on $\Delta S_T$ in Proposition 6.4 in [44], can be replaced by $\Delta S_T \in \mathcal{W}$ without changes in its proof.

For the general case i.e. $U_t^\prime (x)$, Proposition 6.4 and 6.5 in [44] leads to

$$U_t^\prime (x) - \mathbb{E} [U_{t+1}^\prime (x + \tilde{\xi}_t (x), \Delta S_{t+1}) \mid F_t] = (2.4.60)$$

if the following condition holds

$$\sup_{x, |y| \leq M, \omega} U_{t+1}^\prime (x + |y| |\Delta S_{t+1}|) |\Delta S_{t+1}| \in L^1. (2.4.61)$$
An inductive argument allows to see that, assuming that (2.4.60) holds for \( U_{t+1} \), there are \( \tilde{\xi}(x) \), \( \tilde{\psi}_t \in \mathcal{W} \) and constants \( \zeta_i \) for \( i \geq t+1 \) satisfying (2.4.55). Using these variables, one can verify that there is a polynomial \( p_{t+1}(w,z) \) such that
\[
U_{t+1}'(x + \langle y, \Delta S_{t+1} \rangle) |\Delta S_{t+1}| \leq |\Delta S_{t+1}| U''(-p_{t+1}(\chi_{t+1}, \Delta S_{t+1})) ,
\] (2.4.62)
and \( \chi_{t+1} \in \mathcal{W} \). By assumption on \( U' \) we can bound the last part in (2.4.62) by an element belonging to \( \mathcal{W} \) (as any polynomial of random variables in \( \mathcal{W} \) belongs to \( \mathcal{W} \)). We explain the argument for when \( t - T - 1 \) but the same reasoning applies when \( t < T - 1 \). Applying Proposition 6.4 in [44] we obtained that \( U_{T-1}(x) \) is continuously differentiable \( \mathbb{P} - a.s. \), and \( \mathbb{E}[U_{T}(x + \langle y, \Delta S_T \rangle)|\mathcal{F}_{T-1}] \) is continuously differentiable in \( (x,y) \in \mathbb{R}^{d+1} \), as well. Furthermore, by eq. (37) in Proposition 6.5 and Proposition 6.6 in [44] there is \( \tilde{\xi}_T(x) \in \Xi_{T-1} \) such that we can express \( U_{T-1}(x) \) as
\[
U_{T-1}(x) = \mathbb{E}[U_{T}(x + \langle \tilde{\xi}_T(x), \Delta S_T \rangle)|\mathcal{F}_{T-1}] .
\] (2.4.63)
In other words, a version of \( U_{T-1}(x) \) is given by \( \mathbb{E}[U_{T}(x + \langle \tilde{\xi}_T(x), \Delta S_T \rangle)|\mathcal{F}_{T-1}] \).
\[
U_T(x + \langle \tilde{\xi}_T(x), \Delta S_T \rangle) |\Delta S_T| \leq U(|x|) + K \left[ (|x| + |\tilde{\xi}_T(x)||\Delta S_T|)^k + 1 \right] |\Delta S_T| ,
\]
and by the condition (2.4.55)
\[
K \left[ (|x| + |\tilde{\xi}_T(x)||\Delta S_T|)^k + 1 \right] |\Delta S_T| \leq K \left[ (|x| + |\psi_T(1 + |x|^{\epsilon_T})||\Delta S_T|)^k + 1 \right] |\Delta S_T| .
\]
And \( (2^{k-1} \varphi) K \left( |x| + |\psi_T(1 + |x|^{\epsilon_T})| \right) |\Delta S_T|^k \in \mathcal{W} \).

For fixed \( \omega \) the function \( U_{T-1}(x) \) is continuously differentiable by an application of Proposition 6.4. Applying the arguments given above, we can prove that \( U_t(x) \) is continuously differentiable \( \mathbb{P} - a.s. \).

We have sketched the main arguments from [44], showing that the ‘value functions’ \( U_t(x) \) satisfy the following properties:

- For some \( \rho_t \in \mathcal{W} \) and a constant \( \zeta_t \),
\[
U_t(x) \leq \mathbb{E}[U_{t+1}(x + (1 + |x|^{\zeta_t}) \rho_t)|\mathcal{F}_t] .
\] (2.4.64)
- \( U_t(x) < \infty \) for all \( x \in \mathbb{R} \), \( \mathbb{P} - a.s. \).
- There is a trading strategy (optimal) \( \tilde{\xi}_{t+1}(x) \in \Xi_t \) and \( \tilde{\psi}_{t+1} \in D_t(\omega) \) such that
\[
U_t(x) = \mathbb{E}[U_{t+1}(x + \langle \tilde{\xi}_{t+1}(x), \Delta S_{t+1} \rangle)|\mathcal{F}_t] .
\] (2.4.65)

and
\[
|\tilde{\xi}(x)_{t+1}(x)| \leq \psi_t(1 + |x|^{\zeta_t}) .
\]
- The function \( U_t(x) \) is continuously differentiable and
\[
U_t(x) = \mathbb{E}[U_{t+1}'(x + \langle \tilde{\xi}_{t+1}(x), \Delta S_{t+1} \rangle)|\mathcal{F}_t] .
\]
From (2.4.65) we can obtain (by an approximation of a random variables by simple ones) we can prove that if $X$ is a random variable, then

$$U_t(X) - \mathbb{E}[U\left(X + \langle \xi_{t+1}(X), \Delta S_{t+1} \rangle \right) | \mathcal{F}_t].$$

(2.4.66)

### 4.4 Dynamic Programing and martingale measures

We include the following proposition whose proof can be found in [44], we follow their arguments and elaborate further.

**Proposition 2.4.24.** The functions $U_t(x), \ t \in \{0, 1, \ldots, T\}$, have continuously differentiable versions such that $-\infty < \mathbb{E}U_t(x + \langle y, \Delta S_{t+1} \rangle) < \infty$. Furthermore, for $1 \leq i \leq d$ and for $1 \leq t \leq T$

$$\mathbb{E}[U'_t \left( x + \langle \xi_t(X), \Delta S_t \rangle, \Delta S_t \right) | \mathcal{F}_{t-1}] = 0,$$

(2.4.67)

for any $\mathcal{F}_{t-1}$-measurable random variable $X$.

As it was previously mentioned, Proposition 5.2 in [44] allows to express $U_t(x, \omega)$ as the maximum utility on a one period investment using $\xi_{t+1}(x)$, and this strategy is dominated by a r.v. $\xi_t(x)$, see (2.4.56).

Proposition 2.4.24 implies that by using the ‘one-step’ trading strategy $\xi_{t+1}(x)$, the equality of versions in (2.4.67) holds. This identity resembles the ‘critical point condition’ in elementary calculus to obtain a local maximum/minimum.

Moreover, define recursively the trading strategy $\phi^*$ given by $\phi^*(x) := \left\{ \xi_t \left( V^x_{t-1} \right) \right\}_{1 \leq i \leq T}$ with $V^x_{0-\phi^*} = x$. For instance, $\phi^*_1(x) = \xi_1(x)$, where $\xi_1(x)$ is the strategy that enables equality in (2.4.65), this generates a wealth given by $V^x_{1-\phi^*_1} = x + \langle \xi_1(x), \Delta S_1 \rangle$. Then, define $\phi^*_2(x) := \xi_2 \left( V^x_{1-\phi^*_1} \right)$ and define $\phi^*_3(x) = \xi_3 \left( V^x_{2-\phi^*_2} \right)$ iterating this procedure, yields the trading strategy $\{\phi^*_i\}_{i \geq 1}$

$$\mathbb{E}[U'_t \left( V^x_{T-\phi^*} \right) | \mathcal{F}_{T-1}] = \mathbb{E}\left[U'_t \left( x + \sum_{i=1}^{T-1} \langle \phi^*_i(x), \Delta S_i \rangle, \Delta S_i \right) \right] | \mathcal{F}_{T-1} - U^x_{T-1}(x + \sum_{i=1}^{T-1} \langle \phi^*_i, \Delta S_i \rangle),$$

(2.4.68)

by (2.4.60) and taking conditional expectation given $\mathcal{F}_{T-2}$ and using the tower property and (2.4.60) again, with $T - 1$ and $T - 2$ we have

$$\mathbb{E}[U'_t \left( V^x_{T-\phi^*} \right) | \mathcal{F}_{T-2}] = \mathbb{E}\left[U'_t \left( x + \sum_{i=1}^{T-2} \langle \phi^*_i(x), \Delta S_i \rangle, \Delta S_i \right) \right] | \mathcal{F}_{T-2} - U^x_{T-2}(V_{T-2}^x),$$

(2.4.69)

iterating this procedure ‘$T - t$’ times we have

$$\mathbb{E}[U'_t \left( V^x_{T-\phi^*} \right) | \mathcal{F}_t] - U'_t \left( V^x_{t-\phi^*} \right).$$

(2.4.70)

In other words, we have the important result
Lemma 2.4.25. Suppose that the assumptions in Theorem 2.4.16 hold, then there exist a unique optimal strategy $\phi^*$ ($x$) and $\left\{ U_t^i \left( V_t^{x, \phi^*} \Delta S_t^i \right) \right\}_{t \geq 0}$ is a martingale with respect to $\mathbb{P}$ and $\{ S_t^i \}_{t \geq 0}$ is a $\mathbb{Q}$-martingale.

We explain why the last statement holds. As $\phi^*(x) = \{ \tilde{\xi}_t (V_{t-1}) \}_{1 \leq t \leq T}$ is optimal then applying Proposition 6.6 for any $0 \leq t \leq T$ and $1 \leq i \leq d$, we have $\mathbb{E} \left[ U_t^i \left( X + \langle \tilde{\xi}_t (X), \Delta S_t \rangle \right) \Delta S_t^i \mid F_{t-1} \right] = 0$ for any random variable $X$, in particular for $X = V_T^{x, \phi^*}$ and (2.4.70)

$$\mathbb{E} \left[ U_T^i \left( V_T^{x, \phi^*} \Delta S_t^i \right) \Delta S_t^i \mid F_{t-1} \right] - \mathbb{E} \left[ U_T^i \left( V_T^{x, \phi^*} \Delta S_t^i \right) \Delta S_t^i \mid F_{t-1} \right] = 0. \quad (2.4.71)$$

By well-known properties of conditional expectations and if the probability measure has a density given by (2.4.26) then, by (2.4.71), similarly as explained before $\phi_{T-1}^*(x) - \tilde{\xi}_{T-1} \left( V_{T-2}^{x, \phi^*} \right)$ is the optimal ‘one-step’ strategy at period $T - 1$ for the ‘initial’ (random) endowment $V_{T-2}^{x, \phi^*}$ then

$$\mathbb{E} \left[ U_{T-1}^i \left( V_{T-2}^{x, \phi^*} + \langle \tilde{\xi}_{T-1} (V_{T-2}^{x, \phi^*}), \Delta S_{T-1} \rangle \right) \Delta S_{T-1}^i \mid F_{T-2} \right] = 0,$$

again the property of conditional expectation and the martingale property in (2.4.25)

$$\mathbb{E} \left[ \Delta S_{T-1}^i \mid F_{T-2} \right] - \frac{1}{\mathbb{E} U_T^i (V_T^{x, \phi^*})} \mathbb{E} \left[ U_T^i \left( V_T^{x, \phi^*} \right) \Delta S_{T-1}^i \mid F_{T-2} \right] -$$

$$\mathbb{E} \left[ U_T^i \left( V_T^{x, \phi^*} \right) \mid F_{T-1} \right] \Delta S_{T-1}^i \mid F_{T-2} \right] / \mathbb{E} U_T^i (V_T^{x, \phi^*}) -$$

$$- \frac{1}{\mathbb{E} U_T^i (V_T^{x, \phi^*})} \cdot \mathbb{E} \left[ U_{T-1}^i \left( V_{T-2}^{x, \phi^*} + \langle \tilde{\xi}_{T-1} (V_{T-2}^{x, \phi^*}), \Delta S_{T-1} \rangle \right) \Delta S_{T-1}^i \mid F_{T-2} \right] = 0,$$

for any $1 \leq t \leq T$ and by Proposition 6.4 in [44] (or (2.4.70)) applied to $V_t^{x, \phi^*}$

$$\mathbb{E} \left[ U_{t+1}^i \left( V_t^{x, \phi^*} + \langle \tilde{\xi}_{t+1} (V_t^{x, \phi^*}), \Delta S_{t+1} \rangle \right) \Delta S_{t+1}^i \mid F_t \right] = 0,$$

and

$$\mathbb{E} \left[ \Delta S_{t+1}^i \mid F_t \right] - \mathbb{E} \left[ U_T^i \left( V_T^{x, \phi^*} \right) \Delta S_{t+1}^i \mid F_t \right] / \mathbb{E} U_T^i (V_T^{x, \phi^*}) -$$

$$- \mathbb{E} \left[ U_{t+1}^i \left( V_t^{x, \phi^*} + \langle \tilde{\xi}_{t+1} (V_t^{x, \phi^*}), \Delta S_{t+1} \rangle \right) \Delta S_{t+1}^i \mid F_t \right] / \mathbb{E} U_T^i (V_T^{x, \phi^*}) - 0.$$

In other words, under the measure $\mathbb{Q}$ given by (2.4.26) the process $\{ S_t \}_{t \geq 0}$ is a martingale with respect to $\mathbb{Q}$. Thus, $\mathbb{Q}$ is a martingale measure (for $S$).
Chapter 3

A DUAL APPROACH TO OPTIMAL INVESTMENT IN DISCRETE-TIME

1 Introduction

Although Expected Utility Theory is one of the basic frameworks to model decision making under uncertainty and an important tool to model economic agents’ behaviour their basic principles are debatable, some of its fundamental axioms are inconsistent with empirical evidence on how investors face uncertainty.

In recent years, there has been a burgeoning interest in understanding the behavioural component within decision making processes. Motivated by basic experiments on choices and preferences, Kahneman and Tversky developed an alternative set of paradigms that explain investors rationale when facing uncertainty, see [58] and [30]. They conclude that economic agents are subject systematically to biases and error judgment, hence their views on odds are subjective. Investors tend to overweight small probabilities in their favor and underestimate the outcomes that are not favorable. Thus, the axiom leading to a fully rational agent is no longer valid and this, in turn, affects the core of the mathematical model in expected utility, as we cannot assume that investors ‘preferred’ strategies are based on an actual estimation of how likely some events are, this knowledge is always blurred by investors views.

Kahneman and Tversky, as well as many other economist investigating investors’ behaviour have found that even though two agents had the same ‘risk aversion profile’, their reactions to potential losses and gains may be drastically different, [57]. This led to propose that, apart from their own’s biases, each investor has a reference point or benchmark he evaluates outcomes as gains or losses with. Quoting Gilboa I. in [24]: “The distinction between gains and losses based on a reference point is not a violation of an explicit axiom of the classical theory. Rather, it shows that the very language of the classical model, which implicitly assumes that only final outcomes matter, may be too restrictive”.

In the present chapter we describe the mathematical setting of Cumulative Prospect Theory (CPT) in a discrete time setting, propose some readily verifiable conditions and prove
that if these hold, the problem is well-posed and furthermore this also ensures the existence of optimal strategies. We also relax some assumptions from [11] and hence generalise their models.

The mathematical relevance of the problem is that the functional we aim to optimise is not a traditional one. Therefore, dynamic programming arguments are no longer valid (recall that in order to apply the ideas of backward induction and obtain a optimal strategy the so-called Bellman principle must hold, at least ‘formally’). On the other hand the functionals in consideration may not be concave. Although there exists no natural dual problem for optimisation under behavioural criteria (due to the lack of concavity), we will rely on techniques based on the usual duality between attainable contingent claims and equivalent martingale measures. These results form the base of [42].

The chapter constitutes our first contribution to the theory of optimal investment, we present a series of results that complement and improve results in [11] where the existence of an optimal strategy for an investor with behavioural criteria was proved under certain parameter restrictions (Assumption 3.2.3 below). Here we show the same result under different restrictions on the parameters (Assumption 3.2.3b) but they are neither stronger nor weaker than Assumption 3.2.3b. Assumption 3.2.3b is necessary and sufficient in certain continuous-time models (this is shown in [41] except a borderline case). Furthermore, we manage to reprove the main result of [11] under somewhat weaker assumptions.

The key new ideas are imported from [41] and [44] (some of these ideas were developed in chapter 2) and rely on the construction of an equivalent martingale measure for the price process whose density has nice integrability properties (see Lemma 3.3.1 below) and by Theorem 2.4.16 and Remark 2.4.17 in chapter 2. It is this martingale measure that permits us to prove weakly relative compactness of an optimiser sequence of strategies (Lemma 3.3.12 below).

## 2 Model description

Fix a real number \( T > 0 \) acting as time horizon in the sequel and a filtered probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t=0,...,T}, \mathbb{P}) \) whose initial filtration \( \mathcal{F}_0 \) is complete.

We consider a financial market evolving in discrete time consisting of \( d \) risky assets whose discounted prices are given by an \( \mathbb{R}^d \)-valued adapted stochastic process, \( S = (S_t)_{t=0,...,T} \) where \( S_t = (S^1_t, \ldots, S^d_t) \) for each \( t = 0, \ldots, T \).

In addition, we are assuming the financial market to be liquid and frictionless, that is, all costs and constraints associated with transactions are non-existent, investors are allowed to short-sell stocks and to borrow money, and it is always possible to buy or sell an unlimited number of shares of any asset.

As in the last chapter, we denote by \( \Xi^d_t \) the set of \( d \)-dimensional \( \mathcal{F}_t \)-measurable random variables and \( \mathcal{W}^d \) is the set of \( \mathbb{R} \)-valued (or \( \mathbb{R}^d \)-valued) random variables \( Y \) such that \( \mathbb{E}_\mathbb{P}[|Y|^p] < \infty \) for all \( p > 0 \).

As explained in chapter 2, trading strategies are characterised by an initial capital \( z \) and a \( d \)-dimensional process \( \{\theta_t : 1 \leq t \leq T \} \) representing the holdings in the respective assets. We assume \( \theta \) to be predictable, i.e. \( \theta_t \in \Xi^d_{t-1} \) for all \( t \). The class of all such strategies is denoted by \( \Phi \).
We define \( X_t^z(\theta) := z + \sum_{k=1}^t \langle \theta_k, \Delta S_k \rangle \), the value process of a portfolio with initial investment \( z \) and trading strategy \( \theta \), where \( \Delta S_k := S_k - S_{k-1} \) and \( \langle \cdot, \cdot \rangle \) denotes scalar product in \( \mathbb{R}^d \). For \( x \in \mathbb{R} \) the notations \( x_+, x_- \) stand for positive and negative parts, respectively.

We shall make the following assumptions throughout this chapter.

**Assumption 3.2.1.** For all \( t \geq 1 \), \( \Delta S_t \in \mathcal{W} \). Furthermore, for \( t = 0, 1, \ldots, T - 1 \), there exist \( \mathcal{F}_t \)-measurable \( \kappa_t, \beta_t > 0 \) satisfying

\[
\frac{1}{\kappa_t}, \frac{1}{\beta_t} \in \mathcal{W} \quad \text{such that} \quad \mathbb{E} \left[ \inf_{\xi \in \Xi} \mathbb{P} \left( \langle \xi, \Delta S_{t+1} \rangle \leq -\beta_t | \mathcal{F}_t \right) \right] \geq \kappa_t \quad \text{a.s.} \tag{3.2.1}
\]

We may and will assume \( \kappa_t, \beta_t \leq 1 \) in the sequel. As pointed out in [11], (3.2.1) is a strengthened form of the absence of arbitrage condition, Assumption 3.2.1 can be thought as an assumption on the support of the conditional distribution of \( \Delta S_t \) given \( \mathcal{F}_{t-1} \), namely, no assets are ‘redundant’ and (see chapter 2) \( D_t(\omega) - \mathbb{R}^d \mathbb{P} - \text{a.s.} \) see [44].

We denote by \( \mathcal{M}^e(S) \) the set of equivalent martingale measures for \( S \). Recall that, under the standard no arbitrage hypothesis, \( \mathcal{M}^e(S) \neq \emptyset \), see e.g. [27]. Assumption 3.2.1 will allow us to construct a particular \( \mathbb{Q} \in \mathcal{M}^e(S) \) with favourable properties, see Lemma 3.3.1 below.

Now we turn to the description of an economic agent. Her attitude towards gains and losses will be described in terms of functions \( u(\cdot) \) and \( w(\cdot) \). In addition, she will be assumed to distort the ‘real world’ distributions (probabilities) by means of functions \( w_+ \) and \( w_- \). She will further have a ‘benchmark’ or reference point \( B \) which is used when evaluating portfolio payoffs at the terminal time \( T \).

**Assumption 3.2.2.** We assume that \( u_\pm : \mathbb{R}^+ \to \mathbb{R}^+ \) and \( w_\pm : [0,1] \to [0,1] \) are measurable functions such that \( u_\pm(0) = 0, w_\pm(0) = 0, w_\pm(1) = 1 \), and

\[
 u_+(x) \leq k_+(x^\alpha + 1), \quad \text{for all } x \in \mathbb{R}^+ , \tag{3.2.2}
\]

\[
 k_-(x^\beta - 1) \leq w_-(x), \quad \text{for all } x \in \mathbb{R}^+ , \tag{3.2.3}
\]

\[
 w_+(p) \leq g_+ p^\gamma , \quad \text{for all } p \in [0,1] , \tag{3.2.4}
\]

\[
 w_-(p) \geq g_- p^\delta , \quad \text{for all } p \in [0,1] , \tag{3.2.5}
\]

with \( \alpha, \beta, \gamma, \delta > 0, k_\pm, g_\pm > 0 \) fixed constants.

**Assumption 3.2.3.** This concerns the parameters involved in Assumption 3.2.2. For convenience, we shall consider two separate cases.

**Assumption 3.2.3a.** The parameters \( \alpha, \beta, \gamma \) and \( \delta \) satisfy

\[
 \alpha < \beta \quad \text{and} \quad \frac{\alpha}{\gamma} < 1 < \frac{\beta}{\delta} . \tag{3.2.6}
\]

**Assumption 3.2.3b.** The parameters \( \alpha, \beta, \gamma \) and \( \delta \) are such that

\[
 \frac{\alpha}{\gamma} < \beta . \tag{3.2.7}
\]
Assumption 3.2.7 states, intuitively, that the potential growth of the dissatisfaction, \( u_- \), must be higher than the ‘distorted risk aversion’ i.e. the ratio of the growth of the utility \( u_+ \) and the distortion on gains, \( w_+ \). On the other hand, (3.2.6) in Assumption 3.2.3a states that ‘distorted’ risk aversion \( \gamma \) should be lower than the ‘distorted’ loss aversion \( \delta \), furthermore the dissatisfaction of the outcomes (or the growth condition of such a function) must dominate investor’s potential distortions of the likelihood of losses. In a sense, in order to ensure well-posedness, loss aversion should loom both the gains and the distortions on losses. Conversely, distortion on the gains should ‘dominate’ the utility on gains, that is \( \frac{\delta}{\gamma} < 1 \).

Condition (3.2.7) is given in [11], in this chapter we show that this condition is necessary to ensure a well-posed problem and it is valid for a general family of models, more general than those considered in [11]. On the other hand, condition (3.2.6) is proposed in [41]. Under condition (3.2.6) we show that, in discrete-time, few assumptions are required, in particular no market completeness is assumed whatsoever. One can also notice that our conditions (3.2.7) and (3.2.6) are straightforward to check, c.f. Theorem 9.2 in [28].

Now, we discuss our assumptions concerning the reference point.

**Assumption 3.2.4.** Similarly to the previous assumption, we consider two cases.

**Assumption 3.2.4a.** The reference point \( B \in \Xi^1_T \) belongs to \( L^{1+r} (\mathbb{P}) \) for some \( r > 0 \).

**Assumption 3.2.4b.** For the reference point \( B \in \Xi^1_T \) there is a trading strategy \( \phi \in \Phi \) and initial capital \( b \in \mathbb{R} \) satisfying

\[
X_T^b (\phi) - b + \sum_{t=1}^T \langle \phi_t, \Delta S_t \rangle \leq B. \tag{3.2.8}
\]

An economic interpretation can easily be given to Assumption 3.2.4b. The behavioural investor’s benchmark are comparable to the value of portfolios. In other words, the benchmark is not low in terms of portfolio values.

Given a real-valued random variable \( X \) representing the outcome of an investment, a behavioural agent measures her satisfaction distorting the expected utility of profits as well as the expected ‘dissatisfaction’ of losses. Consider the nonlinear functionals \( V_+ (X) \) and \( V_- (X) \) defined below. Let

\[
V_+ (X) := \int_0^X w_+ (\mathbb{P} (u_+ (X_+) > y)) dy. \tag{3.2.9}
\]

Notice that \( V_+ \) incorporates the utility of the investor on gains and \( w_+ \) produces a non-linear alteration of the given probability distribution. If \( w_+ (x) = x \) then we return to the expected utility framework since in this case \( V_+ (X) = \mathbb{E} u_+ ((X - B)_+) \). Similarly, let

\[
V_- (X) := \int_0^X w_- (\mathbb{P} (u_- (X_-) > y)) dy, \tag{3.2.10}
\]

and, finally, the objective or performance functional we aim to optimise is defined by

\[
V (X) := V_+ (X) - V_- (X), \tag{3.2.11}
\]

provided that at least one of the terms is finite.
We define the functionals $V_+, V_-$ below by
\[
V_+ (z, \theta_1, \ldots, \theta_T) := V_+ (X_T^\theta) - \int_0^\infty w_+ \left( \mathbb{P} \left( (X_T^\theta - B) > y \right) \right) dy, \tag{3.2.12}
\]
\[
V_- (z, \theta_1, \ldots, \theta_T) := V_- (X_T^\theta) - \int_0^\infty w_- \left( \mathbb{P} \left( (X_T^\theta - B) < y \right) \right) dy. \tag{3.2.13}
\]

**Definition 3.2.1.** We say that a trading strategy $\theta \in \Phi$ is admissible for initial capital $z$ if $V_- (X_T^\theta) < \infty$. We denote the set of such trading strategies by $A(z)$ and define, for $\theta \in A(z)$,
\[
V_+ (z, \theta_1, \ldots, \theta_T) := V_+ (X_T^\theta) - V_- (z, \theta_1, \ldots, \theta_T).
\]

Under the tenets of CPT, the functional (3.2.11) is used by investors to assess their satisfaction from a given portfolio at terminal time $T$.

The optimal portfolio problem for a behavioural investor consists of finding $\theta^* = (\theta_1^*, \ldots, \theta_T^*)$ such that
\[
\sup_{\theta \in A(z)} V (z, \theta_1, \ldots, \theta_T) - V (z, \theta_1^*, \ldots, \theta_T^*). \tag{3.2.14}
\]

## 3 Main results

In this section we describe the main results on the problem of optimal investment under behavioural criteria in the setting described above.

First, we justify, using some results explained in chapter 2, the existence of a martingale measure with desirable properties. Secondly, we use some well-known inequalities relating moments of portfolio values and the behavioural functionals described in the last section (see 3.2.11). Such estimates allow to deduce well-posedness of the problem, under Assumptions 3.2.1, 3.2.2, 3.2.3 and 3.2.4 (see below). This enables us to prove some moments estimates on the set of admissible strategies. We deduce some properties of a set of admissible strategies.

As it is well known, most discrete-time market models are incomplete, i.e. $\mathcal{M}^c(S)$ is not a singleton, hence the problem of how to choose a suitable equivalent martingale measure $Q$ arises. Even though we are exploring the investment under behavioural criteria and there is no concern of finding hedging strategies, we shall exploit the ‘richness’ of the set $\mathcal{M}^c(S)$ in order to obtain properties of the laws of admissible strategies $\theta \in A(z)$.

**Lemma 3.3.1.** Under Assumption 3.2.1 there exists $Q \in \mathcal{M}^c(S)$ such that for $\rho := \frac{dQ}{dP}$ we have both $\rho, 1/\rho \in \mathcal{W}$. 

**Proof.** We rely on [44] and Theorem 2.4.16 as explained in chapter 2, by means of a suitable utility maximisation problem the existence of a martingale measure with desirable properties can be guaranteed. See (2.4.26) with $U(x)$ is given by the continuously differentiable, concave function
\[
U(x) = \begin{cases} 
\frac{1}{8} (x - \frac{1}{2}) + \frac{1}{8} & \text{if } x \geq 0 \\
-\frac{1}{2} (x - \frac{1}{2})^2 + \frac{1}{8} & \text{if } x < 0.
\end{cases} \tag{3.3.1}
\]

The hypotheses of Theorem 2.4.16 (or [44]) hold by Assumption 3.2.1 and by (3.3.1), hence there is $Q \in \mathcal{M}^c(S)$ such that
\[
\rho = \frac{dQ}{dP} = \frac{U'(X_T^\theta(\phi^*))}{EU'(X_T^\theta(\phi^*))},
\]
for some $\phi^* \in \Phi$. Inspecting the proof of Proposition 7.1 in [44] or Remark 2.4.17 one can easily check that $\phi^*_t \in \mathcal{W}$ for all $t$. Hence $\rho \in \mathcal{W}$ and $\rho$ is bounded away from 0, a fortiori, $1/\rho \in \mathcal{W}$. \hfill \Box

We fix the probability $Q$ just constructed for later use. It will be key in establishing moment estimates which underlie our main results. Note also that, under Assumption 3.2.4, $B \in L^{1+\epsilon}(Q)$ for all $0 < \epsilon < r$ by Hölder’s inequality and $\rho \in \mathcal{W}$.

We first address the well-posedness of the optimal portfolio problem for a behavioural investor. We say that the optimal investment problem (3.2.14) is well-posed if the supremum in (3.2.14) is finite. If the supremum is infinite then the problem is called ill-posed.

We know from section 3 of [11] that $\alpha, \gamma \leq \beta, \delta$ and $\alpha < \beta$ are necessary for well-posedness. It is an open problem whether they are sufficient as well. We show below, however, that either (3.2.6) or (3.2.7) are sufficient.

**Theorem 3.3.2.** Under Assumptions 3.2.1, 3.2.2, 3.2.3a and 3.2.4a, the optimisation problem (3.2.14) is well-posed. In other words,

$$\sup_{(\theta_1, \ldots, \theta_T)} V(z, \theta_1, \ldots, \theta_T) < \infty. \quad (3.3.2)$$

We shall use the auxiliary results given below which were shown in [41] (see Lemmas 3.12, 3.13 and 3.14 there). We include their statements for the sake of completeness.

**Lemma 3.3.3.** If $a, b$ and $s$ are positive numbers satisfying $a/b < 1$ then there exists a constant $D$ such that

$$E_P(X^s) \leq 1 + D \left( \int_0^\infty P(X > y)^a dy \right)^{1/s}. \quad (3.3.3)$$

for all non-negative random variables $X$.

**Lemma 3.3.4.** Let $dQ/dP$, $dP/dQ \in \mathcal{W}$, $\alpha < \beta$ and $\frac{a}{s} < 1 < \frac{b}{s}$. Fix $m \in \mathbb{R}$. Then there is some $\eta > 0$ satisfying $\eta < \beta$, $\alpha < \eta$ and $\delta < \eta$, and there exist constants $L_1 = L_1(m)$ and $L_2 = L_2(m)$ such that

$$\int_0^\infty P((X_+)^\alpha > y)^\gamma dy \leq L_1 + L_2 \int_0^\infty P((X_-)^\beta > y)^\delta dy, \quad (3.3.4)$$

for all random variables $X$ with $E_Q[X] = m$.

**Lemma 3.3.5.** Let $a, b$ and $s$ be strictly positive real numbers such that $s < a < b$ and $s \leq 1$. Then there exist $0 < \zeta < 1$ and constants $R_1, R_2$ such that

$$\int_0^\infty P(X^a > y)^\zeta dy \leq R_1 + R_2 \left[ \int_0^\infty P(X^b > y)^s dy \right]^\zeta, \quad (3.3.5)$$

for all non-negative random variables $X$.

**Remark 3.3.6.** Note that in the paper [11] it was assumed that $u_+, u_-$ are power functions (and not only comparable to power functions as in Assumption 3.2.2 above). Furthermore, $\alpha, \beta, \gamma, \delta \leq 1$ were stipulated, in line with the literature. One can check in [11] that the proof of Lemma 3.3.4 above goes through under Assumption 3.2.2 only.

These lemmas allow us to prove Theorem 3.3.2.
Proof of Theorem 3.3.2. We imitate the proof of Theorem 3.15 in [11]. By contradiction, let us suppose that the optimisation problem is ill-posed. Then for a sequence \( \phi(n) \in \mathcal{A}(z) \), \( n \in \mathbb{N} \) we have \( V_+([X_+^T(\phi(n)) - B]_+) \to +\infty \) as \( n \to +\infty \). Note that, for any non-negative \( X \),

\[
V_+(X) \leq \int_0^\infty g_+\mathbb{P}(X^{\alpha} \geq (y/k_+) - 1)^\gamma dy \leq \int_0^\infty g_+ k_+ \mathbb{P}(X^{\alpha} > t)^\gamma dt + g_+ k_+.
\]

Thus it follows from Lemma 3.3.4 (with the choice \( m := z - \mathbb{E}_0[B] \)) that

\[
\lim_{n \to +\infty} \int_0^\infty \mathbb{P}([X_+^T(\phi(n)) - B]_+ > y)^\delta dy = +\infty
\]

for some \( \eta \) satisfying \( \eta < \beta, \alpha < \eta \) and \( \delta < \eta \). Notice that

\[
V_-(X) \geq \int_0^\infty g_-\mathbb{P}(k_- X^{\beta} - k_- > y)^\delta dy \geq \int_1^\infty g_- k_- \mathbb{P}(X^{\beta} > t)^\delta dt. \tag{3.3.6}
\]

Consequently, we can apply Lemma 3.3.5 to conclude that also

\[
\lim_{n \to +\infty} V_-([X_+^T(\phi(n)) - B]_-) = +\infty.
\]

Therefore, using Lemmas 3.3.4 and 3.3.5 again (and recalling that \( 0 < \zeta < 1 \)),

\[
V([X_+^T(\phi(n)) - B]) \leq g_+ k_+(L_1 + 1) + g_+ k_+ L_2 \int_0^\infty \mathbb{P}([X_+^T(\phi(n)) - B]_-)^\eta > y)^\delta dy
\]

\[
- V_-([X_+^T(\phi(n)) - B]_-) \leq g_+ k_+(L_1 + 1 + L_2 R_1)
\]

\[
+ g_+ k_+ L_2 R_2 \left[ \frac{V_-([X_+^T(\phi(n)) - B]_-)}{g_- k_-} + 1 \right] - V_-([X_+^T(\phi(n)) - B]_-) \xrightarrow{n \to +\infty} -\infty,
\]

which is absurd. Hence, as claimed, the problem is well-posed. \( \square \)

We present a result about well-posedness under the alternative conditions Assumptions 3.2.3 and 3.2.4b as well. It is worth pointing out that while the conclusions of Theorems 3.3.2 and 3.3.7 are identical, the methods for proving them are significantly different.

Theorem 3.3.7. Let \( \delta \leq 1 \). Under Assumptions 3.2.1, 3.2.2, 3.2.3, and 3.2.4, the problem is well-posed, i.e.

\[
\sup_{\theta \in \mathcal{A}(z)} V(z, \theta_1, \ldots, \theta_T) < \infty. \tag{3.3.7}
\]

Proof. Notice that \( \delta \leq 1 \) and (3.2.5) imply the fourth inequality in Assumption 4.1 of [11]. Hence our result follows from Theorem 4.4 in [11]. Note that in [11], \( \alpha, \beta, \gamma \leq 1 \) were also assumed. As already indicated in Remark 4.2 of [11], the proofs go through without this restriction. \( \square \)

From now on, the existence of optimal strategies will be our main concern. We will need to assume that the filtration is rich enough in the sense of Assumption 3.3.1 below. This assumption means that investors randomize their strategies or, from a mathematical point of view, that we enlarge the underlying probability space. We will comment on this in section 3.4 as well.

Assumption 3.3.1. Define \( \mathcal{G}_0 = \{ \emptyset, \Omega \} \), and \( \mathcal{G}_t = \sigma(Z_1, \ldots, Z_t) \) for \( t = 1, \ldots, T \), where the \( Z_i \), \( i = 1, \ldots, T \) are \( \mathbb{R}^N \)-valued independent random variables. The random variable \( S_0 \) is
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constructed in Lemma 3.3.1. Further, suppose that a sequence of trading strategies assuming also the continuity of \( f(t) \), for all \( t \) and \( B = g_B(Z_1, \ldots, Z_T) \) for some Borel function \( g_B \). We may and will suppose without loss of generality that each of the \( Z_i \) is bounded.

In \[ 11 \] existence was shown under Assumptions 3.2.3b, 3.2.4b and 3.3.1 in discrete-time models.

Furthermore, suppose without loss of generality that each of the \( f \) functions \( \Delta \) constant, \( \Delta S_t \) is \( \mathcal{G}_t \)-adapted and \( B \) is \( \mathcal{G}_T \)-measurable.

Remark 3.3.8. The Assumption 3.3.1 clearly implies that \( \Delta S_t = f(t) (Z_1, ..., Z_t) \) for some Borel functions \( f(t) \), for all \( t \) and \( B = g_B(Z_1, ..., Z_T) \) for some Borel function \( g_B \). We may and will suppose without loss of generality that each of the \( Z_i \) is bounded.

In \[ 11 \] the existence of optimal strategies was shown under Assumption 3.2.3a and \( B \in L^1(Q) \) for some reference probability \( Q \in \mathcal{M}(S) \) in a (narrow) class of continuous-time models. In \[ 11 \] existence was shown under Assumptions 3.2.3b, 3.2.4b and 3.3.1 in discrete-time models assuming also the continuity of \( f(t) \)

In the present chapter we shall prove existence of an optimiser in discrete-time models under Assumption 3.3.1 and either Assumption 3.2.3a or Assumption 3.2.3b, and we do not need continuity of \( f(t) \).

We first present some preparatory results.

Proposition 3.3.9. Let Assumptions 3.2.1, 3.2.2, 3.2.3a and 3.2.4a hold and take \( Q \sim P \) as constructed in Lemma 3.3.1. Further, suppose that a sequence of trading strategies \( \{ \theta^n \} \subset A(z) \) satisfies

\[
\sup_n V_\pi(z, \theta^1, \ldots, \theta^n_T) < \infty. \tag{3.3.8}
\]

Then there exists \( \pi > 1 \) such that

\[
\sup_n E_Q (X^n_T(\theta^n))^{\pi} < \infty, \tag{3.3.9}
\]

and

\[
\sup_n E_Q (X^n_T(\theta^n))^{+} < \infty. \tag{3.3.10}
\]

It follows also that

\[
\sup_n E_Q \left[ \sup_{t \in T} (X^n_t(\theta^n))^{+} \right] < \infty, \tag{3.3.11}
\]

\[
\sup_{n,t} E_Q [|X^n_t(\theta^n)|] < \infty. \tag{3.3.12}
\]

Proof. This is a direct application of Lemma 3.3.5. Indeed, choose \( 1 < s < \frac{\beta}{\delta} \) and \( \lambda \) such that \( 1 < \lambda < s < \frac{\beta}{\delta} \). Applying Hölder’s inequality,

\[
E_Q \left[ (X^n_T(\theta^n) - B)^{\frac{\delta}{\beta}} \right] \leq \sup_{t \in T} (X^n_t(\theta^n))^{\frac{\delta}{\beta}} \leq C E_P \left[ (X^n_T(\theta^n) - B)^{\frac{\beta}{\delta}} \right]^{\frac{\lambda}{\beta}},
\]

where \( C = E_Q [\rho^{\beta/\delta}]^{1/q} < \infty \) and \( q \) is the conjugate number of \( s \). Lemma 3.3.3 yields that, for all \( n \),

\[
C E_P \left[ (X^n_T(\theta^n) - B)^{\frac{\beta}{\delta}} \right]^{\frac{\lambda}{\beta}} \leq C \left( 1 + D \left( \int_0^\infty \mathbb{P} \left( (X^n_T(\theta^n) - B)^{\frac{\beta}{\delta}} > y \right) dy \right)^{\frac{1}{\delta}} \right)^{\frac{1}{\lambda}}. \tag{3.3.13}
\]

for some \( 0 < D < \infty \). Hence (3.3.8) and (3.3.6) imply (3.3.9), setting \( \pi := \min \left( \frac{\beta}{\delta}, 1 + \frac{\delta}{\beta} \right) \) (note that, as we have pointed out after Lemma 3.3.1 \( E_Q |B|^{1+\pi/2} \) < \infty). Moreover, Hölder’s
inequality gives
\[ \sup_n \mathbb{E}_Q(X_T^n(\theta^n))_- < \infty. \]

It follows from Theorem 2.3.8 that \( \{X_t^n(\theta^n)\}_{t \leq T} \) is a martingale under \( Q \), thus
\[ \mathbb{E}_Q[X_T^n(\theta^n)] = \mathbb{E}_Q[X_T^n(\theta^n)], \]
for all \( n, t \). From \( \mathbb{E}_Q[X_T^n(\theta^n)] = \mathbb{E}_Q[X_T^n(\theta^n)] \) we have
\[ \sup_n \mathbb{E}_Q(X_T^n(\theta^n))_+ \leq |z| + \sup_n \mathbb{E}_Q(X_T^n(\theta^n))_- < \infty. \]

Hence \( \sup_n \mathbb{E}_Q[X_T^n(\theta^n)] < \infty \) and this implies \( (3.3.10) \) as well as \( (3.3.12) \). In order to prove \( 3.3.11 \), Doob’s inequality is applied, noting that \( f(x) = x_- \) is convex and hence the process \( \{(X_t^n(\theta^n))_\}_{t \leq T} \) is a positive submartingale.

Notice that we could show Proposition 3.3.9 only in a discrete time and finite horizon setting since it relies on Theorem 2 of [27], i.e. Theorem 2.3.8 which fails in other (e.g. continuous-time) settings.

**Remark 3.3.10.** In [41] admissible strategies \( \theta \) were required to satisfy both \( V_\mathbb{Q}(X^n_T(\theta)) < \infty \) and the martingale property for \( X_T^n(\theta) \) (under some fixed \( Q \in \mathcal{M}(S) \)). The proof above shows that, in the present discrete-time setting, \( V_\mathbb{Q}(X^n_T(\theta)) < \infty \) implies the martingale property for \( X_T^n(\theta) \) under \( Q \). So the domain of optimisation in the present work is the same as the one in [41].

**Remark 3.3.11.** Let \( \theta = (\theta_1, \theta_2, \ldots, \theta_T) \in \mathcal{A}(z) \) be as in Proposition 3.3.9. Clearly,
\[ ((\theta_T, \Delta S_T))_+ \leq (X_T^n(\theta))_+ + (X_T^n(\theta))_- \]

Thus
\[ \mathbb{E}_Q((\theta_T, \Delta S_T))_+ \leq \mathbb{E}_Q(X_T^n(\theta))_+ + \mathbb{E}_Q(X_T^n(\theta))_- \]
implies
\[ \sup_n \mathbb{E}_Q[((\theta_T^n, \Delta S_T))_+] < \infty. \]

We will now proceed to proving that trading strategies satisfying (3.3.8) have some uniformly bounded moments.

**Lemma 3.3.12.** Let \( \{\theta^n\} \subset \mathcal{A}(z) \) be a sequence of trading strategies. Let Assumptions 3.2.1, 3.2.2, 3.2.3a and 3.2.4a hold and assume that (3.3.8) holds. Then
\[ \sup_n \mathbb{E}_Q[|\theta^n_t|^{1/2}] < \infty \quad \text{for } t = 1, 2, \ldots, T. \]  

**Proof.** A uniform bound for \( \mathbb{E}_Q[|\theta^n_t|^{1/2}] \) can obtained as in Remark 3.3.11. Using the same idea for \( t \leq T \),
\[ \mathbb{E}_Q|\theta^n_t|^{1/2} \leq \mathbb{E}_Q(X_T^n(\theta^n))_+ + \mathbb{E}_Q(X_T^n(\theta^n))_- \leq \mathbb{E}_Q[X_T^n(\theta^n)] + \mathbb{E}_Q[X_{T-1}^n(\theta^n)], \]
and the right-hand side is bounded uniformly in \( n \) by Proposition 3.3.9.
Denote by \( \rho_t := E_P[\rho | F_t] \). From Assumption 3.2.1,

\[
E_Q \langle \theta^T, \Delta S_T \rangle_+ & \geq E_Q \left[ \frac{\theta_T}{\rho_{T-1}} \beta_{T-1} \{ 1 \left\{ \left( \frac{\rho_T}{\rho_{T-1}} \right)^{\kappa_{T-1}} \Delta S_T \geq \beta_{T-1} \right\} \} \right] \\
& \geq E_Q \left[ \frac{\theta_T}{\rho_{T-1}} \beta_{T-1} \{ \left( \frac{\rho_T}{\rho_{T-1}} \right)^{\kappa_{T-1}} \Delta S_T \geq \beta_{T-1} \} \} \right].
\]  (3.3.18)

Using the property

\[
E_Q [\eta | G] = E_P \left[ \eta \frac{dQ}{dP} | G \right] / E_P \left[ \frac{dQ}{dP} | G \right],
\]

of conditional expectations which holds for any sigma-algebra \( G \) and for any positive random variable \( \eta \), we get

\[
E_Q \langle \theta^T, \Delta S_T \rangle_+ \geq E_Q \left[ \frac{\theta_T}{\rho_{T-1}} \beta_{T-1} \{ 1 \left\{ \left( \frac{\rho_T}{\rho_{T-1}} \right)^{\kappa_{T-1}} \Delta S_T \geq \beta_{T-1} \right\} \} \right].
\]  (3.3.19)

Denote \( A_T = \left\{ \left( \frac{\rho_T}{\rho_{T-1}} \right)^{\kappa_{T-1}} \Delta S_T \geq \beta_{T-1} \right\} \) and apply the (conditional) Cauchy-Schwarz inequality to the right-hand side:

\[
E_P [1_{A_T} \rho_T | F_{T-1}] \geq E^2 (A_T | F_{T-1}) / E_P \left[ \frac{1}{\rho_T} | F_{T-1} \right].
\]

From Assumption 3.2.1 and Cauchy-Schwarz’s inequality, the right-hand side of (3.3.20) can be minorised by

\[
E_Q \left[ \frac{\theta_T}{\rho_{T-1}} \beta_{T-1} \kappa_{T-1}^2 / E_P \left[ \rho_T^{-1} | F_{T-1} \right] \right] \geq E_Q \left[ \frac{\theta_T}{\rho_{T-1}} \right]^{1/2} / E_Q \left[ \rho_T^{-1} | F_{T-1} \right] = E_Q \left[ \frac{\theta_T}{\rho_{T-1}} \right]^{1/2},
\]  (3.3.21)

thus

\[
E_Q \langle \theta_T, \Delta S_T \rangle_+ \cdot E_Q \left[ \rho_{T-1} \beta_{T-1}^{-1} \kappa_{T-1}^2 \right] E_P \left[ \rho_T^{-1} | F_{T-1} \right] \geq E_Q \left[ \theta_T \right]^{1/2}.
\]

The same procedure applies to \( \theta_t, t = 1, \ldots, T \) by (3.3.17). Thus, for all \( t \leq T \),

\[
\sup_n E_Q \left[ \theta_T^{\xi/2} \right] \leq \sup_n \left[ E_Q \langle \theta_T, \Delta S_T \rangle_+ \cdot E_Q \left[ \rho_{T-1} \beta_{T-1}^{-1} \kappa_{T-1}^2 \right] E_P \left[ \rho_T^{-1} | F_{T-1} \right] \right]^{1/2} < \infty,
\]

by Assumption 3.2.1 and (3.3.17).

Remark 3.3.13. Applying Hölder’s inequality, the estimates above can be carried out with no significant alteration for any \( 0 < \xi < 1 \), i.e.

\[
\sup_n E_Q \left[ \theta_T^{\xi} \right] < \infty \text{ for } t = 1, 2, \ldots, T.
\]  (3.3.22)

can be shown. For simplicity we did this only for \( \xi = \frac{1}{2} \).

From Lemma 3.3.12 the next one follows trivially.

**Lemma 3.3.14.** Under Assumptions 3.2.1, 3.2.2, 3.2.3a and 3.2.4a, let \( \{ \theta_n \}_{n \geq 1} \subset \mathcal{A}(z) \) a
sequence of admissible trading strategies such that \( \sup_n V(z, \theta^n_1, \ldots, \theta^n_T) < \infty \). Then \( \{\theta^n\}_{n \geq 1} \) is a tight sequence of \( \mathbb{R}^{dT} \)-valued random variables on the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \).

**Proposition 3.3.15.** Let \( \{\theta^n\}_{n \geq 1} \) be a sequence of trading strategies whose set of laws is tight. Let \( \mu_n \) be the law of \( X^n_T (\theta^n) - B \) for all \( n \). Under Assumption 3.3.1, there exists a law \( \mu^* \) and a trading strategy \( \theta^* \) such that \( \mu^* = \text{Law} (X^n_T (\theta^*) - B) \) and \( \mu^* \) is an accumulation point of the sequence \( \{\mu_n\}_{n \geq 1} \) in the weak (narrow) topology.

**Proof.** Lemma 2.2.7 provides independent random variables \( \varepsilon', \varepsilon, \) uniform on \( [0, 1] \), which are both functions of \( \varepsilon \). Now following the proof of Theorem 6.8 of [1] (with \( \phi_1 = \ldots = \phi_T = 0 \)). By Lemma 2.2.7 with \( l = 2 \) applied to \( \varepsilon \) it is possible to obtain \( \varepsilon' \) and \( \varepsilon \) independent and uniformly distributed on \([0, 1]\) and \( \mathcal{F}_0 \)-measurable. Proceeding inductively, suppose \( (\varepsilon', \theta^*_1, \ldots, \theta^*_i, Z_1, \ldots, Z_T) \) has a law equal to \( \mu_k \) and \( \theta^*_j \) is a function of \( \varepsilon', Z_1, \ldots, Z_{j-1}, \varepsilon_1, \ldots, \varepsilon_j \) for any \( j = 1, 2, \ldots, k \). Applying Lemma 2.2.8 with \( n_1 = d, n_2 = k \cdot d + 1 \) to \( U_0 = \varepsilon_{k+1} \) and

\[
Y_k = (\varepsilon', \theta^*_1, \ldots, \theta^*_k, Z_1, \ldots, Z_k),
\]

ensures that there is a measurable function \( G \) such that \( (Y_k, G(Y_k, \varepsilon_{k+1})) \) has the same law as

\[
\left( M^1, \ldots, M^{1+dk}, M^{1+Td+1}, \ldots, M^{1+Td+kN}, M^{1+k(d+1)}, \ldots, M^{1+(k+1)d} \right),
\]

then we can take \( \theta_{k+1} = G(Y_k, \varepsilon_{k+1}) \). Iterating this argument, we obtain a random variable \( Y := (\varepsilon', \theta^*_1, \ldots, \theta^*_T, Z_1, \ldots, Z_T) \) having the law \( \mu^* \). Hence, we obtain an \( \mathcal{F}_T \)-predictable process \( \theta^*_t \) such that, by Prokhorov’s theorem, Theorem 2.2.3, the law of

\[
Y_k := (\varepsilon', \theta^*_1, \ldots, \theta^*_k, Z_1, \ldots, Z_T),
\]

tends to that of

\[
Y := (\varepsilon', \theta^*_1, \ldots, \theta^*_T, Z_1, \ldots, Z_T),
\]

for a subsequence \( n_k \), as \( k \to \infty \).

Skorokhod’s theorem provides random variables,

\[
\bar{Y}_k = (\bar{\varepsilon}(n_k), \bar{\theta}^*_{1,k}, \ldots, \bar{\theta}^*_{T,k}, \bar{Z}_{1,k}, \ldots, \bar{Z}_{T,k})
\]
and

\[ \bar{Y} = (\bar{z}', \bar{t}_1', \ldots, \bar{t}_T', \bar{z}_1', \ldots, \bar{z}_T), \]

on some probability space such that \( \text{Law}(Y_k) = \text{Law}(\bar{Y}_k) \) for all \( k \), \( \text{Law}(Y) = \text{Law}(\bar{Y}) \) and \( \bar{Y}_k \) tends to \( \bar{Y} \) a.s.

By assumption, we also have that \( \Delta S_i = f^{(i)}(Z_1, \ldots, Z_i) \) and \( B = g_B(\bar{Z}_1, \ldots, \bar{Z}_T) \). Denoting \( \Delta \bar{S}_i = f^{(i)}(\bar{Z}_1, \ldots, \bar{Z}_i) \) and \( \bar{B} := g_B(\bar{Z}_1, \ldots, \bar{Z}_T) \) we have that

\[
\text{Law}((Z_i)_{i \leq T}, (\theta'_i)_{i \leq T}, (\Delta S_i)_{i \leq T}, B) = \text{Law}((\bar{Z}_i)_{i \leq T}, (\bar{\theta}_i)_{i \leq T}, (\Delta \bar{S}_i)_{i \leq T}, \bar{B}).
\]

Therefore

\[
\text{Law} \left( \sum_{i=1}^{T} \langle \theta'_i, \Delta S_i \rangle - B \right) = \text{Law} \left( \sum_{i=1}^{T} \langle \bar{\theta}_i, \Delta \bar{S}_i \rangle - \bar{B} \right). \tag{3.3.23}
\]

Denote \( \bar{B}^k := g_B(\bar{Z}_1^k, \ldots, \bar{Z}_T^k) \) and \( \Delta \bar{S}_i^k := f^{(i)}(\bar{Z}_1^k, \ldots, \bar{Z}_i^k) \). By Theorem 2.2.6 or Théorème 1 in [3], \( \Delta \bar{S}_i^k \to \Delta \bar{S}_i \) for all \( i \) in probability and also \( \bar{B}^k \to \bar{B} \) in probability, \( k \to \infty \).

It follows that

\[
\sum_{i=1}^{T} \langle \bar{\theta}_i^k, \Delta \bar{S}_i^k \rangle - \bar{B}^k \to \sum_{i=1}^{T} \langle \bar{\theta}_i, \Delta \bar{S}_i \rangle - \bar{B}, \tag{3.3.24}
\]

in probability, hence in law. In other words, we have

\[
\sum_{i=1}^{T} \langle \theta_i^k, \Delta S_i \rangle - B \to \sum_{i=1}^{T} \langle \theta_i, \Delta S_i \rangle - B, \tag{3.3.25}
\]

in law. This finishes the proof. \( \square \)

Our first main result on the existence of optimal strategies now follows easily from Proposition 3.3.15 above.

**Main Theorem 3.3.16.** Let Assumptions 3.3.1, 3.2.1, 3.2.2, 3.2.3a and 3.2.4a be in force and let \( u_{\pm}, w_{\pm} \) be continuous. Then the supremum in (3.2.14) is attained by an optimal strategy \( \theta^* \).

**Proof.** Let us take a maximising sequence of admissible strategies \( \{ \theta^j \}_{j \geq 1} \), i.e.

\[
V(z, \theta^j_1, \ldots, \theta^j_T) \to \sup_{\theta \in \mathcal{A}(z)} V(z, \theta_1, \ldots, \theta_T), \quad j \to \infty.
\]

The proof of Theorem 3.3.3 shows that we necessarily have \( \sup_j V_-(z, \theta_1^j, \ldots, \theta_T^j) < \infty \), showing (3.3.8).

Due to Lemma 3.3.14 we can conclude that the sequence \( \{ \theta^j \}_{j \geq 1} \) is tight. Proposition 3.3.15 then shows that there is a strategy \( \theta^* \in \mathcal{A}(z) \), \( \theta^* = (\theta_1^*, \theta_2^*, \ldots, \theta_T^*) \in \mathbb{R}^{dT} \) such that \( X^j_T(\theta^j) - B \to X^*_T(\theta^*) - B \) in law (along a subsequence which we assume to be the original sequence). Now our aim is to prove

\[
\lim \sup_j V(z, \theta_1^j, \theta_2^j, \ldots, \theta_T^j) \leq V(z, \theta_1^*, \theta_2^*, \ldots, \theta_T^*). \tag{3.3.26}
\]

By the continuous mapping theorem, Theorem 2.1.10 we have

\[
(X^j_T(\theta^j) - B)_{\pm} \to (X^*_T(\theta^*) - B)_{\pm},
\]
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and
\[ u_\pm \left( (X_T^z(\theta^j) - B)_+ \right) \to u_\pm \left( (X_T^z(\theta^*) - B)_+ \right), \quad (3.3.27) \]
in law. Let \( D \) be the set of discontinuity points of the limiting distributions in \( \text{3.3.27} \). Then
\[ \mathbb{P} \left( u_\pm \left( (X_T^z(\theta^j) - B)_+ \right) \geq y \right) \to \mathbb{P} \left( u_\pm \left( (X_T^z(\theta^*) - B)_+ \right) \geq y \right) \quad \text{for all } y \in \mathbb{R}^+ \setminus D, \]
in particular, for Lebesgue-a.e. \( y \). By Assumption \( 3.2.2 \)
\[ w_+ \left( \mathbb{P} \left( u_+ \left( (X_T^z(\theta^j) - B)_+ \right) \geq y \right) \right) \leq g_+ \left[ \mathbb{P} \left( u_+ \left( (X_T^z(\theta^j) - B)_+ \right) \geq y \right) \right]^\gamma. \quad (3.3.28) \]
Take \( 1/\gamma < \lambda < 1/\alpha \). Applying Markov’s inequality and Assumption \( 3.2.2 \) again,
\[ g_+ \left[ \mathbb{P} \left( u_+ \left( (X_T^z(\theta^j) - B)_+ \right) \geq y^1 \right) \right]^\gamma \leq \frac{c'}{y^{\lambda \gamma}} \left\{ \mathbb{E}_x \left( 1 + (X_T^z(\theta^j) - B)^{\alpha \lambda}_+ \right)^\gamma \right\}, \quad (3.3.29) \]
for some \( c' > 0 \), hence
\[ c' \left[ \mathbb{P} \left( u_+ \left( (X_T^z(\theta^j) - B)_+ \right) \geq y \right) \right]^\gamma \leq \frac{c''}{y^{\lambda \gamma}} \mathbb{E}_x \left( 1 + (X_T^z(\theta^j) - B)^{\alpha \lambda}_+ \right), \]
with some \( c'' > 0 \). Furthermore,
\[ \mathbb{E}_x \left( 1 + (X_T^z(\theta^j) - B)^{\alpha \lambda}_+ \right) \leq c'' \left( 1 + \left[ \mathbb{E}_x (X_T^z(\theta^j))^{\alpha \lambda}_+ \right]^{\gamma} + \left[ \mathbb{E}_x B^{\alpha \lambda}_+ \right]^{\gamma} \right). \quad (3.3.30) \]
The last term is finite by Assumption \( 3.2.4.4 \). Hölder’s inequality applied with \( p = \frac{1}{\alpha \lambda} \) gives
\[ \mathbb{E}_x (X_T^z(\theta^j))^{\alpha \lambda}_+ \leq C_1 \left[ \mathbb{E}_x (X_T^z(\theta^j))^{\alpha \lambda}_+ \right]^{\gamma}, \]
with \( C_1 = \mathbb{E}_x \left[ \rho^{1/(\alpha \lambda - 1)} \right]^{1-\alpha \lambda} \). Thus
\[ w_+ \left( \mathbb{P} \left( u_+ \left( (X_T^z(\theta^j) - B)_+ \right) \geq y \right) \right) \leq \frac{1}{y^{\lambda \gamma}} \left\{ D_1 + D_2 \left[ \mathbb{E}_x (X_T^z(\theta^j))^{\alpha \lambda}_+ \right]^{\gamma} \right\}, \]
with suitable constants \( D_1, D_2 \).
The condition \( \sup_j V_+(z, \theta^j_1, \ldots, \theta^j_T) < \infty \) implies that \( \sup_j \mathbb{E}_x (X_T^z(\theta^j))^{\alpha \lambda}_+ < \infty \) (see Proposition \( 3.3.9 \)). This in turn gives that the sequence of positive functions
\[ w_+ \left( \mathbb{P} \left( u_+ \left( (X_T^z(\theta^j) - B)_+ \right) \geq y \right) \right), \]
can be dominated by \( \frac{K}{y^{\lambda \gamma}} \) for some \( K > 0 \).
This estimate allows to apply Fatou’s lemma since
\[ w_+ \left( \mathbb{P} \left( u_+ \left( (X_T^z(\theta^j) - B)_+ \right) \geq y \right) \right) \leq I_{0.1} (y) + \frac{K}{y^{\lambda \gamma}} \cdot I_{(1, x)} (y), \quad (3.3.31) \]
which yields
\[ \limsup_j V_+ \left( z, \theta^j_1, \ldots, \theta^j_T \right) \leq \int_0^x \limsup_j w_+ \left( \mathbb{P} \left( u_+ \left( (X_T^z(\theta^j) - B)_+ \right) \geq y \right) \right) dy, \]
and the latter equals $V_+ (z, \theta_1', \ldots, \theta_T')$.

On the other hand, by Fatou’s lemma applied to $V_- (z, \theta_1', \ldots, \theta_T')$ we have

$$V_- (z, \theta_1', \ldots, \theta_T') \leq \lim \inf_j V_- (z, \theta_1', \ldots, \theta_T') \leq \sup_j V_- (x_0, \theta_1', \ldots, \theta_T') < \infty,$$

so $\theta^* \in A(z)$ and

$$\lim \sup_j V^+ (z, \theta_1', \ldots, \theta_T') - \lim \inf_j V^- (z, \theta_1', \ldots, \theta_T') \leq$$

$$V^+ (z, \theta_1', \ldots, \theta_T') - V^- (z, \theta_1', \ldots, \theta_T'),$$

thus

$$\lim \sup_j \left\{ V^+ (z, \theta_1', \ldots, \theta_T') - V^- (z, \theta_1', \ldots, \theta_T') \right\} \leq$$

$$V^+ (z, \theta_1', \ldots, \theta_T') - V^- (z, \theta_1', \ldots, \theta_T'),$$

which yields (3.3.26). Hence $\theta^*$ is optimal and the supremum is attainable.

Now we turn to the case of Assumptions 3.2.3b and 3.2.4b.

**Main Theorem 3.3.17.** Let Assumptions 3.3.1, 3.2.1, 3.2.2, 3.2.3b and 3.2.4b be in force, assume $\delta \leq 1$ and let $u_{\pm}$, $w_{\pm}$ be continuous. Then, the supremum is attained in (3.2.14) by some $\theta^* \in A(z)$.

**Proof.** We can follow the proof of Theorem 6.8 in [11] verbatim up to the point of constructing

$$Y := (\varepsilon', \theta_1', \ldots, \theta_T', Z_1, \ldots, Z_T).$$

Then the argument of Proposition 3.3.15 shows that

$$\sum_{i=1}^T \langle \theta^*_i, \Delta S_i \rangle - B \rightarrow \sum_{i=1}^T \langle \theta^*_i, \Delta S_i \rangle - B,$$

(3.3.32)

in law. From this point on the Fatou-lemma argument as in Theorem 3.3.16 or Theorem 6.8 in [11] applies and optimality of $\theta^*$ can be established.

4 **A sufficient condition**

Assumption 3.3.1 may look restrictive at first sight. Hence we provide a simple sufficient condition for its validity.

**Proposition 3.4.1.** Let $G_t := \sigma (\tilde{Z}_t, \ldots, \tilde{Z}_t)$ for $t = 1, \ldots, T$ and $G_0 = [\emptyset, \Omega]$ where the $\tilde{Z}_i$, $i = 1, \ldots, T$ are $N$-dimensional random variables with a Lebesgue-a.e. positive joint density on $\mathbb{R}^{TN}$. Then there are independent $\mathbb{R}^N$-valued random variables $Z_i$, $i = 1, \ldots, T$ such that $G_t = \sigma (Z_1, \ldots, Z_t)$ for $t = 1, \ldots, T$.

We first recall a well-known lemma about the simulation of random variables (see Lemma 9.6 of [11]).
Lemma 3.4.2. Let \( X \) be a real-valued random variable with atomless law. Let \( F(x) := P(X \leq x) \) denote its cumulative distribution function. Then \( F(X) \) has uniform law on \([0, 1] \).

The following results are parallel to Lemma 9.8 and Corollary 9.9 of [11]. In the sequel, when we write “measurable bijection” we mean that both the function and its inverse are measurable.

Lemma 3.4.3. Let \((Y, W)\) be an \(\mathbb{R} \times \mathbb{R}^k\)-valued random variable with Lebesgue almost everywhere positive density \(f(x^1, \ldots, x^{k+1})\). Then there is a measurable bijection \(H\) from \([0, 1] \times \mathbb{R}^k\) such that \(H^i(x^1, \ldots, x^{k+1}) = x^i\) for \(i = 2, \ldots, k + 1\) and \(Z := H^1(Y, W)\) is uniform on \([0, 1]\), independent of \(W\).

Proof. The conditional distribution function of \(Y\) knowing \(W = (x^2, \ldots, x^{k+1})\),

\[
F(x^1, \ldots, x^{k+1}) := \frac{\int_{x^1} x^1 f(z, x^2, \ldots, x^{k+1}) dz}{\int_{x^1} f(z, x^2, \ldots, x^{k+1}) dz},
\]
is clearly measurable (in all its variables). By a.e. positivity of \(f\), \(F\) is also strictly increasing in \(x^1\) hence the function

\[
H : (x^1, \ldots, x^{k+1}) \rightarrow (F(x^1, \ldots, x^{k+1}), x^2, \ldots, x^{k+1}),
\]
is a measurable bijection. By Lemma 3.4.2 the conditional law \(P(H^1(Y, W) \in \cdot | (x^2, \ldots, x^{k+1}))\) is uniform on \([0, 1]\) for Lebesgue-almost all \((x^2, \ldots, x^{k+1})\), which shows that \(H^1(Y, W)\) is independent of \(W\) with uniform law on \([0, 1]\).

Corollary 3.4.4. Let \((\tilde{W}_1, \ldots, \tilde{W}_k)\) be an \(\mathbb{R}^k\)-valued random variable with a.e. positive density (w.r.t. the \(k\)-dimensional Lebesgue measure). Then there are independent random variables \(W_1, \ldots, W_k\) and measurable bijections \(g_l : \mathbb{R} \rightarrow \mathbb{R}^l\), \(1 \leq l \leq k\) such that \((\tilde{W}_1, \ldots, \tilde{W}_l) = g_l(W_1, \ldots, W_l)\).

Proof. The case \(k = 1\) is vacuous. Assume that the statement is true for \(k \geq 1\), let us prove it for \(k + 1\). We may set \(g_l(k + 1) := g_l(k), 1 \leq l \leq k\), it remains to construct \(g_{k+1}(k + 1)\) and \(W_{k+1}\).

We wish to apply Lemma 3.4.3 in this induction step. It provides a measurable bijection \(s : \mathbb{R}^{k+1} \rightarrow \mathbb{R}^{k+1}\) such that \(s^m(x^1, \ldots, x^{k+1}) = x^m, 1 \leq m \leq k\) and \(W_{k+1} := s^{k+1}(\tilde{W}_1, \ldots, \tilde{W}_{k+1})\) is independent of \((\tilde{W}_1, \ldots, \tilde{W}_k)\) and hence of

\[ (W_1, \ldots, W_k) = g_k(k)^{-1}(\tilde{W}_1, \ldots, \tilde{W}_k). \]

Define \(a : \mathbb{R}^{k+1} \rightarrow \mathbb{R}^{k+1}\) by

\[
a(x^1, \ldots, x^{k+1}) := (g_k(k)^{-1}(x^1, \ldots, x^k), s^{k+1}(x^1, \ldots, x^{k+1}))
= (s(g_k(k)^{-1}(x^1, \ldots, x^k), x^{k+1}),
\]
a is clearly a measurable bijection. Notice that \(a(\tilde{W}_1, \ldots, \tilde{W}_{k+1}) = (W_1, \ldots, W_{k+1})\). Set \(g_{k+1}(k + 1) := a^{-1}\). This finishes the proof of the induction step and hence concludes the proof.

Proof of Proposition 3.4.1. Apply Corollary 3.4.4 with the choice \(k := TN\) and

\[ W_{(t-1)N+1} := \tilde{Z}_t^l, \quad l = 1, \ldots, N. \]
and \( t = 1, \ldots, T \). By the construction in Corollary \ref{cor:3.4.4} taking \( Z_t^l := W_{(t-1)N} \), one has
\[
(Z_1, \ldots, Z_t) = g_N(TN)(Z_1, \ldots, Z_t) \text{ hence indeed } G_t = \sigma(Z_1, \ldots, Z_t) \text{ for } t = 1, \ldots, T. \]
Chapter 4

PRELIMINARIES IN CONTINUOUS-TIME SETTING

1 Introduction

In this section we describe briefly part of the basic theory of the martingale problem and some results of weak convergence of laws in continuous time that are important to the subsequent development of our results. In chapter 3, we have seen how relevant the weak topology of probability measures is in order to obtain our results in the discrete-time setting.

The martingale problem is a celebrated approach to construct diffusion processes with continuous coefficients that was developed by Stroock D. and Varadhan S.R.S. in the seminal papers \[54\] and \[55\]. In the standard theory of stochastic differential equations, on the one hand, the probability space is fixed, and in order to construct an Itô process in this (arbitrary) probability space, one has to impose strong conditions on the coefficients, (for instance, locally Lipschitz and linear growth). The martingale problem overcomes these assumptions and ensures the existence of solutions, however in general, these solutions are not solutions in the strong sense, as those given by Itô’s existence theorem. We will explain the concept of weak solutions and some notions concerning uniqueness. We follow \[25\] and \[35\].

As previously discussed in chapter 3, the functional in behavioural optimal investment depends on the law of the portfolio value processes, in continuous time the setting of weak solutions seems a natural one to adapt to our previous considerations.

2 Preliminaries

2.1 Canonical processes

Recall the definitions given in chapter 2, we denote by $W^d_T$ the space of $\mathbb{R}^d$—valued continuous functions i.e. $W^d_T := C([0,T];\mathbb{R}^d)$.

We shall denote by $W^d := C([0,\infty);\mathbb{R}^d)$, in this case the Borel $\sigma$—algebra is obtained by considering the topological space $(W^d, \tau_{uc})$ where $\tau_{uc}$ is the topology induced by the convergence
over compacts, or by the metric

\[d(f, g) = \sum_{n=1}^{\infty} \frac{1}{2^n} \frac{\|f - g\|_{[0,n]}}{1 + \|f - g\|_{[0,n]}},\]

here the norm \(\|\|\) denotes the uniform norm.

**Definition 4.2.1.** For each \(t \in [0,T]\) denote by \(x_t : (W_T^d, \mathcal{B}(W_T^d)) \to (\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))\) the projection mappings, \(x_t(w) := w_t\) for any continuous function \(w \in W_T^d\). Define the projection on a finite collection \(F = \{t_1, t_2, \ldots, t_n\} \subset [0, \infty)\) as the mapping \(x_F : (W_T^d, \mathcal{B}(W_T^d)) \to (\mathbb{R}^{dn}, \mathcal{B}(\mathbb{R}^{dn}))\) given by \(x_F(w) := (w_{t_i})_{t_i \in F}\).

Plainly, a canonical process is a \(\mathbb{R}^d\)-valued process on the measurable space \((W_T^d, \mathcal{B}(W_T^d))\) whose value at time \(t\) is equal to \(x_t(w) = w(t)\) for \(w \in W_T^d\). Another important family of operators acting on \(W_T^d\) are defined below.

**Definition 4.2.2.** Let \(t \in \mathbb{R}_+\), denote by \(\alpha_t : (W^d, \mathcal{B}(W^d)) \to (W^d, \mathcal{B}(W^d))\) the truncation operators as the mappings given by

\[\alpha_t(w) := w_{\cdot \wedge t}\]

The mappings \(\alpha_t\) truncates the continuous function \(w\) up to its value at time \(t\).

One can consider \(\{x_t\}_{t \geq 0}\) as a stochastic process \(x : [0, \infty) \times \mathcal{W}_T^d \to \mathbb{R}\), and notice that it is a continuous function, with respect the uniform norm.

**Lemma 4.2.3.** The Borel \(\sigma\)-algebra is equal to the \(\sigma\)-algebra generated by projections \(\mathcal{B}(W_T^d) = \sigma(x_t : t \in \mathbb{R}_+)\).

Two probability measures \(\mathbb{P}_1, \mathbb{P}_2\) on \(\mathcal{B}(W_T^d)\) are equal if and only if \(\mathbb{P}_1 \circ x^{-1}_J = \mathbb{P}_2 \circ x^{-1}_J\) for each \(J \subset \mathbb{R}_+\) finite.

### 2.2 Tightness and related results

Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0, T]}, \mathbb{P})\) be a complete filtered probability space, let \(d\) be an integer and consider an \(\mathbb{R}^d\)-valued stochastic process \(\{X_t\}_{t \in [0, T]}\) having continuous trajectories, to each \(t \in [0, T]\) the r.v. has a distribution \(\mu_t(\cdot) := \mathbb{P}(X_t \in \cdot)\). a probability measure \(\mu_t : \mathcal{B}(\mathbb{R}^d) \to [0, 1]\). We refer to this measure as the distribution at time \(t\) or the law of \(X_t\).

There is another probability measure associated to the process \(\{X_t\}_{t \in [0, T]}\) if we regard the stochastic process \(\{X_t\}_{t \in [0, T]}\) as a random variable that makes a correspondence between each \(\omega\) and the continuous function \(x(\omega)\) (called a ‘trajectory’) then we have a \(W_T^d\) valued r.v. and we can consider the “distribution” \(Q : \mathcal{B}(W_T^d) \to [0, 1]\) of this random variable. In this case, we shall say that \(Q\) is the law of the process \(\{X_t\}_{t \in [0, T]}\). This means that if \(\Gamma \in \mathcal{B}(W_T^d)\) then

\[Q(\Gamma) := \mathbb{P}(\omega : X(\omega) \in \Gamma)\]

Formally, fix a stochastic process \(X(t, \omega)\) and define the mapping \(\varphi_X : (\Omega, \mathcal{F}) \to (W_T^d, \mathcal{B}(W_T^d))\)

\[\varphi_X(\omega) := X(\omega)\]

It is clear that the mapping \(\varphi_X\) is \(\mathcal{B}(W_T^d) \setminus \mathcal{F}\) measurable, taking a set in the generating class of the \(\sigma\)-algebra \(\mathcal{B}(W_T^d)\), if \(F = \{t_1, t_2, \ldots, t_n\}\) and \(\Gamma_F := \{w \in W_T^d : w_{t_1} \in A_1, \ldots w_{t_n} \in A_n\}\)
with $A_i \in B(\mathbb{R}^d)$ then it is easy to see that

$$\varphi^{-1}_x(\Gamma_F) = \{ \omega : X_t(\omega) \in A_i \}, t_i \in A_i \in \mathcal{F}.$$  

Then the law of $\{X_t\}_{t \in [0,T]}$ is given by the distribution of $\varphi_x$ i.e. $P \circ \varphi_x^{-1}$.

$$Q(\Gamma) = P(\omega : \varphi_x(\omega) \in \Gamma), \quad \text{for } \Gamma \in \mathcal{B}(\mathcal{W}^d). \quad (4.2.1)$$

The same holds for the space of functions with càdlàg trajectories, but the details in this case are beyond the scope of this work. We will be considering processes having continuous sample paths.

As it was explained in chapter 2, if $(E, \mathcal{E})$ is a measurable space, we define $\mathcal{M}^1(E)$ the set of probability measures on $\mathcal{E}$. Recall the following definitions.

**Definition 4.2.4.** Suppose $E$ is a Polish space and $\mathcal{E} = \mathcal{B}(E)$ its Borel $\sigma$–algebra. Consider a collection of probability measures $\mathcal{F} \subseteq \mathcal{M}^1(E)$, we say that $\mathcal{F}$ is tight if for any $\epsilon > 0$ there is a compact $K_\epsilon \subset E$ such that

$$\sup_{\mu \in \mathcal{F}} \mu(E \setminus K_\epsilon) < \epsilon. \quad (4.2.2)$$

As mentioned in chapter 2, $\mathcal{M}^1(E)$ with the topology induced by weak convergence is a Polish space.

**Definition 4.2.5.** Let $C_b(E)$ be the space of real-valued, bounded functions on $E$ a Polish space, we say that a sequence $\{\mu_n\}_{n \geq 1} \subset \mathcal{M}^1(E)$ converges weakly to the probability measure $\mu$ if for any $f \in C_b(E)$

$$\lim_{n \to \infty} \int_E f(x) \mu_n(dx) = \int_E f(x) \mu(dx).$$

And we write $\mu_n \Rightarrow \mu$ and say that $\mu_n$ converges weakly to $\mu$ or that $\mu_n$ is a weakly converging sequence.

We state without proof a characterisation of tightness of a set of laws of continuous processes. As a matter of fact, this is a consequence of the Arzelá-Ascoli theorem.

**Proposition 4.2.6.** Suppose $\{\mathbb{P}_\lambda\}_{\lambda \in \Lambda}$ is the set of laws of the processes $\{X_t^{(\lambda)} : t \in [0,T]\}_{\lambda \in \Lambda}$ with continuous trajectories, suppose that for any $\epsilon > 0$ there is $\alpha > 0$ such that

$$\sup_{\lambda \in \Lambda} \mathbb{P}_\lambda(x \in \mathcal{W}^d : |x(0)| > \alpha) < \epsilon, \quad (4.2.3)$$

And, suppose there exist constants $K_T > 0$ and $\alpha, \beta > 0$ such that

$$\sup_{\lambda \in \Lambda} \mathbb{E}_\lambda \left| X_t^{(\lambda)} - X_s^{(\lambda)} \right|^\beta \leq K_T |t - s|^{1+\alpha} \quad \text{for all } s,t \in [0,T], \quad (4.2.4)$$

then the family of laws, $\{\mathbb{P}_\lambda\}_{\lambda \in \Lambda}$ with $\mathbb{P}_\lambda := \mathbb{P} \circ (X^{(\lambda)})^{-1}$ is tight.

### 2.3 The martingale problem and weak solutions of SDE’s

In this section we will describe the concept of weak solution of a stochastic differential equation and the martingale problem formulation. The martingale approach was developed by Stroock
D. and Varadhan S.R.S. in [51] and [53].
This approach will allow us to analyse the problem of optimal investment under behavioural
criteria, it remains an open question whether there is an approach to investigate optimality on
a fixed probability space and without making stringent assumptions on the model. We follow
This approach will allow us to analyse the problem of optimal investment under behavioural

As before, consider the topological space \((W^{d}, \tau_{uc})\) with \(\tau_{uc}\) the topology induced by the uni-
form convergence of continuous functions over compacts and consider the Borel \(\sigma\)-field induced
by the collection of the \(\tau_{uc}\)- open sets, denoted by \(B (W^{d})\) and \(\mathcal{N}_{t} \subset B (W^{d})\) the sub-\(\sigma\)-fields
generated by the mappings \(\alpha_{s} : W^{d} \to W^{d}\) for \(s \leq t\), in other words, \(\mathcal{N}_{t} := \sigma \left( \{ \alpha_{s} : s \leq t \} \right) \) see
Definition 4.2.2.

We define a class of ‘path functionals’ whose elements are the main components of a stochastic
differential equation, these functionals are generally called ‘the coefficients’ of a stochastic
Itô equation.

**Definition 4.2.7.** We denote by \(\mathcal{A}^{d,r}\) the set of all functions \(\alpha : [0, \infty) \times W^{d} \to \mathbb{R}^{d \times r}\) such
that

1. it is \(B ([0, \infty)) \times B (W^{d}) / B (\mathbb{R}^{d \times r})\) measurable, and

2. for each \(t \in [0, \infty)\), the mapping \(w \to \alpha (t, w)\), is \(\mathcal{N}_{t}/B (\mathbb{R}^{d \times r})\)- measurable.

Where the Borel \(\sigma\)-field \(B (\mathbb{R}^{d \times r})\) is obtained by identifying the space of real-valued matrices
\(\mathbb{R}^{d \times r}\) with the vector space \(\mathbb{R}^{dr}\) and its Borel \(\sigma\)-algebra is given by \(B (\mathbb{R}^{dr})\).

Given \(\alpha \in \mathcal{A}^{d,r}\) and \(\beta \in \mathcal{A}^{d,1}\). Consider the \(d\)-dimensional stochastic differential equation
and a solution of such an equation, \(X = \{ X_{t} \}_{t \geq 0}\)

\[
dX_{t}^{i} = \sum_{j=1}^{r} \alpha^{ij} (t, X) \, dB^{j} (t) + \beta^{i} (t, X) \, dt, \quad i = 1, 2, \ldots, d. \tag{4.2.5}
\]

**Definition 4.2.8.** Following [25], we define a solution of the equation \( \tag{4.2.5} \) as a \(d\)-dimensional
continuous process \(X\) defined on a filtered probability space \((\Omega, \mathcal{F}, \{ \mathcal{F}_{t} \}_{t \geq 0}, \mathbb{P})\) such that

- There exists an \(r\)-dimensional \(\mathcal{F}_{t}\)-Wiener process \(B = \{ B (t) \}_{t \geq 0}\) with \(B (0) = 0\).
- The \(d\)-dimensional continuous process \(X = \{ X (t) \}_{t \geq 0}\) is adapted to \(\{ \mathcal{F}_{t} \}_{t \geq 0}\) i.e. \(X\) is a
mapping such that, for each \(t \in [0, \infty)\), \(X (t, \cdot)\) is \(\mathcal{F}_{t}/B (W^{d})\)- measurable.
- The set of adapted processes \(\Phi^{ij} (t, \omega)\) and \(\Psi^{i} (t, \omega)\), usually called the coefficients of the
equation and are defined by

\[
\Phi^{ij} (t, \omega) = \alpha^{ij} (t, X (\omega)), \tag{4.2.6}
\]

\[
\Psi^{i} (t, \omega) = \beta^{i} (t, X (\omega)), \tag{4.2.7}
\]

are measurable, \(\mathcal{F}_{t}\)-adapted and such that \(\Phi^{ij}\) are locally square integrable and \(\Psi^{i}\)
locally integrable\(^{1}\) respectively, \(\mathbb{P} = a.s.\)

\(^{1}\)A process is locally integrable if it is an \(\mathcal{F}_{t}\)-adapted process and for every \(t \geq 0\), \(\int_{0}^{t} |f_{s}| \, ds < \infty \) \(a.s.\)
• with probability one \(X(t) - (X^1(t), \ldots, X^d(t))\) and \(B(t) - (B^1(t), \ldots, B^r(t))\) satisfy

\[
X^i(t) - X^i(0) = \sum_{j=1}^r \int_0^t \alpha^{ij}(s, X_s) dB^j(s) + \int_0^t \beta^i(s, X_s) \, ds.
\] (4.2.8)

As a matter of fact one can regard the pair \((X, B)\) as a solution to (4.2.5) or say that \(X(t)\) is a solution with the Wiener process \(B = \{B(t)\}_{t \geq 0}\).

Saying that \((X, B)\) solves (4.2.8) is equivalent to

\[
P\left(X^i(t) - X^i(0) = \sum_{j=1}^r \int_0^t \alpha^{ij}(s, X_s) dB^j(s) + \int_0^t \beta^i(s, X_s) \, ds, \text{ for } i = 1, 2, \ldots, d, \ t \geq 0 \right) - 1.
\]

**Remark 4.2.9.** Definition 4.2.8 differs from the usual concept of “strong” solution of an SDE, first of all, the probability space and the Wiener process \(B(t)\) are not fixed beforehand. Secondly, the process \(X(t)\) is not adapted to the natural filtration of the Wiener process \(B(t)\). Thus, one may even consider the set \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}, \{B(t)\}_{t \geq 0}, \{X(t)\}_{t \geq 0})\) as a solution and in this case the most important component of a solution is the law of the process \(X\).

The solution described in Definition 4.2.8 and in Remark 4.2.9 is generally called a weak solution.

On the other hand when investigating the concept of strong solution and the conditions on which such solutions exist, an important concept of uniqueness that emerges is the pathwise uniqueness.

**Definition 4.2.10.** Pathwise uniqueness holds if given two solutions \(X, X'\) of (4.2.8) on the same filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\) and with respect the same Wiener processes \(B(t)\) such that \(X(0) = X'(0)\) a.s then

\[
P(\omega : X(t, \omega) = X'(t, \omega) \text{ for all } t) = 1.
\]

When considering two weak solutions of an equation, as the solutions may not be defined on the same probability space, the concept of pathwise uniqueness in meaningless, however it is possible to “compare” the laws of the processes (as these are measures on the same space \(W^d\)). Thus, we have the following central concept of uniqueness.

**Definition 4.2.11.** We say that uniqueness in law holds if whenever \(X, X'\) are two solutions such that \(X(0) = X'(0)\) have the same law (in \(\mathbb{R}^d\)) then the processes \(X, X'\) have the same law in \(B(W^d)\).

The usual setting of stochastic differential equations are a particular case of (4.2.5).

**Definition 4.2.12.** Let \(\sigma(t, x) = (\sigma^{ij}(t, x))_{i,j}\) be a Borel measurable function \(\sigma : [0, \infty) \times \mathbb{R}^d \rightarrow \mathbb{R}^{d \times r}\) and \(b(t, x) = (b^i(t, x))_{1 \leq i \leq d}\) is a Borel measurable function \(b : [0, \infty) \times \mathbb{R}^d \rightarrow \mathbb{R}^d\). Then we define functionals \(\Psi, \Phi\) in (4.2.6) by \(a(t, w) := \sigma(t, w(t))\) and \(b(t, w) := b(t, w(t))\). In such case the stochastic differential equation is said to be of Markovian type.

Consider the equation (4.2.5) with \(\alpha \in \mathcal{A}^{d,r}\) and \(\beta \in \mathcal{A}^{d,1}\). For \(f \in C^2_b(\mathbb{R}^d; \mathbb{R})\) let us define the following operator

\[
(\mathcal{L} f)(t, w) := \frac{1}{2} \sum_{i,j=1}^d a^{ij}(t, w) \frac{\partial^2 f}{\partial x^i \partial x^j} (w(t)) + \sum_{i=1}^d \beta^i(t, w) \frac{\partial f}{\partial x^i} (w(t)), \quad t \in [0, \infty), w \in W^d;
\] (4.2.9)
where
\[ a^{ij}(t, w) = \sum_{k=1}^{r} a^{ik}(t, w) a^{jk}(t, w). \]  
(4.2.10)

We shall denote \( \langle \cdot, \cdot \rangle \) the inner product in \( \mathbb{R}^d \). If \( \{ N_t, \mathcal{F}_t \}_{t \geq 0} \) is a local martingale we denote by \( \langle N, N \rangle \), the Doob-Meyer process, it is the unique continuous process such that \( \{ N^2_t - \langle N, N \rangle_t, \mathcal{F}_t \} \) is a local martingale. From our notation and the context, we deem that there is no ambiguity. We have the following remark, this is a consequence of Itô’s formula.

**Remark 4.2.13.** Suppose \((X, B)\) solves \([4.2.5]\) on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and with respect some filtration \(\{ \mathcal{F}_t \}_{t \geq 0}\) the process \(B - \{ B(t) \}_{t \geq 0}\) is an \(\mathcal{F}_t\)-Wiener process. Then we have the following

i) We have for all \(t \geq 0\)
\[ X(t) - X(0) - \int_0^t \beta(s, X) \, ds - \int_0^t \alpha(s, X) \, dB(s), \]  
(4.2.11)
is a local martingale, in other words, each coordinate \(M^i(t) := X^i(t) - X^i(0) - \int_0^t \beta^i(s, X) \, ds\) is a real valued local martingale w.r.t. to \(\{ \mathcal{F}_t \}_{t \geq 0}, \mathbb{P} \).

ii) Moreover, there is \(a : [0, \infty) \times \Omega \to \mathbb{R}^{d \times r}\), given by \([4.2.10]\), it is locally integrable, a symmetric, non-negative matrix for all \((s, w)\) and \(a \in A^{d, d}\) such that
\[ \langle M^i, M^j \rangle_t = \int_0^t a_{ij}^2 \, ds. \]  
(4.2.12)

iii) For any \(f \in C^2([0, T] ; \mathbb{R})\),
\[ f(X(t)) - f(X(0)) - \int_0^t \mathcal{L}f(s, X) \, ds \in \mathcal{M}^{2, c}_{loc} \]  
(4.2.13)

The following definition and part of the presentation given below are based on the ideas of chapter III in [35], definition III.9.1.

**Definition 4.2.14.** Suppose \(M_t\) is a \(\mathbb{R}^d\)-valued local martingale and \(a : \Omega \times [0, \infty) \to S^d_+\) i.e. \(a(t, \omega)\) is non-negative symmetric matrix. We say that a local martingale \(\{M_t, \mathcal{F}_t\}_{t \geq 0}\) is admissible local martingale if \([4.2.12]\) holds.

As sometimes it is clear that the martingale property is with respect to the filtration \(\{ \mathcal{F}_t \}_{t \geq 0}\), we omit its inclusion.

Suppose \(X = \{ X(t) \}_{t \geq 0}\) is a \(d\)-dimensional continuous adapted process defined on a complete filtered probability space \((\Omega, \mathcal{F}, \{ \mathcal{F}_t \}_{t \geq 0}, \mathbb{P})\), such that \([4.2.13]\) holds for any \(f \in C^2([0, T] ; \mathbb{R}^d)\). We claim that such a condition implies that the process in the left hand side of \([4.2.11]\) is an admissible local martingale, and \(a(s, X) \in A^{d, r}\) is the process such that \([4.2.12]\) holds.

Indeed, let \(B_r := \{ x \in \mathbb{R}^d | |x| \leq r \}\), choosing \(f \in C^2_b(\mathbb{R}^d)\) such that \(f(x) = x_i\) for \(x \in B_r\), setting \(\sigma_r = \inf \{ t : X(t) \notin B_r \}\). Define for \(l = 1, 2, \ldots\) we have
\[ M^l_t(t) = X^l(t \wedge \sigma_l) - X^i(0) - \int_0^{t \wedge \sigma_l} \beta^l(s, X) \, ds \in \mathcal{M}^{2, c} \quad i = 1, 2, \ldots, d, \]  
(4.2.14)
\[ ^2\text{Here, } \mathcal{M}^{2, c}_{loc} \text{ denotes the space of continuous local martingales.} \]
\[ ^3\text{Here, } \mathcal{M}^{2, c} \text{ denotes the space of continuous square integrable martingales.} \]
by a direct application of (4.2.13). Define the processes with \( y \in \mathbb{R}^d \)

\[
M^y_t := \left< y, X(t) - X(0) - \int_0^t \beta(s, X) \, ds \right>
\]

for each \( y \in \mathbb{R}^d \), it is a continuous local martingale as it is the sum of local martingales multiplied by constants \( y_i \in \mathbb{R} \). In fact, its Doob-Meyer process is given by the increasing process

\[
\left< M^y, M^y \right>_t = \int_0^t \left< y, a(s, X) \right> \, ds.
\] (4.2.15)

To see this, first, notice that we can assume \( X(0) = 0 \) as \( \left< y, X(0) \right> \) is a martingale. By assumption, \( X \) satisfies the condition (4.2.13), choosing \( f(x) = \left< y, x \right>^2 \) on \( B_t \), we have

\[
\left< y, X(t) \right>^2 - 2 \int_0^t \left< y, \beta(s, X) \right> \left< y, X(s) \right> \, ds - \int_0^t \left< y, a(s, X) \right> \, ds,
\] (4.2.16)

is a local martingale.

Denote by \( N^y_t = \left< y, X \right>^2 - 2 \int_0^t \left< y, \beta(s, X) \right> \left< y, X \right> \, ds \) it is enough to prove that \( (M^y_t)^2 - N^y_t \) is a local martingale as this would imply that

\[
(M^y_t)^2 - \int_0^t \left< y, a(s, X) \right> \, ds - \left( N^y_t - \int_0^t \left< y, a(s, X) \right> \, ds \right)
\]

is a local martingale, thus the first difference would be a local martingale as well. On the other hand,

\[
(M^y_t)^2 - \left< y, X(t) - \int_0^t \beta(s, X) \, ds \right> - \left< y, X(t) \right> M^y_t - \left< y, M^y_t \left( \int_0^t \beta(s, X) \, ds \right) \right> - \left< y, X(t) \right>^2 - \left< y, X(t) \right> \left< y, \int_0^t \beta(r, X) \, dr \right> \, ds - 2 \int_0^t \int_0^s \left< y, \beta(r, X) \right> \left< y, \beta(s, X) \right> \, dr \, ds.
\]

The process \( N^y_t \) can be written in the following form

\[
N^y_t = \left< y, X(t) \right>^2 - 2 \int_0^t \left< y, \beta(s, X) \right> M^y_s \, ds - 2 \int_0^t \int_0^s \left< y, \beta(s, X) \right> \left< y, \beta(r, X) \right> \, dr \, ds.
\]

Then

\[
(M^y_t)^2 - N^y_t - 2 \int_0^t \left< y, \beta(s, X) \right> M^y_s \, ds - \int_0^t \left< y, \beta(s, X) \right> M^y_s \, ds + 2 \int_0^t \int_0^s \left< y, \beta(s, X) \right> \left< y, \beta(r, X) \right> \, dr \, ds
\]

\[
- \left< y, X(t) \right> \int_0^t \left< y, \beta(s, X) \right> \, ds.
\]

The last integral can be expressed in terms of \( M^y_t \), indeed \( \left< y, X(t) \right> \int_0^t \left< y, \beta(s, X) \right> \, ds \) is equal to

\[
\left< y, X_t - \int_0^t \beta(s, X) \, ds \right> \int_0^t \left< y, \beta(s, X) \right> \, ds + \left[ \int_0^t \left< y, \beta(s, X) \right> \, ds \right]^2,
\]

therefore

\[
(M^y_t)^2 - N^y_t - 2 \int_0^t \left< y, \beta(s, X) \right> \left( M^y_s - M^y_t \right) \, ds + 2 \int_0^t \int_0^s \left< y, \beta(s, X) \right> \left< y, \beta(r, X) \right> \, dr \, ds - \ldots
\]
Remark 4.2.15. Formula (4.2.13) implies that 
\[
\langle M_t^y \rangle_t = \int_0^t \langle y, \beta(s, X) \rangle \, ds,
\]
where \( A_t^y = \int_0^t \langle y, \beta(s, X) \rangle \, ds \) is of finite variation, then applying the integration by parts formula
\[
(M_t^y)^2 - N_t^y - 2 \int_0^t (M_s^y - M_t^y) \, dA_s = -2 \left( M_t^y A_t^y - \int_0^t M_s^y dA_s^y \right) - 2 \int_0^t A_s^y dM_s^y.
\]
And the last expression is a local martingale, then \( N_t^y - \int_0^t \langle y, a(s, X) \rangle \, ds \) is a local martingale, then 4.2.13 implies that \( \{ M_t^y \}_{t \geq 0} \) is a local martingale and \( \{ M_t^y \}_{t \geq 0} \) is a local martingale with Doob-Meyer process equal to \( \int_0^t \langle y, a(s, X) \rangle \, ds \).

Remark 4.2.15. In particular, taking \( y = e_i - (\delta^{ij})^j_{j=1,\ldots,n} \) we obtain that
\[
\langle M^i, M^j \rangle_t = \int_0^t a^{ij} (s, X) \, ds.
\]
And if, \( y - e_i + e_j \) it follows that
\[
\langle M^i + M^j, M^i + M^j \rangle_t = \int_0^t a^{ij} (s, X) + 2a^{ij} (s, X) + a^{ij} (s, X) \, ds.
\]
Thus
\[
\langle M^i, M^j \rangle_t = \int_0^t a^{ij} (s, X) \, ds, \quad (4.2.17)
\]
this means \( M_t \) is an admissible \( d \)-dimensional local martingale in the of sense Definition 4.2.14.

We now see that, as matter of fact, condition 4.2.13 is equivalent to having \( M_t^y - \langle y, M_t \rangle \) to be an admissible local martingale with \( \beta(s, X) \). Indeed, if \( M_t = X(t) - X(0) - \int_0^t \beta(s, X) \, ds \) is an admissible local martingale the so-called “martingale version” of Itô’s formula can be applied without knowing that \( M_t^y \) is an Itô process, whatsoever. The theorem below is taken from [35], Theorem III.9.5.

Theorem 4.2.16. Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\) be a filtered probability space, with \( \mathcal{F}_0 \), \( \mathbb{P} \) complete. Let \( b : \Omega \times [0, \infty) \to \mathbb{R}^d \), be an \( \mathcal{F}_t \)-adapted and \( \mathcal{B}([0, \infty)) \otimes \mathcal{B}(\mathbb{R}^d) \)-measurable process, such that
\[
\int_0^t |b(s)| \, ds < \infty \quad \text{for all } t \geq 0.
\]
Define
\[
\eta_t := \int_0^t b(s) \, ds.
\]
Consider the continuous semimartingale \( \xi_t := \xi_0 + \eta_t \), Where \( \xi_t \) is an admissible local martingale with \( a_t \) and \( \xi_t \) satisfying 4.2.13. Let \( u(x) \) be a real-valued function having continuous derivatives \( u_{x_i}, u_{x_i x_j} \) on \( \mathbb{R}^d \) for all \( i, j = 1, \ldots, d \). Then the stochastic process
\[
u (\xi_t) - \int_0^t \mathcal{L}^{ab}_s u (\xi_s) \, ds, \quad (4.2.18)
\]
where $\mathcal{L}_x^{a,b}$ is the differential operator given by

$$\mathcal{L}_x^{a,b} u(x) = \sum_{i=1}^d b_i(s) u_{x_i}(x) + \frac{1}{2} \sum_{i,j=1}^d a^{ij}(t) u_{x_i x_j}(x), \quad (4.2.19)$$

is a local martingale w.r.t $\mathcal{F}_t$.

From the remarks given above and Theorem 4.2.16 we have the following corollary

**Corollary 4.2.17.** Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$ be a complete filtered probability space, let $\{X_t\}_{t \geq 0}$ be an $\mathbb{R}^d$-valued continuous process. Then the following conditions are equivalent.

The process $M_t = X_t - X_0 - \int_0^t \beta(s, X) \, ds$, and the real valued processes $\langle y, M_t \rangle$ are local martingales w.r.t to $\mathcal{F}_t$ on $((\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$, for any $y \in \mathbb{R}^d$, further each local martingale $M_t^y$ has a Doob-Meyer process that is equal to

$$\langle y, M \rangle_t - \langle y, M^y \rangle_t - \int_0^t \langle y, a(s, X) y \rangle \, ds \quad (4.2.20)$$

In other words, $M_t$ and $M_t^y - \langle y, M_t \rangle$ are admissible local martingales w.r.t $(\mathcal{F}_t, \mathbb{P})$.

For any $u \in C^2 \left( \mathbb{R}^d; \mathbb{R} \right)$ the process

$$u(X_t) - u(X_0) - \int_0^t \mathcal{L}_x u(X_s) \, ds \quad (4.2.21)$$

is a local martingale w.r.t. $(\mathcal{F}_t, \mathbb{P})$.

These remarks and connections between different families of martingales associated to a process $X$ solving (4.2.5) motivate the following crucial definition, namely, the concept of a martingale problem and its solution.

**Definition 4.2.18.** Consider the canonical process, $\{x_t\}_{t \geq 0}$ on $(\mathcal{W}^d, \mathcal{B}(\mathcal{W}^d))$, and the filtration given by $\mathcal{F}_t = N_t$. Let $\mu \in \mathcal{M}^1(\mathbb{R}^d)$ and $(s, x) \in [0, \infty) \times \mathbb{R}^d$ and $\mathcal{L}_t$ the operator given by (4.2.9) (or (4.2.19)), we say that a probability measure on $\mathcal{B}(\mathcal{W}^d)$, $\mathbb{P}_{(s, \mu)}$ is a solution to the martingale problem $(s, \mu, \mathcal{L}_t)$ if

- The condition (4.2.21) holds for $x_t$ for all $t \geq s$ i.e.

$$u(x_t) - u(x_s) - \int_s^t \mathcal{L}_r u(x_r) \, dr \text{ is an } (\mathcal{F}_t, \mathbb{P}_{(s, \mu)}) \text{ local martingale,} \quad (4.2.22)$$

for all $u \in C^2 \left( \mathbb{R}^d \right)$.

- For all $\Gamma \in \mathcal{B}(\mathbb{R}^d)$ we have $P_{s, \mu}(w \in \mathcal{W}^d : x_t(w) \in \Gamma \text{ for } 0 \leq t \leq s) = \mu(\Gamma)$.

Let $s \geq 0$ and $x \in \mathbb{R}^d$, we say $(s, x, \mathcal{L}_t)$ is a martingale problem with constant initial condition at time $s$, i.e. $x(s) = x$, in other words, the martingale problem $(s, \delta_x, \mathcal{L}_t)$, with $\delta_x$ is the Dirac’s measure. Denote by $P_{s,x}$ a solution of the martingale problem $(s, x, \mathcal{L}_t)$.

**Example 4.2.19.** The solution to the martingale problem w.r.t. to the triplet $(0, \delta_0, \frac{1}{2} \Delta^d)$ where $\Delta^d$ is the Laplacian operator in $\mathbb{R}^d$ is called the Wiener measure.

---

We denote by $C_0^\infty(\mathbb{R}^d; \mathbb{R})$ the space of smooth functions with compact support.
Given \( a \in \mathcal{A}^{d,d} \) and \( b \in \mathcal{A}^{d,1} \) it is possible to reformulate the martingale problem (Definition 4.2.18) in alternative ways, this is the content of the following proposition.

**Proposition 4.2.20.** Let \((\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})\) be a complete filtered probability space, suppose \( \{X(t)\}_{t \geq s} \) is a continuous and \( \mathcal{F}_t \)-adapted stochastic processes and let \( \alpha \in \mathcal{A}^{d,r}, \beta \in \mathcal{A}^{d,1} \) and \( a : [s, \infty) \times \Omega \to S^d_+ \) given by (4.2.10) such that \( X(s) = x \).

Then, the following conditions are equivalent:

**I** For each \( f \in C^0_0(\mathbb{R}^d) \) the process \( \{C^s_{t,f}\}_{t \geq s} \) defined by

\[
C^s_{t,f} := f(X(t)) - f(X(s)) - \int_s^t \mathcal{L}_r f(X(r)) \, dr,
\]

is an \( \mathcal{F}_t \)-martingale.

**II** For each \( f \in C^0_0(\mathbb{R}^d) \) the process \( \{C^s_{t,f}\}_{t \geq s} \) defined by (4.2.23) is an \( \mathcal{F}_t \)-martingale.

**III** For each \( f \in C^2(\mathbb{R}_+ \times \mathbb{R}^d) \) the process \( \{C^s_{t,f}\}_{t \geq s} \) defined by

\[
C^s_{t,f} = f(t, X(t)) - f(s, X(s)) - \int_s^t \mathcal{L}_r f(r, X(r)) \, dr,
\]

is an \( \mathcal{F}_t \)-local martingale.

**IV** For each \( f \in C^{1,2}_b(\mathbb{R}_+ \times \mathbb{R}^d; \mathbb{R}) \), i.e. bounded, \( C^{1,2} \) functions, the process \( \{C^s_{t,f}\}_{t \geq s} \) defined by

\[
C^s_{t,f} = f(t, X(t)) - f(s, X(s)) - \int_s^t \mathcal{L}_u f(u, X(u)) \, du,
\]

is an \( \mathcal{F}_t \)-martingale.

**V** For each \( \theta \in \mathbb{R}^d \) the process \( \{\chi^s_{\theta}(t)\}_{t \geq s} \) defined by

\[
\chi^s_{\theta}(t) = \exp \left( \langle \theta, X(t) - X(s) - \int_0^t \beta(s, X) \, ds \rangle - \frac{1}{2} \int_0^t \langle \theta, a(s, X) \theta \rangle \, ds \right),
\]

is an \( \mathcal{F}_t \)-martingale.

**VI** For each \( \theta \in \mathbb{R}^d \) the process \( \{\chi^s_{i\theta}(t)\}_{t \geq s} \) defined by

\[
\chi^s_{i\theta}(t) = \exp \left( i \langle \theta, X(t) - X(s) - \int_0^t \beta(s, X) \, ds \rangle + \frac{1}{2} \int_0^t \langle \theta, a(s, X) \theta \rangle \, ds \right),
\]

is an \( \mathcal{F}_t \)-local martingale.

For a complete proof of this proposition see [53], [56] or [52].

**Results on solutions of the martingale problem**

An important and fairly general result on the existence of solutions to the martingale problem is the following.
Theorem 4.2.21. Suppose the functionals \( a \) and \( b \) belong to \( \mathcal{A}^{d,d} \) and \( \mathcal{A}^{r,1} \) respectively. Further, suppose that \( a : [s, \infty) \times \mathcal{W}^d \to S^d_+ \) and \( b : [s, \infty) \times \mathcal{W}^d \to \mathbb{R}^d \) are bounded and continuous. Then, there exist a solution \( \mathcal{P}_{s,x} \) to the martingale problem \( \left( \mathcal{L}_t, s, x \right) \) for any \( s \in \mathbb{R}_+ \) and \( x \in \mathbb{R}^d \).

For a proof of this fact, refer to [25], Theorem 4.3.3.

Reduction of the martingale problem to time-homogeneous coefficients.

In the case of having a differential operator whose coefficients \( a \) and \( b \) depend on the state of the process rather that on the trajectories, it is possible to formulate the martingale problem for time-dependent coefficients in terms of a time-homogeneous martingale problem. Suppose \( a : [0, \infty) \times \mathbb{R}^d \to S^d_+ \) and \( b : [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^d \) are bounded and measurable functions and let \( \mathcal{L}_t \) be the differential operator associated to \( a, b \) see (4.2.19) on \( C^2_0 \left( \mathbb{R}^d; \mathbb{R} \right) \).

Denote any element \( \tilde{x} \in \mathbb{R}^{d+1} \) by \( \tilde{x} = (x_0, x) \) with \( x_0 \in \mathbb{R} \) and \( x \in \mathbb{R}^d \) and define the ‘time-homogeneous’ coefficients \( \tilde{a} \) and \( \tilde{b} \) by

\[
\tilde{a}^{ij}(\tilde{x}) = \begin{cases} 
0, & \text{if } i \text{ or } j = 0, \\
\tilde{a}^{ij}(x_0 \vee 0, x) & \text{otherwise},
\end{cases} \tag{4.2.26}
\]

\[
\tilde{b}^i(\tilde{x}) = \begin{cases} 
1, & \text{if } i = 0, \\
\tilde{b}^i(x_0 \vee 0, x) & \text{otherwise}.
\end{cases} \tag{4.2.27}
\]

These coefficients define a differential operator \( \tilde{\mathcal{L}} = \sum_{i,j=0}^{d} \tilde{a}^{ij}(\tilde{x}) \frac{\partial^2}{\partial x_i \partial x_j} + \sum_{j=0}^{d} \tilde{b}^i(\tilde{x}) \frac{\partial}{\partial x_i} \).

It is possible to check that there is a one to one correspondence between solutions of the martingale problem \( \left( \mathcal{L}_t, s, \epsilon x \right) \) and \( \left( \tilde{\mathcal{L}}, 0, \epsilon \tilde{x} \right) \) with \( \tilde{x} = (s, x) \). Define the following mapping \( \Psi_s(\omega) : \mathcal{W}^d \to \mathcal{W}^{d+1} \) to be \( \Psi_s(\omega) = (s + \omega, s + \omega) \) for any \( \omega \) and if \( \tilde{x} \) denotes the canonical process on \( \mathcal{W}^{d+1} \) we have \( \tilde{x}(t, \Psi_s(\omega)) = (t + s, x(t + s, \omega)) \). This means \( \Psi_s \) “shifts” the path to the time \( s \) and embeds the time coordinate as another ‘constant function’.

Remark 4.2.22. The probability measure \( P \in \mathcal{M}^1 \left( \mathcal{W}^d \right) \) solves the martingale problem associated to \( \left( \mathcal{L}_t, s, \epsilon x \right) \) if and only if \( P \circ \Psi_s^{-1} \in \mathcal{M}^1 \left( \mathcal{W}^{d+1} \right) \) solves the ‘time-homogeneous’ martingale problem \( \left( \tilde{\mathcal{L}}, 0, \epsilon \tilde{x} \right) \).

Indeed, by Proposition 4.2.22, \( P \) is a solution to the martingale problem \( \left( \mathcal{L}_t, s, x \right) \) if and only if, for any \( f \in C^1_0 \left( \mathbb{R}^\times \mathbb{R}^d; \mathbb{R} \right) \) and for any \( t > s \geq 0 \),

\[
f(t + s, x_{t+s}(\omega)) - f(s, x_s(\omega)) - \int_s^t \left( \frac{\partial}{\partial x_i} + \mathcal{L}_t \right) f(r, x_r(\omega)) dr \text{ is a martingale w.r.t } \left( \mathcal{N}_t, P \right),
\]

making a change of variables and using the definition of the mapping \( \Psi_s \) it follows that

\[
\int_s^{s+t} \frac{\partial}{\partial u} f(u, x_u) du - \int_0^t \frac{\partial}{\partial u} f(\tilde{x}(u, \Psi_s(\omega))) du - \int_0^t b^0(\tilde{x}(u, \Psi_s(\omega))) \frac{\partial}{\partial x_0} f(\tilde{x}(u, \Psi_s(\omega))) du,
\]

\(^5\text{Here } S^d_+ \subset \mathbb{R}^{d \times d} \text{ denotes the set of positive semidefinite symmetric matrices} \)
we obtain that for any \( t > r \geq s \) and \( A \in \mathcal{N}_r \),

\[
\int_A f(\tilde{x}_t(\Psi_s(\omega))) - f(\tilde{x}_r(\Psi_s(\omega))) - \int_s^t \tilde{L} f(\tilde{x}_u(\Psi_s(\omega))) \, d\mu P - 0.
\]

And using the formula connecting the measure \( P \circ \Psi_s^{-1} \) and the integrals of the form \( \int_{W_d} g(\Psi_s(\omega)) \, dP \) as in (4.2.30) (functions of \( \Psi_s \)) we have that (4.2.30) is equal to

\[
\int_A f(\tilde{x}_t(\omega)) - f(\tilde{x}_r(\omega)) - \int_r^t \tilde{L} f(\tilde{x}_u(\omega)) \, d\mu (P \circ \Psi_s) = 0.
\]

This means that \( P \circ \Psi_s^{-1} \) is a solution of the time-homogeneous martingale problem \((\tilde{L}, 0, \epsilon \tilde{\xi})\).

And the equivalence follows.

Conversely, one can prove that, if the mapping \( \Phi_s \) shifts the trajectories from time \( s \) onwards to the origin, i.e. \( \Phi_s : \Omega^{d+1} \to \Omega^d \), with the mapping \( \Phi_s \) being such that \( \tilde{x}(t, \Phi_s(\omega)) \) then \( \tilde{P} \) is a solution for the martingale problem in for \((\tilde{L}_t, s, x)\) if and only if \( \tilde{P} \circ \Phi_s \) is a solution to the martingale problem \((\tilde{L}, 0, \tilde{x})\).

Using this reduction we can solve ‘inhomogeneous’ martingale problems using results on time-homogeneous martingale problems.

**Martingale problems and weak solutions**

How is the martingale problem related to the concept of a weak solution?

The following lemmata allow to link the concepts of weak solution of (4.2.5) and a solution to the martingale problem. Consider the case when \( \alpha \) and \( \beta \) depend on the state, i.e. \( \alpha(t, w) - a(t, w(\ell)) \).

First of all, notice that the solution of a martingale problem is given by a family of measures \( \{P_{s,x}\} \) (as \( s \) and \( x \) varies). An approach explaining such a link is given by the following remark: there is an extension of the stochastic basis \((W^d, \mathcal{B}(W^d), \mathcal{N}_0, P_{s,x})\), on which the family of martingales \( M^i_t := x^i_t - x^i_0 - \int_0^t \beta^i(s, x_s) \, ds \) are given by a stochastic integral w.r.t a Wiener process \( \tilde{w}_t \) defined on this extended probability space.

First we have the technical lemma on measurability.

**Lemma 4.2.23.** Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})\) be a filtered probability space. Suppose \( \alpha : [0, T] \times \Omega \to S^d_+ \) is \( \mathcal{B}(\mathbb{R}) \otimes \mathcal{F} \) measurable and \( \mathcal{F}_t \)-adapted. Then \( \sqrt{\alpha} \in S^d_+ \) is also measurable and \( \mathcal{F}_t \)-adapted.

**Proof.** First consider the case \( \alpha \) is in diagonal form, the diagonal has non negative entries and without loss of generality (the other cases are treated similarly) suppose that it is given by \( \alpha = \text{diag}(\lambda_1, \ldots, \lambda_d) \) with \( \lambda_i > 0 \) for \( i = 1, 2, \ldots, d \) with \( l \leq d \), a simple computation (on each entry) yields

\[
\sqrt{\alpha_t} = e^{\frac{1}{2} \int_0^t \frac{1 - e^{-u}}{u^{3/2}} \, du}.
\]
Fubini theorem implies the required measurability properties in this case. In the case $a(s, \omega)$ is not a diagonal matrix, by the properties of positive semi-definite matrices, for each $(t, \omega) \in [0, \infty) \times \Omega$ there is a decomposition $a_t = Q_t \cdot D_t \cdot Q_t'$ with $Q_t$ is an orthogonal matrix and $D$ is a diagonal matrix

$$D = \begin{pmatrix}
\lambda_1 & 0 & \ldots & 0 \\
0 & \lambda_2 & \ldots & 0 \\
0 & 0 & \lambda_3 & \ldots \\
0 & 0 & 0 & \lambda_4 \\
0 & 0 & 0 & 0 & \lambda_5 \\
0 & 0 & \ldots & 0 & \ldots & 0 \\
0 & \ldots & \ldots & \ldots & \ldots & 0
\end{pmatrix}.$$  

Where $0_{d-l} \in \mathbb{R}^{(d-1) \times (d-l)}$ with all its entries equal to 0. In this case we can obtain a similar decomposition of $\sqrt{a_t}$ given by $\sqrt{a_t} = Q_t \cdot \sqrt{D_t} \cdot Q_t'$ satisfies the condition. Thus,

$$Q_t \sqrt{D_t} Q_t' = c \int_0^t I - Q_t \cdot e^{-D_t \cdot u} Q_t' du = c \int_0^t I - e^{-a_t \cdot u} du,$$

by properties of the exponential of the matrix and the fact that $Q_t$ is orthogonal.

Lemma 4.2.24. Let $(\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})$ be a filtered probability space whose filtration satisfies the usual conditions. Suppose $a_s(\omega)$ is a symmetric and positive definite matrix $\mathbb{P} - a.s.$ for every $s \geq 0$. Let $(\xi^i_s)_{s \geq 0}$ be a $d$-dimensional local martingale such that $\xi^i_t \cdot (\xi^i_s - \int_0^t a^i_j ds)$ is a local martingale for $i, j = 1, \ldots, n$, then there is a $d$-dimensional $\mathcal{F}_t-$Wiener process $\tilde{w}_s$ and an $\mathcal{F}_t-$adapted and measurable process $f_s$ such that

$$\xi_s = \xi_0 + \int_0^t f_s d\tilde{w}_s \quad \mathbb{P} - a.s.$$

Proof. As $a_s$ is symmetric and positive definite, $a_s$ is diagonalisable $(s, \omega) - a.e.$ The eigenvalues are given by the set $\{ \lambda \in \mathbb{R} : \text{det}(a(s, \omega) - \lambda I) = 0\} = \{ \lambda_1(s, \omega), \lambda_2(s, \omega), \ldots, \lambda_d(s, \omega)\}$ to see that the eigenvalues are measurable, one can consider the set-valued mapping $\Lambda : \mathbb{R}^d \times \Omega \to \mathbb{R}^d$, a theorem on the measurability of set-valued mappings states that it is enough to see that the graph of $\Lambda$ is jointly measurable,

$$\text{gph}(\Lambda) = \{(s, \omega, x) : \text{det}(a(s, \omega) - x 1_d) = 0\} \in \mathcal{B}(\mathbb{R}^d) \otimes \mathcal{F} \otimes \mathcal{B}(\mathbb{R}),$$

as the determinant function $\text{det}(\cdot)$ is continuous and $a(s, \omega)$ is $\mathcal{F} \otimes \mathcal{B}(\mathbb{R}^d)$-measurable our claim follows. The same argument shows that the eigenvalues $\lambda_1(t, \cdot), \ldots, \lambda_d(t, \cdot)$ are also $\mathcal{F}_t-$adapted. Similarly, the set $\{ v \in \mathbb{R}^d : a_s(\omega) v = \lambda_s \cdot v \}$ is also $\mathcal{F}_t-$adapted and $\mathcal{F} \otimes \mathcal{B}(\mathbb{R}^d)$-measurable. Hence, the orthogonal matrices $Q_t$ and $Q_t'$ in the decomposition of the symmetric matrix $a_t = Q_s D_s Q_s'$ are measurable and $\mathcal{F}_t-$adapted, where $D_s = \text{diag} \{ \lambda_1(s), \ldots, \lambda_d(s)\}$. The matrix $\sqrt{a_s}$ is invertible and its inverse is also measurable hence $\sqrt{D_s}$ is well defined and it is invertible. Then $(\sqrt{a_s})^{-1} = Q_s \sqrt{D_s^{-1}} Q'_s$ has the same measurability properties, as well.

\textsuperscript{6}See appendix C
Define
\[ f_s = \sqrt{\alpha_s}^{-1}, \quad I_{(\det(a_s) > 0)} + I_d \cdot I_{(\det(a_s) = 0)}, \quad (4.2.32) \]

where \( I_d \) is the identity matrix in \( \mathbb{R}^d \). Then \( \sqrt{\alpha_s} \cdot f_s = I_d I_{\det(a_s) \neq 0} l \times \mathbb{P} - a.e \) by assumption on \( a_s \), here \( l \times \mathbb{P} \) denotes the product measure, on \( \mathbb{R}^+ \times \Omega \), of the Lebesgue measure \( l \) (restricted to the Borel sets) and the probability measure \( \mathbb{P} \).

In this case \( \sqrt{\alpha_s} f_s - I_d l \times \mathbb{P} - a.e \), therefore, \( \sum_{k=1}^d \left( \sqrt{\alpha_s} f_s \right)^k \left( \sqrt{\alpha_s} f_s \right)^k = \delta_{ij} \) and
\[
\sum_{k=1}^d \int_0^t f_s f_s^j d\alpha_s^{kl} ds - \sum_{p=1}^d \int_0^t \left( f_s \sqrt{\alpha_s} \right)^p \left( f_s \sqrt{\alpha_s} \right)^p ds - t \delta_{ij} < \infty, \quad (4.2.33)
\]

as the matrices are symmetric, rearranging
\[
\int_0^t \text{tr} \left( \sqrt{\alpha_s} f_s \sqrt{\alpha_s} f_s^j \right) ds - \sum_{i=1}^d \int_0^t \left( \sqrt{\alpha_s} f_s^i \sqrt{\alpha_s} \right)^i ds - t \delta_{ij} < \infty.
\]

As (4.2.33) implies that \( f_s \in \mathcal{P}(\langle M \rangle) \), thus, the process \( f_s d\alpha_s \) is a \( (\mathcal{F}_t, \mathbb{P}) \) local martingale and
\[
\left\langle \left( \int_0^t f_s d\alpha_s \right)^{(i)}, \left( \int_0^t f_s d\alpha_s \right)^{(j)} \right\rangle_t - \sum_{k=1}^d \sum_{l=1}^d \int_0^t f_s^{ik} f_s^{jl} d\langle x, y \rangle_s = \delta_{ij} t.
\]

By Lévy’s theorem then \( \tilde{w}_t - \int_0^t f_s d\alpha_s \) is an \( d \)-dimensional Wiener process. Finally, by properties of the stochastic integrals
\[
\int_0^t \sqrt{\alpha_s} d\tilde{w}_s = \int_0^t \sqrt{\alpha_s} f_s d\alpha_s = \int_0^t \sqrt{\alpha_s} \left( \sqrt{\alpha_s}^{-1} \cdot I_{(\det(a_s) > 0)} + I_n \cdot I_{\det(a_s) = 0} \right) d\alpha_s = x_t - x_0, \quad (4.2.34)
\]

by the fact that, under our assumptions, \( I_{(\det(a_s) > 0)} = 1 \), \( l \times \mathbb{P} - a.e \). This proves the lemma. \( \square \)

One can see from the proof how crucial was the assumption \( I_{(\det(a_s) > 0)} = 1 \) \( \text{P} \) \( a.s. \) for all \( s \geq 0 \) in order to apply Lévy’s theorem.

It is possible to prove an analogous result in the case of a \emph{degenerate} diffusion, i.e., \( \det(a_s(\omega)) = 0 \), has positive \( l \times \mathbb{P} \)-measure, however an extension of the probability space is required if one aims to obtain a process whose quadratic variation is equal to \( \delta_{ij} t \).

For this purpose we introduce the concept of an extension of a filtered probability space

**Definition 4.2.25.** We say that the complete filtered probability space \( \left( \tilde{\Omega}, \tilde{\mathcal{F}}, \left\{ \tilde{\mathcal{F}}_t \right\}_{t \geq 0}, \tilde{\mathbb{P}} \right) \) is an extension of the filtered probability space \( (\Omega, \mathcal{F}, \left\{ \mathcal{F}_t \right\}_{t \geq 0}, \mathbb{P}) \) if \( (\tilde{\Omega}, \tilde{\mathcal{F}}, \left\{ \tilde{\mathcal{F}}_t \right\}_{t \geq 0}, \tilde{\mathbb{P}}) \) is another filtered probability space and

\[
\begin{align*}
&\bullet \quad \tilde{\Omega} = \Omega \times \Omega', \\
&\bullet \quad \tilde{\mathcal{F}} = \mathcal{F} \otimes \mathcal{F}',
\end{align*}
\]

\footnote{The class of measurable and \( \mathcal{F}_t \)-adapted processes \((X_t)_{t \geq 0}\) satisfying \( \tilde{\mathbb{P}} \left( \omega : \int_0^T X_t^2 d\langle M \rangle_t(\omega) < \infty \right) = 1 \) for all \( T > 0 \)
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• \( \tilde{F}_t = F_t \otimes \hat{F}_t \), and
• \( \tilde{\mathbb{P}} = P \times \hat{P} \).

On \( \tilde{\Omega} \) define the projections \( p : \tilde{\Omega} \rightarrow \Omega \) and \( p' : \tilde{\Omega} \rightarrow \Omega' \) by \( p(\tilde{\omega}) = \omega \) and \( p'(\tilde{\omega}) = \omega' \), for \( \tilde{\omega} = (\omega, \omega') \in \tilde{\Omega} \).

There is a more general concept of an extension of a filtered probability space, but we shall not use it throughout the proof. See Definition II.7.1 in [25].

On this extended stochastic basis, it is possible to define ‘extensions’ of the processes previously defined on either \((\Omega, F, \{F_t\}_{t \geq 0}, \mathbb{P})\) or \((\Omega', F', \{F'_t\}_{t \geq 0}, \mathbb{P}')\). Indeed, define \( \tilde{x} : \mathbb{R}_+ \times \tilde{\Omega} \rightarrow \mathbb{R}^d \) and \( \tilde{B} : \mathbb{R}_+ \times \tilde{\Omega} \rightarrow \mathbb{R}^d \) by

\[
\tilde{x}(t, \tilde{\omega}) := x(t, p\tilde{\omega}) \quad \text{and} \quad \tilde{B}(t, \tilde{\omega}) := B(t, p\tilde{\omega}).
\] (4.2.35)

This simply means \( \tilde{x}(t, \omega, \omega') = x(t, \omega) \) for all \( t \geq 0 \) and all \( \omega' \in \Omega' \), and \( \tilde{B}(t, (\omega, \omega')) = B(t, \omega') \) for all \( t \geq 0 \) and all \( \omega \in \Omega \). Similarly, we can extend the \( S^d_t \)-valued process \( a(s, \omega) \) to \( \tilde{a}(s, \tilde{\omega}) \), by defining \( \tilde{a}(s, \tilde{\omega}) := a(s, p\tilde{\omega}) \). The projections \( p \) and \( p' \) are measurable, for any \( B \in F_t \) we have \( p^{-1}(B) \in \tilde{F}_t \) as \( \{\tilde{\omega} : p(\tilde{\omega}) \in B\} = B \times \Omega' \).

Furthermore, we have the following identity between the conditional expectations of random variables defined on this extended probability space. Let \( \tilde{Z}(\tilde{\omega}) \in L^1(\tilde{\Omega}, \tilde{F}_t, \tilde{\mathbb{P}}) \) be a r.v. on \( (\tilde{\Omega}, \tilde{F}_t, \tilde{\mathbb{P}}) \) and such that \( \tilde{Z} \) is an extension of a r.v. \( Z(\omega) \) on \((\Omega, F, \mathbb{P})\) then

\[
\mathbb{E}\left[ \tilde{Z} \bigg| \tilde{F}_t \right](\tilde{\omega}) - \mathbb{E}[Z | F_t](p\tilde{\omega}).
\] (4.2.36)

The proof of this fact is a consequence of Fubini’s theorem, indeed, let \( A \times B \in \tilde{F}_t \otimes \hat{F}_t \) then

\[
\int_{A \times B} \mathbb{E}\left[ \tilde{Z} \bigg| \tilde{F}_t \right](\tilde{\omega}) d\tilde{\mathbb{P}}(\tilde{\omega}) - \int_{A} \int_{B} \mathbb{E}[Z | F_t](\omega) d\mathbb{P}(\omega) d\mathbb{P}'(\omega') -
\]

\[
\int_{A} \mathbb{E}[Z | F_t](\omega) d\mathbb{P}(\omega) - \int_{B} \mathbb{E}[Z | F_t](\omega) d\mathbb{P}'(\omega') - \int_{A} \mathbb{E}[Z | F_t](p\tilde{\omega}) d\tilde{\mathbb{P}}(\tilde{\omega}).
\] (4.2.37)

As the r.v. \( \mathbb{E}[Z | F_t](p\tilde{\omega}) \) is \( \tilde{F}_t \)-measurable (a composition of an \( \tilde{F}_t \)-measurable function and a projection), then (4.2.36) holds.

The identity in (4.2.36) also implies that given a martingale \( \{X_t\}_{t \geq 0} \) with respect to \((F_t, \mathbb{P})\) its extension given by \( \{\tilde{X}_t\}_{t \geq 0} \) is also a \( (\tilde{F}_t, \tilde{\mathbb{P}}) \) martingale. In particular, if \( M \in \mathcal{M}^2(F_t, \mathbb{P}) \) (a square integrable martingale) then the extended process \( \tilde{M} \in \mathcal{M}^2(\tilde{F}_t, \tilde{\mathbb{P}}) \) and hence one can also check that for \( M, N \in \mathcal{M}^2(\tilde{F}_t, \tilde{\mathbb{P}}) \) it follows that \( \langle M, N \rangle_t(p\tilde{\omega}) = \langle \tilde{M}, \tilde{N} \rangle_t(\tilde{\omega}) \) therefore, the spaces \( \mathcal{M}^2, \mathcal{M}^{2, c} \) and \( \mathcal{M}^2_{loc} \) are imbedded into the spaces \( \mathcal{M}^2(\tilde{F}_t, \tilde{\mathbb{P}}), \mathcal{M}^{2, c}(\tilde{F}_t, \tilde{\mathbb{P}}) \) and \( \mathcal{M}^2_{loc}(\tilde{F}_t, \tilde{\mathbb{P}}) \), respectively. Moreover, it is easy to verify that the identity (4.2.35) also implies
that the extension \( \{ \tilde{B}_t \}_{t \geq 0} \) is an \( \left( \tilde{F}_t, \tilde{\mathbb{P}} \right) \)-Wiener process.

Bearing in mind these facts a generalisation of Lemma 4.2.24

**Proposition 4.2.26.** Let \( (\Omega, \mathcal{F}, \{ \mathcal{F}_t \}_{t \geq 0}, \mathbb{P}) \) be a filtered probability space whose filtration satisfies the usual conditions. Let \( a : \Omega \times \mathbb{R}^+ \to S_d^2 \) be a positive semi-definite matrix, and let \( (\xi_t)_{t \geq 0} \) be a \( d \)-dimensional admissible local martingale with \( a^{ij}(s, \omega) \) satisfying (4.2.12). Denote by \( \sqrt{a_{s}} \) the square root of the matrix \( a_{s} \), in particular, \( \sqrt{a_{s}} \in \mathcal{A}^{d,d} \). Then there is an extension of the probability space, in the sense of Definition 4.2.25 denoted by \( \left( \tilde{\Omega}, \tilde{\mathcal{F}}, \{ \tilde{F}_t \}_{t \geq 0}, \tilde{\mathbb{P}} \right) \), an extension of the processes into this extended filtered probability space and a \( \tilde{\mathcal{F}}_t \)-Wiener process such that

\[
\tilde{\xi}_t(\tilde{\omega}) - \tilde{\xi}_0(\tilde{\omega}) = \int_0^t \sqrt{a_s}(\tilde{\omega}) \tilde{d}w_s(\tilde{\omega}) \quad \tilde{\mathbb{P}} \text{-a.s. for all } t \geq 0.
\]

(4.2.39)

**Proof.** Let \( (\Omega, \mathcal{F}, \{ \mathcal{F}_t \}_{t \geq 0}, \mathbb{P}) \) be a filtered probability space, whose filtration satisfies the usual conditions and such that there is an \( \mathcal{F}_t \)-Wiener process \( \{ B_t \}_{t \geq 0} \) on \( (\Omega, \mathcal{F}, \mathbb{P}) \). Define the extension of the probability space, \( \tilde{\Omega} = \Omega \times \tilde{\mathbb{F}}, \tilde{\mathcal{F}} = \mathcal{F} \otimes \mathcal{F}', \tilde{\mathcal{F}}_t = \mathcal{F}_t \otimes \mathcal{F}_t' \) and \( \tilde{\mathbb{P}} = \mathbb{P} \times \mathbb{P}' \). On \( \left( \tilde{\Omega}, \tilde{\mathcal{F}}, \{ \tilde{F}_t \}_{t \geq 0}, \tilde{\mathbb{P}} \right) \) we can define measurable 'extensions' of the stochastic processes \( \tilde{\xi}_s(\tilde{\omega}) := \xi_s(\omega), \tilde{a}_s(\tilde{\omega}) = a_s(\omega) \) i.e. all the processes previously defined on \( (\Omega, \mathcal{F}, \{ \mathcal{F}_t \}_{t \geq 0}, \mathbb{P}) \).

Consider the extensions of the processes \( a(\omega, \omega) \) and \( \xi(\omega, \omega) \) as explained after Definition 4.2.25.

On \( \left( \tilde{\Omega}, \tilde{\mathcal{F}}, \{ \tilde{F}_t \}_{t \geq 0}, \tilde{\mathbb{P}} \right) \) the following process

\[
f^+_s = \left( \sqrt{a_s} + \epsilon^2 \cdot I \right) (\tilde{a}_s + \epsilon I)^{-1}, \quad \text{and} \quad f_s = \lim_{\epsilon \to 0} f^+_s = \lim_{\epsilon \to 0} \left( \sqrt{a_s} + \epsilon^2 \cdot I \right) (\tilde{a}_s + \epsilon I)^{-1}.
\]

We claim that \( f_s \sqrt{a_{s}} \) is the orthogonal projection over the (random) subspace \( \text{Range} \left( \sqrt{a_{s}} \right) \).

As we can decompose \( \eta = a \in \mathbb{R}^d \) as a sum of \( \eta_0 \in \text{Range} \left( \sqrt{a_{s}} \right) \) and \( \eta_\perp \in \left[ \text{Range} \left( \sqrt{a_{s}} \right) \right]^{\perp} \), i.e. \( \eta = \text{Range} \left( \sqrt{a_{s}} \right), \eta_\perp \) we consider each of these cases. Suppose \( \eta \in \left[ \text{Range} \left( \sqrt{a_{s}} \right) \right]^{\perp} \) then \( f_s \tilde{a}_s \eta = 0 \). If \( \eta \in \text{Range} \left( \sqrt{a_{s}} \right) \), then there is a \( z \in \mathbb{R}^d \) with \( \eta = \sqrt{a_{s}} z \) and \( f_s \sqrt{a_{s}} \eta = f_s \sqrt{a_{s}} z \).

Define \( \pi_\epsilon = f^+_s \sqrt{a_{s}} \) then \( \pi_\epsilon \eta = \pi_\epsilon \sqrt{a_{s}} z = f^+_s \tilde{a}_s z = f^+_s (\tilde{a}_s + \epsilon I) z = f^+_s (\sqrt{a_{s}} + \epsilon^2 I) z = f^+_s z - \epsilon f^+_s z = \eta - \epsilon ((\epsilon I - f^+_s) z) \rightarrow \eta \). Thus \( \lim_{\epsilon \to 0} \pi_\epsilon = \pi_{a} \) where \( \pi_{a} \) is the orthogonal projection onto the \( \text{Range} \left( \sqrt{a_{s}} \right) \), i.e.

\[
\pi_{a} \sqrt{a_{s}} = \pi_{\text{Range} \left( \sqrt{a_{s}} \right)}.
\]

Define \( g_s = I - f_s \sqrt{a_s} - \pi_{\text{Range} \left( \sqrt{a_{s}} \right)} \).

As was pointed out, the measurability properties of \( a_s \) are preserved by \( \sqrt{a_{s}} \) and the same holds for the extension \( \sqrt{a_{s}} \). Following the proof in Lemma 4.2.24 if we define

\[
u'_t(\tilde{\omega}) := \int_0^t \bar{f}_s(\tilde{\omega}) d\tilde{\xi}_s,
\]

it follows that the process \( u'_t \) is a local martingale if the integrand is such that \( \int_0^t \tr \left( \bar{f}_s \tilde{a}_s \bar{f}_s^t (\tilde{\omega}) \right) ds < \infty \) \( \tilde{\mathbb{P}} \)-a.s., here \( \bar{f}_s \) is the transpose of the matrix valued process \( f_s \). But \( \bar{f}_s \tilde{a}_s \bar{f}_s^t = (f_s \sqrt{a_{s}}) (f_s \sqrt{a_{s}})^t = \pi_{\tilde{a}} \cdot \pi_{\tilde{a}} = \pi_{\tilde{a}} \) by properties of orthogonal projections.

\[
\int_0^t \sum_{k,l=1}^d \tilde{f}_s k \tilde{f}_s l ds \leq \int_0^t (\pi_{\tilde{a}})^{ij} ds < \infty,
\]

as for any orthogonal projections we have \( \| \pi_{\tilde{a}} \| \leq 1 \).
Then \( w_t' \) is a local martingale (each of its entries is a local martingale). And

\[
\left\langle (u')^i, (u')^j \right\rangle_t = \int_0^t (\pi_{a,s})^{ij} \, ds. \tag{4.2.41}
\]

Unlike the proof of Lemma 4.2.4, \( w_t' \) is not a Wiener process on \( \tilde{\Omega}, \tilde{\mathcal{F}}, \{\tilde{\mathcal{F}}_t\}_{t \geq 0}, \tilde{\mathbb{P}} \) as \( \text{Range} \left( \sqrt{a_s} \right) \) is a proper subspace, hence, \( \text{Range} \left( \sqrt{a_s} \right) \) will never be the identity matrix.

Define on \( \tilde{\Omega}, \tilde{\mathcal{F}}, \{\tilde{\mathcal{F}}_t\}_{t \geq 0}, \tilde{\mathbb{P}} \) the following process

\[
\tilde{w}_t(\omega) = w_t'(\omega) + \int_0^t \left( I - \tilde{f}_s \sqrt{a_s} \right) \, d\tilde{B}_s(\omega) \tag{4.2.42}
\]

\[
- \int_0^t f_s(\omega) \, d\tilde{\xi}_s + \int_0^t \left( I - \tilde{f}_s \sqrt{a_s}(\omega) \right) \, d\tilde{B}_s(\omega).
\]

One can check that for fixed \((s, \omega)\) and \( \int_0^t \left( I - \tilde{f}_s \sqrt{a_s} \right) \left( I - \tilde{f}_s \sqrt{a_s} \right)^{ij} \, ds < \infty \), for all \( i, j \leq d \) hence the second integral is a local martingale. The process \( \tilde{w} \) is a local martingale as it is the sum of two well-defined stochastic integrals on \( \tilde{\Omega}, \tilde{\mathcal{F}}, \{\tilde{\mathcal{F}}_t\}_{t \geq 0}, \tilde{\mathbb{P}} \). Moreover, it is square integrable

\[
\mathbb{E} \left\| \int_0^t f_s(\omega) \, d\tilde{\xi}_s \right\|^2 \leq 2 \cdot \mathbb{E} \left\| w_t(\omega) \right\|^2 + 2 \cdot \mathbb{E} \left\| \int_0^t \left( I - \tilde{f}_s \sqrt{a_s}(\pi) \right) \, d\tilde{B}_s(\eta \omega) \right\|^2.
\]

We write \( \tilde{B}_s(\eta \omega) \) as \( B_s(\omega') \), i.e. the process \( \tilde{B} \) is equal to \( B_s(\omega') \) for a given \( \omega - (\omega, \omega') \). Something similar can be said about \( \tilde{w}_t \).

It follows from previous computations (see 4.2.41) that the first stochastic integral in 4.2.42 is in fact a martingale and

\[
\mathbb{E} \left\| \int_0^t f_s(\omega) \, d\tilde{\xi}_s \right\|^2 = \mathbb{E} \left\langle \int_0^t \tilde{f}_s d\tilde{\xi}_s \right\rangle_t - \int_0^t \text{tr}(\pi_{a,s}) \, ds \leq \eta d < \infty,
\]

as orthogonal are such that \( \| \pi_{a,s} \| \leq 1 \) (here the bound is obtained when regarding \( \pi \) as an operator). Similarly, (as \( I - \pi_{a,s} \) is also an orthogonal projection)

\[
\mathbb{E} \left\| \int_0^t \left( I - \tilde{f}_s \sqrt{a_s} \right) \, d\tilde{B}_s \right\|^2 < \infty.
\]

Similar computations yield

\[
\left\langle \tilde{w}', \tilde{w}' \right\rangle_t(\omega) = \int_0^t (\pi_{a,s}\pi_{a,s}^*)^{ij} \, ds + \int_0^t (\left( I - \pi_{a,s} \right) (I - \pi_{a,s})^*)^{ij} \, ds - \delta^{ij} t. \tag{4.2.43}
\]

By Lévy’s theorem, \( \tilde{w}_s \) defined in 4.2.42 is an \( \tilde{\mathcal{F}}_t \)-Wiener process on the filtered probability space \( \tilde{\Omega}, \tilde{\mathcal{F}}, \{\tilde{\mathcal{F}}_t\}_{t \geq 0}, \tilde{\mathbb{P}} \).

We aim to represent \( \tilde{x} \), as an integral w.r.t. to \( \tilde{w}_s \) on \( \tilde{\Omega}, \tilde{\mathcal{F}}, \{\tilde{\mathcal{F}}_t\}_{t \geq 0}, \tilde{\mathbb{P}} \).

We can readily check that \( \sqrt{a_s} \, f_s - \pi_{\text{range} \left( \sqrt{a_s} \right)} \) (also denoted by \( \pi_{a,s} \)). The proof of this fact follows the steps of the previous verification for the process \( f_s \sqrt{a_s} \) (reduce to check for \( \eta \in \text{Range} \left( \sqrt{a_s} \right) \) and its orthogonal complement, so it is omitted).

\[
\int_0^t \sqrt{a_s} \, d\tilde{w}_s - \int_0^t \sqrt{a_s} \, f_s d\tilde{\xi}_s(\tilde{\omega}) + \int_0^t \sqrt{a_s} \left( I - \pi_{a,s} \right) d\tilde{B}_s(\tilde{\omega}), \tag{4.2.44}
\]

65
\[ \int_0^t \sqrt{a_s} d\tilde{w}_s - \int_0^t \sqrt{a_s} f_s(\omega) d\xi_s(\omega). \]  

(4.2.45)

As \( \sqrt{a_s} \pi_{a_s} - \sqrt{a_s} \) by definition of \( \pi_{a_s} \), and \( \sqrt{a_s}(I - \pi_{a_s}) = 0 \). It follows that

\[ \int_0^t \sqrt{a_s} f_s(\omega) d\xi_s(\omega) - \int_0^t \pi_{a_s} d\xi_s - \xi_s - \xi_0. \]  

(4.2.46)

The claim will be proved if we show that last equalities in (4.2.46) holds.

Notice that

\[ \left\langle (\pi_{a_s} \xi)^i, (\pi_{a_s} \xi)^j \right\rangle_t - \left\langle \sum_{k=1}^d \pi_{a_s} \xi^k, \sum_{l=1}^d \pi_{a_s} \xi^l \right\rangle_t \]  

(4.2.47)

\[ \sum_{k=1}^d \sum_{l=1}^d \pi_{a_s} \xi^k \xi^l, \sum_{k=1}^d \sum_{l=1}^d \pi_{a_s} \xi^k \xi^l ds = \int_0^t (\pi_{a_s} a_{a_s})^i ds - \int_0^t a_{a_s} ds, \]

since \( \pi_{a_s} a_{a_s} - \pi_{a_s} \sqrt{a_s} \pi_{a_s} - \sqrt{a_s} \pi_{a_s} - a_{a_s} \) again, by an analogous argument in the verification of the identity \( \hat{f}_s \sqrt{a_s} \) and the definition of the orthogonal projection. Thus,

\[ \left\langle (\pi_{a_s} \xi)^i, (\pi_{a_s} \xi)^j \right\rangle_t - \int_0^t a_{a_s} ds. \]  

(4.2.48)

Similarly one can check the following,

\[ \left\langle \xi^i - \xi_0 - \left( \int_0^t \pi_{a_s} a_{a_s} ds \right)^i, \xi^j - \xi_0 - \left( \int_0^t \pi_{a_s} a_{a_s} ds \right)^j \right\rangle_t - \left\langle \left( \int_0^t (I - \pi_{a_s}) a_{a_s} \right)^i, \left( \int_0^t (I - \pi_{a_s}) \right)^j d\xi_s \right\rangle_t, \]

by properties of the quadratic variation we have

\[ \left\langle \left( \int_0^t (I - \pi_{a_s}) a_{a_s} \right)^i, \left( \int_0^t (I - \pi_{a_s}) \right)^j d\xi_s \right\rangle_t - \int_0^t \left( \pi_{\text{Range}(a_s)} a_{a_s} \right)^i ds = 0. \]

From this it follows that \( \xi_t = \xi_0 = \int_0^t \pi_{a_s} d\xi_s - \int_0^t f_s d\tilde{w}_s. \)

And the theorem is proved.

The next proposition settles up many facts concerning measurability, and states a decomposition of the matrix \( a_s \). For a proof of this lemma please refer to [52].

**Proposition 4.2.27.** Let \( a \) be an element of \( S^d_{+} \), if \( \pi \) is the orthogonal projection into the subspace \( \text{Range}(a) \subset \mathbb{R}^d \) then there is a matrix \( \tilde{a} \in S^d_{+} \) such that \( \tilde{a}a = \pi \) and \( \tilde{a}a - a \tilde{a} \) moreover

\[ \pi = \lim_{\epsilon \to 0} (a + \epsilon I)^{-1} a \]  

and \( \tilde{a}a = \lim_{\epsilon \to 0} (a + \epsilon I)^{-1} \pi. \)

Suppose \( \sigma \in \mathbb{R}^{d \times m} \) and such that \( \sigma \cdot \sigma' = a \). Let \( \pi_{\sigma} \) denote the orthogonal projection into \( \text{Range}(\sigma') \subset \mathbb{R}^d \) then \( \text{Range}(a) = \text{Range}(\sigma) \) and \( \sigma' \cdot \tilde{a} \sigma = \pi_{\sigma} \).

**Remark 4.2.28.** Again, \( \tilde{a} \) resembles the inverse of \( a \). The approximation can be done in different ways. For instance, one can see that \( \tilde{a}a = \lim_{\epsilon \to 0} (a + \epsilon I)^{-1} a \) and \( \tilde{a}a - a \tilde{a} \) by the above-mentioned decomposition of \( \mathbb{R}^d \) in orthogonal subspaces one can readily check that \( \lim_{\epsilon \to 0} \tilde{a}a - a = \pi - \lim_{\epsilon \to 0} \tilde{a}a. \)
Using Proposition 4.2.27 and a similar argument as in Theorem 4.2.24 we prove the following theorem.

**Theorem 4.2.29.** Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\) be a filtered probability space whose filtration satisfies the usual conditions, let \(\{\xi_t\}_{t \geq 0}\) be a stochastic process as in Proposition 4.2.26. Let \(a : [0, \infty) \times \mathbb{R}^d \to \mathbb{S}^+_{\text{loc}}\) and \(b : [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^d\) be bounded measurable functions, suppose

\[
\xi_t - \xi_0 - \int_0^t b(s, \xi_s) \, ds \in \mathcal{M}_{\text{loc}}(\mathcal{F}_t, \mathbb{P}),
\]

such that

\[
\left(\xi_t - \xi_0 - \int_0^t b(s, \xi_s) \, ds\right)^i \cdot \left(\xi_t - \xi_0 - \int_0^t b(s, \xi_s) \, ds\right)^j - \int_0^t a^{ij}(s, \xi_s) \, ds,
\]

is a local martingale for each \(i, j = 1, \ldots, d\), in other words, \(m_t = \xi_t - \xi_0 - \int_0^t b(s, \xi_s) \, ds\) is an admissible local martingale. Let \(\sigma : [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^{d \times m}\) with \(a = \sigma \cdot \sigma'\) then there is an extension of the filtered probability space \(\left(\hat{\Omega}, \hat{\mathcal{F}}, \{\hat{\mathcal{F}}_t\}_{t \geq 0}, \hat{\mathbb{P}}\right)\) and a \(\hat{\mathcal{F}}_t-\) Wiener process \(\hat{\omega}_t\) such that

\[
\hat{\xi}_t - \hat{\xi}_0 + \int_0^t b(s, \hat{\xi}_s) \, ds + \int_0^t \sigma(s, \hat{\xi}_s) \, d\hat{\omega}_s \, \mathbb{P} - \text{a.s.}
\]

i.e. \(\left(\hat{\Omega}, \hat{\mathcal{F}}, \{\hat{\mathcal{F}}_t\}_{t \geq 0}, \hat{\mathbb{P}}, \{\hat{\xi}_t\}_{t \geq 0}, \{\hat{\omega}_t\}_{t \geq 0}\right)\) is a weak solution and the law of \(\xi\) is given by \(\hat{\mathbb{P}} \circ \varphi^{-1}_\xi(\cdot)\).

These results allow to prove the equivalence of the solution a stochastic differential equation and the solution to the martingale problem.

**Theorem 4.2.30.** Let \((\mathcal{W}^d, \mathcal{N}, \{\mathcal{N}_t\}_{t \geq 0}, \mathbb{P})\) be the canonical space and \(\mathcal{N} = \mathcal{B}(\mathcal{W}^d)\). Suppose \(\mathcal{N}_t = \sigma(\alpha_s, s \leq t)\), and \(P_0\) is a solution to the martingale problem \((0, \mu, \mathcal{L}_t)\), then there is an extension of the previous ‘stochastic basis’ \(\left(\hat{\Omega}, \hat{\mathcal{F}}, \{\hat{\mathcal{F}}_t\}_{t \geq 0}, \hat{\mathbb{P}}\right)\), an \(\mathcal{F}_t-\) Wiener process, \(\hat{\omega}\), and an \(\hat{\mathcal{F}}_t-\) adapted, measurable stochastic process \(\hat{x}_t\) on the extended probability space such that

\[
dx_t = b(t, x_t) \, dt + \sigma(t, x_t) \, dw_t,
\]

\(x(0) \sim \mu\).

holds for \((\hat{\omega}_t, \hat{x}_t)_{t \geq 0}\).

Conversely, suppose \(\mu\) is a Borel measure on \(\mathcal{B}(\mathcal{W}^d)\) with \(\mathbb{P}(X_0 \in \cdot) = \mu(\cdot)\), and \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}, x, w)\) is a weak solution of (4.2.51) with \(X(0) \sim \mu\) i.e. the initial condition \(X(0)\) has law \(\mu\). Then the law of the process \(X, \mathbb{Q} = \mathbb{P} \circ X^{-1}\) is a solution to the martingale problem \((0, \mu, \mathcal{L}_t)\).

**Proof.** Suppose \(P_0\) is the solution of the martingale problem and denote by \(x_t\) the canonical process on \((\mathcal{W}^d, \mathcal{N}, \{\mathcal{N}_t\}_{t \geq 0}, P_0)\), define

\[
M_t^y = \left\langle y, x_t - x_0 - \int_0^t b(u, x_u) \, du \right\rangle,
\]

by Proposition 4.2.26 \(M_t^y\) is a \((\mathcal{N}_t, P_0)\) local martingale and \(\left\langle M^y_t\right\rangle_t = \int_0^t \langle y, a(s, x_s) y \rangle \, ds\) for all \(t \geq 0\). By the last proposition, there is an extension \(\left(\hat{\Omega}, \hat{\mathcal{F}}, \{\hat{\mathcal{F}}_t\}_{t \geq 0}, \hat{\mathbb{P}}\right)\) (possibly trivial, if
Corollary 4.2.31. There is uniqueness in law for the equation

\[ dX_t = b(t, X_t) \, dt + \sigma(t, X_t) \, dW_t, \]

\( \alpha_s \) is non-singular \( \lambda \times \mathbb{P} \) \( - \) a.e.) and a \( \hat{F}_t \) \( - d \)-dimensional Wiener process \( \hat{w}_t \) such that

\[ \hat{M}_t (\omega) := \int_0^t \sigma (s, \hat{x}_s (\omega)) \, d\hat{w}_s (\omega). \]

In other words, there is a filtered probability space \( (\hat{\Omega}, \hat{\mathcal{F}}, \{ \hat{\mathcal{F}}_t \}_{t \geq 0}, \hat{\mathbb{P})} \) and stochastic processes \((\hat{x}, \hat{w})\) (adapted and measurable) such that

\[ \hat{x}_t = \hat{x}_0 - \int_0^t b (u, \hat{x}_u) \, du + \int_0^t \sigma (u, \hat{x}_u) \, d\hat{w}_u, \quad \hat{w} - \text{a.s.} \]

Now suppose that there is a stochastic basis \( (\Omega, \mathcal{F}, \{ \mathcal{F}_t \}_{t \geq 0}, \mathbb{P}) \) and stochastic processes \((X_t, \hat{W}_t)\) such that \( \text{(4.2.51)} \) holds and \( \hat{W}_t \) is an \( \hat{F}_t \)-Wiener process. If \( f \in C_0^\infty (\mathbb{R}^d; \mathbb{R}) \), let \( 0 \leq s < t \) Itô’s formula yields

\[ f(X_t) - f(X_s) = \int_s^t L_u f (X_u) \, du + \int_s^t \nabla f (X_u) \, \sigma (u, X_u) \, dW_u. \]

(4.2.52)

Thus, the process \( C_t^{s, f} = f(X_t) - f(X_s) - \int_s^t L_u f (X_u) \, du \) is an \( \mathcal{F}_t \)-martingale. Denoting by \( \{ x_t \}_{t \geq 0} \) the canonical process on \( (\mathbb{R}^d, \mathcal{N}, \mathbb{P} \circ (\varphi_X)) \), we claim that the martingale property holds as well for the process \( C_t^{s, f} \) defined on the canonical space, that is, we claim that \( f (x_t (\omega')) - f (x_s (\omega')) - \int_s^t L_u f (x_u (\omega')) \, du \) is an \( \mathcal{N}_t (\mathbb{P} \circ (\varphi_X)^{-1}) \)-martingale. Indeed, if \( A \in \mathcal{N}_s \) without loss of generality we can assume \( A = x^{-1}_s (B) \) with \( B \in \mathcal{B} (\mathbb{R}^d) \) and \( r \leq s \) then we aim to compute

\[ \int_A f (x_t (\omega')) - f (x_s (\omega)) - \int_s^t L_u f (x_u (\omega')) \, du \, d\mathbb{P} \circ \varphi_X (\omega') = (4.2.53) \]

\[ - \int_{\varphi^{-1} (A)} f (x_t (\varphi_X (\omega))) - f (x_s (\varphi_X (\omega))) - \int_s^t L_u f (x_u (\varphi_X (\omega))) \, du \, d\mathbb{P} (\omega), (4.2.54) \]

notice that the set \( \varphi_X^{-1} (A) \) is \( \mathcal{F}_t \)-measurable, in fact

\[ \varphi_X^{-1} (A) = (x_r \circ \varphi_X)^{-1} (B) = \{ \omega : X_r (\omega) \in B \} \in \mathcal{F}_t. \]

On the other hand, \( f (x_u (\varphi_X (\omega))) - f (X_u (\omega)) \), thus \( \text{(4.2.54)} \) is equal to

\[ \int_{\varphi^{-1} (A)} f (X_t (\omega)) - f (X_s (\omega)) - \int_s^t L_u f (X_u (\omega)) \, du \, d\mathbb{P} (\omega) = 0. \]

As \( C_t^{s, f} \) is a \( \mathcal{F}_t \)-martingale. Moreover, \( \mathbb{P} (X_0 \in B) - \mu (B) - (\mathbb{P} \circ \varphi_X^{-1}) (x_0 \in B) - \mu (B). \), thus, \( \mathbb{P} - \mathbb{P} \circ \varphi_X^{-1} \) is a solution to the martingale problem \( (0, \mu, \mathcal{L}_t) \). And the theorem is proved. \( \Box \)

Corollary 4.2.31. There is uniqueness in law for the equation

\[ dX_t = b(t, X_t) \, dt + \sigma(t, X_t) \, dW_t, \]
with \( X_0 \sim \mu \) if and only if the martingale problem \((0, \mu, \mathcal{L}_0)\) has a unique solution.

The following theorem ensure the existence and uniqueness of a weak solution for SDEs, it was proved by D. Stroock and S.R.S. Varadhan.

**Theorem 4.2.32.** Suppose \( b : \mathbb{R}^d \to \mathbb{R}^d \) and \( a : \mathbb{R}^d \to \mathbb{R}^d \) are bounded and continuous, further, assume \( a(x) = \sigma(x) \cdot \sigma(x)' \) with \( \sigma : \mathbb{R}^d \to \mathbb{R}^{d \times r} \) is continuous and \( a \) is uniformly elliptic, i.e. there is a constant \( C > 0 \) such that, for any \( z \in \mathbb{R}^d \)

\[
\sum_{i,j=1}^{d} a^{ij}(t,x)z_i z_j \geq C|z|^2,
\]

Then the martingale problem \((s, x, \mathcal{L}_t)\) has a unique solution.

Applying the transformation of the coefficients in (4.2.6) and (4.2.7), allows us to apply Theorem 4.2.32 resulting in the following theorem

**Theorem 4.2.33.** Let \( b : [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^d \) and \( \sigma : [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^{d \times m} \) be continuous, bounded functions, suppose further that \( a = \sigma \cdot \sigma' \) is uniformly elliptic, then the martingale problem has a unique solution for any \((s, x, \mathcal{L}_t)\).

For proofs of these important theorems we refer the reader to [34] and [25].

### 2.4 Further conditions to prove tightness

In this section we adapt a general result on tightness of laws of continuous semimartingales, as an alternative to Proposition 4.2.6. While estimates of moments are very useful, the coefficients of (4.2.5) may not have a linear growth condition or boundedness that would enable us to obtain estimates such as in (4.2.4). The following results provide an alternative to Proposition 4.2.6. While estimates of moments are very useful, the coefficients

\[
\sum_{i,j=1}^{d} a^{ij}(t,x)z_i z_j \geq C|z|^2,
\]

On each filtered probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}) \), the following theorem ensures the existence and uniqueness of a weak solution for SDEs, it was proved by D. Stroock and S.R.S. Varadhan.

#### Assumption 4.2.1

Let \( b^n(x,w) \) be a sequence of \( \mathbb{R}^d \)-valued and \( a^n(x,w) \) be a sequence \( S^d_+ \)-valued for each \( n \), i.e. \( b^n : \mathbb{R}^d \times \mathcal{W} \to \mathbb{R}^d \) and \( a^n : \mathbb{R}^d \times \mathcal{W} \to S^d_+ \).

- **a** The functions \( b^n : [0, \infty) \times \mathcal{W} \to \mathbb{R}^d \) are locally integrable and \( B(\mathbb{R}^d) \otimes \mathcal{N} \)-measurable and \( \mathcal{N}_t \)-progressively measurable.

- **b** For every \( n \), the function \( a^n : [0, \infty) \times \mathcal{W} \to S^d_+ \) is bounded and \( B(\mathbb{R}^d) \otimes \mathcal{N} \)-measurable and \( \mathcal{N}_t \)-progressively measurable.

Let \( a^n(\omega) := \int_0^t a^n(s,x^n(\omega)) \, ds \).

Let us denote by \( \mathcal{A} = \mathbb{R}^d \times S^d_+ \), with the topology induced by the norm

\[
\| (b,a) \|^2 - \sum_{i=1}^{n} b_i^2 + \sum_{i,j=1}^{m} a_{ij}^2 - \| b \|^2 + tr(a \cdot d).
\]

#### Assumption 4.2.2

Suppose that for each \( r \in \mathbb{R}_+ \), there is a locally integrable function \( L : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) such that
I The function \( L(r,t) \) is increasing in \( r \) (i.e. in the first variable) and

\[
tr(a^n(t,y)) + |b^n(t,y)| \leq L(r,t), \tag{4.2.55}
\]

whenever \( \sup_{t \leq s} |y| \leq r \).

II For all \( t \in \mathbb{R}_+, y \in \mathcal{W}^d \)

\[
tr(a^n(t,y)) + |b^n(t,y)| \leq L(r,t),
\]

whenever \( \sup_{s \leq t} |y| \leq r \).

Under these assumptions we have the following lemma.

**Lemma 4.2.34.** Suppose Assumption 4.2.1 and 4.2.2 are in force and let \( \tau^n_r \) be \( \mathcal{F}^n_t \)-stopping times for each \( n = 1, 2, \ldots \) and for each \( r > 0 \). Let \( \alpha(r) \) be a real-valued finite function on \((0, \infty)\) such that

1. For all \( n \) and \( r > 0 \) we have

\[
\| x^n_r \| \leq \alpha(r) \text{ if } 0 \leq t < \tau^n_r. \tag{4.2.56}
\]

2. For all \( T > 0 \)

\[
\lim_{r \to \infty} \lim_{n \to \infty} P^n(\tau^n_r \leq T) = 0. \tag{4.2.57}
\]

Then the sequence of laws of \( X^n \), denoted by \( \mathbb{Q}^n \) is weakly relatively compact.

Define the following family of stopping times.

**Definition 4.2.35.** The class of stopping times \( \mathcal{T}^n_N \) is given by

\[
\mathcal{T}^n_N = \{ \tau : \Omega \to \mathbb{R}_+ : \tau \text{ is a finite } \mathcal{F}^n_t \text{- stopping time and } \tau \geq N \mathbb{P} - \text{ a.s.} \} . \tag{4.2.58}
\]

The following is an important characterisation of tightness of laws.

**Proposition 4.2.36.** Suppose the following condition holds.

- For any \( \epsilon > 0 \) and \( M > 0 \)

\[
\lim_{\delta \to 0} \lim_{n \to \infty} \sup_{\tau \in \mathcal{T}^n_N} P^n \left( \sup_{s \leq \delta} |X^n_{\tau+s} - X^n_s| > \epsilon \right) = 0, \tag{4.2.59}
\]

- For any \( M > 0, \delta > 0, N > 0 \) there is an integer \( n_0(N, \delta, M) \) such that for all \( n \geq n_0(N, \delta, M) \),

\[
P^n \left( \sup_{s \leq N} |X^n_s| > M \right) < \delta. \tag{4.2.60}
\]

Then the set of laws of \( \{ X^n \}_{n \geq 1} \) is tight.

The conditions in Proposition 4.2.36 were proposed in [1] and are sometimes referred as the Aldous conditions, (4.2.59) and tightness of the laws of \( \sup_{t \leq T} |X^n_t| \) in \( \mathbb{R} \), imply tightness of the laws of \( X^n \).

**Remark 4.2.37.** The conditions of Lemma 4.2.34 are equivalent to the following requirement: For any \( T > 0 \) the sequence of distributions of \( \sup_{t \leq T} |X^n_t| \) is tight i.e.

\[
\lim_{r \to \infty} \lim_{n \to \infty} P^n \left( \sup_{t \leq T} |X^n_t| \geq r \right) = 0, \tag{4.2.61}
\]

take \( \tau^n_r = \inf \{ t : |X^n_t| > r \} \), it follows that \( \tau^n_r \) are \( \mathcal{F}^X_t \)-stopping times and moreover, \( \alpha(r) = r \).
Assumption 4.2.3.  • For each $n$ there exists a non-negative $\mathcal{F}_t^n$-predictable function $L_n(t)$ such that
\[ \langle b^n(t, X^n_t), X^n_t \rangle + tr (a^n(t, X^n_t)) \leq L_n(t) (1 + \|X^n_t\|^2), \tag{4.2.62} \]
for almost all $(\omega, t)$. Furthermore

• For any $T \in [0, \infty)$
\[ \lim_{c \to \infty} \lim_{n \to \infty} \mathbb{P}^n \left( \int_0^T L_n(t) \, dt > c \right) = 0. \tag{4.2.63} \]

The result of interest in this section is the following theorem, the aim of studying this result is to have an alternative condition to (4.2.4) in Proposition 4.2.6 verifiable and that replaces boundedness or a linear growth condition (in diffusion models) to obtain tightness of laws.

Theorem 4.2.38. Let $X^n_t$ be $\mathcal{F}_t^n$-continuous semimartingales such that,

• $\lim_{N \to \infty} \lim_{n \to \infty} \mathbb{P}^n (|X^n_0| \geq N) = 0$,

• Assumptions 4.2.1, 4.2.2 and 4.2.3 are in force.

Then the sequence of laws of $X^n_t$ is weakly relatively compact.

Furthermore, let $n$ be any integer, and $f^n : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}^k$ be Borel measurable and for all $(t, x)$ and $n \geq 1$
\[ |f^n(t, x)| \leq L(|x|, t). \tag{4.2.64} \]

Define
\[ Y^n_t = \int_0^t f^n(s, X^n_s) \, ds, \]
then the sequence of joint laws of $(X^n_t, Y^n_t)$ is tight.
Chapter 5

A SUPERMARTINGALE CHARACTERIZATION OF SETS OF SEMIMARTINGALE LAWS

1 Introduction

In this chapter we introduce an important characterization of weak limits of laws for a class of Itô processes. We introduce relevant concepts in the first section, then some important assumptions and preliminary properties related to such a characterization are presented, in the third section we describe the main result and an important consequence, namely compactness of laws for a class of Itô processes. Lastly, we discuss briefly some of the ideas behind the proofs. This chapter is a detailed account of the relevant results proved by Krylov N.V. in [32], some estimates and computations are part of our work. The results in [43] and in chapter 6 are consequences of the main results in [32], hence we deem sensible to explain the main theorems of [32] in this chapter.

The idea of approximating processes through diffusions is widely used in engineering applications, in some problems (in communications and queues, for instance) it is preferred to have a tractable problem by means of a diffusion or a Markov chain model, obtain an answer to the problem under some assumptions and then prove that under these conditions the system behaves asymptotically in this way. While in our work we do not follow this rationale, we deem worthy to recall that the theory presented is relevant in other areas and applications. In our case, as shown before in chapter 3, simple estimates yield probabilistic properties of the processes whereby we can prove existence of ‘optimal’ laws.

Let $d$ be an integer, consider two measurable and adapted processes on a filtered probability space, $b_t(\omega)$ is an $\mathbb{R}^d$-valued process and $a_t(\omega)$ taking values in the set of non-negative symmetric matrices $d \times d$. Under some conditions, these two processes characterise a law on $B(W^d)$ by means of the corresponding martingale problem $(x,0,\mathcal{L})$, recall that $a, b$ define the differential operator (4.2.9). Unlike the case of working with processes that are strong solutions of Itô equations (4.2.5), our assumptions does not depend on specific properties of the coeffi-
cients (i.e. Lipschitz and linear growth) but rather, they depend on properties of the set on which the mapping \((a, b) : [0, \infty) \times \Omega \to \mathbb{R}^d \times \mathbb{R}^{r \times r}\) takes values. We shall be more precise in the next sections.

2 Definitions and set-up

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space and \(\{\mathcal{F}_t\}_{t \geq 0}\) be a filtration such that \(\mathcal{F}_0\) is complete, \(\{\mathcal{F}_t\}_{t \geq 0}\) is right continuous and \(\mathcal{F}_t \subset \mathcal{F}\), for all \(t\).

Let \(d \geq 1\) be an integer and \(\mathcal{A} := S^d_t \times \mathbb{R}^d\), if it is suitable, we may identify this set as a subset of \(\mathbb{R}^{d_1}\) with \(d_1 = d^2 + d\). Thus, we may identify an element of \(\mathcal{A}\) as a \(d_1\)-dimensional vector.

For \((a, b) \in \mathbb{R}^{d_1}\), we define \(\|(a, b)\|\) as the \(d_1\)-dimensional euclidean norm. Obviously, such a norm also coincides with the induced norm by the inner product \(\langle \cdot, \cdot \rangle : \left(\mathbb{R}^{d_1} \times \mathbb{R}^d\right) \times \left(\mathbb{R}^{d_1} \times \mathbb{R}^d\right) \to \mathbb{R}\)

\[
\langle (a, b), (\alpha, \beta) \rangle = tr(\alpha a^*) + b \cdot \beta - \sum_{i,j=1}^d a_{ij} \alpha_{ij} + \sum_{k=1}^d b_k \beta_k.
\]

Thus, the norm \(\|(a, b)\|\) is equal to

\[
\| (a, b) \|^2 = tr(aa^*) + \|b\|^2.
\] (5.2.1)

For each \((t, \omega) \in [0, \infty) \times \Omega\) we consider a class of bounded, closed and convex subsets \(A_t(\omega) \subset \mathcal{A}\), (its bound, in general, will depend on \((\omega, t)\)). As mentioned before, instead of imposing properties on the coefficients \((a, b)\) we shall impose conditions on the class of ‘admissible’ subsets \(A_t(\omega)\). To each \((t, \omega)\), we define \(\|A_t(\omega)\|\) as

\[
\|A_t(\omega)\| := \max \{\|(a, b)\| : (a, b) \in A_t(\omega)\}.
\] (5.2.2)

We also define the support function of the convex set \(A_t\), for each \((u, v) \in \mathbb{R}^{d \times d} \times \mathbb{R}^d\)

\[
F_t(u, v)(\omega) := \max_{(a, b) \in A_t(\omega)} \left\{ tr(au^*) + \langle b, v \rangle \right\},
\]

here \(u^*\) denotes the transpose of \(u\). By the properties of the subsets \(A_t(\omega)\), the (random) function \(F_t(u, v)\) is finite and Lipschitz continuous in \((u, v)\). And obviously \(F_t(0, 0) = 0\). One can check that

\[
\|F_t(f, g) - F_t(u, v)\| \leq \|A_t\| \|(f - u, g - v)\|,
\] (5.2.3)

this follows by the elementary inequality

\[
\left| \sup_{x \in A} H(x) - \sup_{x \in A} G(x) \right| \leq \sup_{x \in A} \left| H(x) - G(x) \right|,
\]

and taking \(H(a, b) := tr(au^* + \langle b, v \rangle)\) and \(G(a, b) := tr(af^* + \langle b, g \rangle)\) \((G\) and \(H\) depend on \((u, v)\) and \((f, g)\) respectively). Here \(G, H : \mathbb{R}^{d_1} \to \mathbb{R}\) are linear functionals and one can easily check

\[
|tr(au^*) + \langle b, v \rangle| \leq \|A_t\| \|(u, v)\|,
\] (5.2.4)
indeed, this is a consequence of Cauchy-Schwarz inequality for $tr(\cdot)$ and $|\cdot|
$

$$
|tr(au)| \leq tr(ad')^{1/2} tr(uu')^{1/2} \quad \text{and} \quad |\langle b,v\rangle| \leq |b||v|,
$$

and applying the definition of the norm $\|A_t\|$

$$
|tr(au') + \langle b,v\rangle| \leq \|(a,b)\| \|(u,v)\| \leq \|A_t(\omega)\| \|\,(u,v)\|.
$$

Notice that actually

$$
\|A_t\| = \max_{\|u,v\| \leq 1} F_t(u,v) \quad (5.2.5)
$$

Indeed, by (5.2.4)

$$
F_t(u,v) \leq \|A_t\| \|(u,v)\|,
$$
on the other hand, choosing $u_{i,j}^* = \frac{a_{i,j}}{\|(a,b)\|}$ and $v_i^* = \frac{b_i}{\|(a,b)\|}$ yields

$$
F_t(u^*,v^*) \geq \sum_{i,j=1}^{d} a_{i,j} \left( \frac{a_{i,j}}{\|(a,b)\|} \right) + \sum_{k=1}^{d} b_k \left( \frac{b_k}{\|(a,b)\|} \right) - \|(a,b)\|,
$$
and $\|(u,v)\| = 1$. Thus, $\max_{\|u,v\| \leq 1} F_t(u,v) \geq \|A_t\|$.

The equality in (5.2.5) implies that the mapping $(t,\omega) \mapsto \|A_t(\omega)\|$ is measurable if $F_t(u,v)$ is measurable (by taking the “sup” over a countable, dense subset of the unit ball in $\mathbb{R}^d$). In other words, the requirement of having $F_t$ an $\mathcal{F}_t-$adapted and measurable stochastic process implies the same properties for $\|A_t(\omega)\|$, this motivates the following definition.

**Definition 5.2.1.** We say that the set-valued function $A_t$ is appropriately measurable if $\|A_t(\omega)\|$ is $\mathcal{F}_t$-measurable and $\mathcal{F}_t-$adapted.

We shall make the following assumptions

**Assumption 5.2.1.** 1) The set-valued mapping $t,\omega) \mapsto A_t(\omega)$ is appropriately measurable in the sense of definition 5.2.1.

2) The set-valued mapping $A_t$ is bounded and its ‘norm’ $\|A_t(\omega)\|$ is locally integrable $\mathbb{P}-$a.s. that is

$$
\int_0^T \|A_t(\omega)\| \, dt < \infty, \quad \mathbb{P}- \text{ a.s.} \quad (5.2.6)
$$

There is an alternative way to characterise the notion of ‘appropriately measurable’ in Definition 5.2.1 this lemma and its proof can be found in [32].

**Lemma 5.2.2.** Let $(Z,\mathcal{Z})$ be a measurable space and for each $z \in Z$, let $A(z)$ be a non-empty closed, bounded convex set in $\mathbb{R}^d$ define

$$
F(z,u) := \max_{\gamma \in A(z)} \langle \gamma, u \rangle, \quad u \in \mathbb{R}^d, \quad (5.2.7)
$$

let $d(z,a)$ be the distance of $A(z)$ to a point $a \in \mathbb{R}^d$. Then $A(z)$ is $\mathcal{Z}-$measurable (in the sense that $F(z,u)$ is $\mathcal{Z}-$measurable for each $u \in \mathbb{R}^d$) if and only if $d(z,a)$ is $\mathcal{Z}-$measurable for any $a \in \mathbb{R}^d$.

The condition referred in Lemma 5.2.2 seems a natural geometric condition, the family of sets $A_t$ cannot exhibit any ‘pathology’.
Remark 5.2.3. The support function $F_t$ has the following properties

a) $F_t$ is convex in $\mathbb{R}^d$.

b) $F_t$ is positively homogeneous of degree 1 w.r.t. $(u,v) \in \mathbb{R}^d$.

c) For any $(u,v) \in \mathbb{R}^d$, $\lambda \in \mathbb{R}^d$

$$F_t \left( \frac{1}{2} (u + u^*, v) \right) = F_t (u,v) \quad F_t \left( u + \lambda \cdot \lambda^*, v \right) \geq F_t (u,v).$$

Properties a) and b) in Remark 5.2.3 are straightforward as $F_t$ is the suprema of a family of linear functionals, as $A_t$ is bounded, previous estimations yield that $F_t$ is finite for all $(u,v) \in \mathbb{R}^d$. The property described in c) is also a simple consequence, indeed

$$F_t (u + u^*, v) - \max_{(a,b)} \left\{ \frac{1}{2} \sum_{i,j=1}^d (u_{ij} + u_{ji}) a_{ij} + \sum_{i=1}^d b_i v_i \right\} - \max_{(a,b)} \left\{ \frac{1}{2} \left( \text{tr} \left( a \cdot u^* \right) + \text{tr} \left( u \cdot a^* \right) \right) + \left< b, v \right> \right\},$$

As $\text{tr} (B) - \text{tr} (B^*)$ and $a$ is symmetric. Similarly, as $a$ is non-negative definite.

$$F_t (u + \lambda \cdot \lambda^*, v) = \max_{(a,b) \in A_t (\omega)} \left\{ \sum_{i,j=1}^d (u_{ij} + \lambda_i \lambda_j) a_{ij} + \sum_{i=1}^d v_i b_i \right\} \geq \max_{(a,b) \in A_t (\omega)} \left\{ \sum_{i,j=1}^d u_{ij} a_{ij} + \sum_{i=1}^d v_i b_i \right\}.$$

It is possible to start with a family of support functions satisfying the properties a)-c) in Remark 5.2.3 and define the family of convex sets in terms of $F_t$.

$$A_t = \left\{ (a,b) \in \mathbb{R}^d : \sum_{i,j=1}^d a_{ij} u_{ij} + \sum_{i=1}^d b_i v_i \leq F_t (u,v) \right\} = \left\{ (a,b) \in \mathbb{R}^d : \left< (a,b), (u,v) \right>_{\mathbb{R}^d} \leq F_t (u,v) \right\}.$$

For further details the reader is referred to [32].

3 Main theorem

We describe the main theorem of this chapter, this result is closely related to Theorems 4.2.29 and 4.2.30 in chapter 4. Furthermore, the main assumption resembles the definition of a martingale problem, Definition 4.3.18 and 4.2.21 in chapter 4. Furthermore, the main assumption resembles the definition of a martingale problem, Definition 4.3.18 and 4.2.21 which in turn describes the existence of a weak solution of a Itô SDE. See Theorem 2.2 in [32].

Recall that $C_0^\infty (\mathbb{R}^d; \mathbb{R})$ denotes the space of smooth functions with compact support.

Main Theorem 5.3.1. Suppose $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$ is a filtered probability space such that $\mathcal{F}_0$ is complete and the filtration satisfies the usual hypothesis.

Let Assumption 5.2.1 be in force and let $X_t$ be continuous $\mathcal{F}_t$-adapted, $\mathbb{R}^d$-valued process such that for each $u \in C_0^\infty (\mathbb{R}^d; \mathbb{R})$ the process

$$\eta_t (u) := u (X_t) - \int_0^t F_s (u_{xx} (X_s), u_x (X_s)) \, ds$$ (5.3.1)
is a local $\mathcal{F}_t-$ supermartingale. 
Then, on $\Omega \times [0, \infty)$ there exists an $\mathcal{A}-$ valued process $(a_t, b_t)$ such that 

i) the process $(a_t, b_t)$ is $\mathcal{B}([0, \infty)) \otimes \mathcal{F}_t-$measurable and $\mathcal{F}_t-$adapted.  

ii) for almost all $\omega \in \Omega$ and $t \geq 0$ it holds that $(a_t, b_t) \in A_t$  

iii) there exists an extension of $(\Omega, \mathcal{F}, \mathcal{F}_t, \mathcal{P})$ (in the sense of Definition [4.2.25]) and a $d-$dimensional Wiener process defined on this extension, $W_t$, such that for every $r \in [0, \infty),$  

$$\{X_s, s \in [0, r]\} \text{ and } W_t - W_r \text{ are independent and with probability one}$$  

$$X_t - X_0 + \int_0^t \sqrt{2a_s} dW_s + \int_0^t b_s ds \text{ for all } t \geq 0. \quad (5.3.2)$$  

Notice that we do not make a distinction (in terms of notation) between the processes defined on the filtered probability space $(\Omega, \mathcal{F}, \mathcal{F}_t, \mathcal{P})$ and denote by $X_s(\omega), a_s(\omega)$ and $b_s(\omega)$ their respective extended processes on $(\tilde{\Omega}, \tilde{\mathcal{F}}, \{\tilde{\mathcal{F}}_t\}_{t \geq 0}, \tilde{\mathcal{P}}).$  

Recalling the estimates in [5.2.3] applied to $(f, g) = (0, 0)$ we have  

$$|F_t(u_{xx}(X_s), u_x(X_s))| \leq \|A_t\| (u_{xx}, u_x) \leq N \cdot \|A_t\|,$$  

since the function $u_{xx}, u_x$ and $u$ are bounded, we have  

$$|F_t(u_{xx}(X_s), u_x(X_s))| \leq M \cdot \|A_t\|,$$  

and the constant does not depend on $X_s$ but only on $u, u_x$ and $u_{xx}.$  

If $A_t$ is not a convex set (or at least it is not connected), Theorem [5.3.1] may not hold. Indeed, suppose $A_t = \{(a, b) \in \mathbb{R}^d : (a, b) \in (0, 0), (0, 2)\}$ taking $X_t - x$ we have that the assumption holds, for any $u \in C^0_{\alpha} (\mathbb{R}^d; \mathbb{R})$  

$$u(X_t) - u(X_s) - \int_s^t u'(X_r) dr \leq \int_s^t \max (2 \cdot u'(X_r), 0 \cdot u'(X_r)) dr - \int_s^t (2 \cdot u'(X_r)) \cdot dr$$  

this means $\eta_t(u)$ is a local supermartingale and $X_t - x + \int_0^t 1 ds + \int_0^t 0 \cdot dW_s$ but $(0, 1) \notin A_t.$  

Thus, the convexity assumption may be relaxed or replaced, but in general the theorem does not hold without an additional structure on the family of sets $A_t(\omega).$  

Remark 5.3.2. Although the theorem is stated for processes defined for all $t \geq 0$. One can clearly obtain a version of the theorem for processes defined on the finite interval $[0, T]$ by applying Theorem [5.3.1] to the stopped process $x^T$ and defining $A_t = (0, 0)$ for $t \geq T.$  

4 Consequences of Theorem [5.3.1]  

In this section some consequences of Theorem [5.3.1] are described, we shall see that one of the important corollaries is that under some assumptions the set of laws of Itô processes is weakly closed. This in turn will allow us to prove that a ‘direct method’ argument is possible to apply to a family of stochastic control problems, whenever one considers a weak-setting of the dynamics.
As in previous sections, we consider the topological space \((\mathcal{W}_d, \tau_{uc})\) with \(\tau_{uc}\) the topology generated by the uniform convergence on bounded subsets of \([0, \infty)\), and then \((\mathcal{W}_d, \mathcal{N})\) is a measurable space, recall that the law of a stochastic process is a probability measures on \((\mathcal{W}_d, \mathcal{N})\) and consider the filtration \(\mathcal{N}_t = \sigma(\{\alpha_s : s \leq t\}) - \sigma(\{x : x_s \in \Gamma : \Gamma \in \mathcal{B}(\mathbb{R}^d), s \leq t\})\) where \(\alpha_t\) is the truncation operator in Definition [4.2.2] and adapt the setting that was described in the previous section on this filtered probability space.

Consider a class of closed convex subsets of \(\mathcal{A}\), \(\{A_t(x) : t \geq 0, x \in \mathcal{W}_d\}\) and its associated support function

\[
F_t(u,v,x) = \sup \left\{ \sum_{i,j=1}^{d} a_{ij}u_{ij} + \sum_{i=1}^{d} b_i v_i : (a,b) \in A_t(x) \right\}. \tag{5.4.1}
\]

We shall make the following assumptions on the family of convex sets and their support functions

**Assumption 5.4.1.** i) There exists a constant \(K > 0\) such that

\[
\|A_t(x)\| \leq K (1 + \|x_t\|) \quad \text{for all} \quad t \in [0, \infty), \quad x \in \mathcal{W}_d. \tag{5.4.2}
\]

ii) For all \((u,v) \in \mathbb{R}^{d_1}\) (fixed), \(F_t(u,v,x)\) is \(\mathcal{B}([0, \infty)) \otimes \mathcal{N}\)–measurable and for each \(t, t' \geq 0\), and \((u,v)\) fixed, the support function \(F_t(u,v,x)\) is \(\mathcal{N}_t\)–adapted.

iii) The set-valued function \(x \to A_t(x)\) is upper semicontinuous w.r.t \(x\). for each \((u,v) \in \mathbb{R}^{d_1}\) and \(t \in [0, \infty)\) in the sense that for each \((u,v) \in \mathbb{R}^{d_1}\) and \(t \in [0, \infty)\)

\[
\limsup_{(u,v)\to(0,0)} F_t(u,v,x) \leq F_t(u,v,x) \quad \text{for all} \quad x \in \mathcal{W}_d. \tag{5.4.3}
\]

Let us denote by \(\pi\) the set consisting of a filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\), whose filtration is complete w.r.t \(\mathbb{P}\), and two \(\mathcal{F}_t\)-adapted continuous processes \(\{X_t\}_{t \geq 0}\) and \(\{W_t\}_{t \geq 0}\) with \(W_t\) is an \(\mathcal{F}_t\)-Wiener process. Thus, \(\pi := (\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P}, \{X_t\}_{t \geq 0}, \{W_t\}_{t \geq 0})\).

**Definition 5.4.1.** We define the class \(\Pi\) to be the set of all \(\pi - (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\) such that there exist an \(\mathcal{A}\)-valued, \(\mathcal{B}([0, \infty)) \otimes \mathcal{F}\)–measurable and \(\mathcal{F}_t\)-adapted process \((a_t, b_t)\) such that

i) \(\mathbb{P} - a.s.\) for all \(t \in [0, \infty)\)

\[
X_t = \int_0^t \sqrt{2a_s} dW_s + \int_0^t b_s ds, \tag{5.4.4}
\]

ii) For almost all \((\omega, t) \in \Omega \times [0, \infty)\), we have \((a_t, b_t) \in A_t(X)\).

We could refer to \(\Pi\) as the set of admissible ‘stochastic bases’. We indicate with a superscript \(\Omega = \Omega^n, F = F^n, \ldots, W_t = W^n_t\) to denote that such an element belongs to the same \(\pi\).

We recall the following well-known lemma

**Lemma 5.4.2.** Let \((X, d)\) be a metric space and \(\mu_1, \mu_2, \ldots\) be a probability measures on \((X, d)\).

Assume that \(\mu_n \rightrightarrows \mu\) weakly. Let \(F(x)\) be a bounded upper-semicontinuous function on \(x\)

\[
\lim_{y \to x} F(y) \leq F(x) \quad \text{for all} \quad x \in X. \tag{5.4.5}
\]

Then

\[
\lim_{n \to \infty} \int_X F(x) \mu_n(dx) \leq \int_X F(x) \mu(dx), \tag{5.4.6}
\]
Proof. Without loss of generality we can assume that $0 \leq F \leq 1$, by hypothesis on the u.s.c. of $F$, $\{x \in X : F(x) \geq c\}$ is closed for all $c \in \mathbb{R}$, then by Fubini’s theorem,

$$\int_X F(x) \mu_n(dx) - \int_0^1 \mu_n(F(x) \geq c) dc,$$

Fatou’s lemma implies

$$\lim_n \int_X F(x) \mu_n(dx) - \lim_n \int_0^1 \mu_n(F(x) \geq c) dc \leq \int_0^1 \lim \mu_n(F(x) \geq c) dc.$$

And by portmanteau lemma, Proposition 2.1.7

$$\int_0^1 \lim \mu_n(F(x) \geq c) dc \leq \int_0^1 \mu(F(x) \geq c) dc - \int_X F(x) \mu(dx).$$

The following corollary of Theorem 5.3.1 is fundamental for the forthcoming sections.

**Theorem 5.4.3.** Denote by $Q^x$ the distribution of $x$. on $\mathcal{W}^d$. Then, the set $\{Q^x : \pi \in \Pi\}$ is convex and sequentially weakly compact i.e. for any sequence of ‘stochastic bases’ (i.e. filtered probability spaces with processes $(X,B)$ satisfying (5.4.4) defined on it), $\{\pi_n\} n \geq 1 \in \Pi$ there is a subsequence $n_m \to \infty$ and a $\pi \in \Pi$ such that for any real-valued, bounded continuous function $H(x) : \mathcal{W} \to \mathbb{R}$

$$\lim_{m \to \infty} \mathbb{E}^{\pi_{n_m}} H(x^{\pi_{n_m}}) = \mathbb{E}^\pi H(x^\pi). \tag{5.4.7}$$

**Proof.** One can check that under our assumptions, the following holds $\sup_{\pi \in \Pi} \mathbb{E}^\pi(\sup_{t \leq T} \|x_t\|^2) < \infty$. Indeed, by a localisation argument, it is possible to assume that $x_t$ is bounded on $t \leq T$ and monotone convergence would give the required moment estimate for the general case. It is enough to see that $\mathbb{E}^\pi(\sup_{t \leq T} \|x_t\|^2) < \infty$ and does not depend on $\pi$.

On $(\Omega^x, \mathcal{F}^x, \{\mathcal{F}^x_t\}_{t \geq 0}, \mathbb{P}^x)$, we have the usual estimate,

$$\mathbb{E}^x\left[\sup_{t \leq T} \|x_t\|^2\right] \leq 2 \left( \mathbb{E}^\pi\left( \int_0^T \|b_s\| ds \right)^2 + \mathbb{E}^\pi\left[ \sup_{t \leq T} \left( \int_0^t \sqrt{2a_s} dw_s \right)^2 \right] \right). \tag{5.4.8}$$

Applying Burkholder-Davis-Gundy inequality, see [17]

$$\mathbb{E}^x\left[\sup_{0 \leq t \leq T} \|x_t\|^2\right] \leq 2 \left( \mathbb{E}^\pi\left( \int_0^T \|b_s\| ds \right)^2 + 4 \mathbb{E}^\pi\left[ \int_0^T t (2a_s) ds \right] \right),$$

By Assumption 5.4.1 $\left(\|b_s\|^2 + \|a_s\|^2\right)^{1/2} \leq K (1 + \|x_s\|)$, where $\|a_s\| - tr(a_s d_s')^{1/2}$. For simplicity, we have omitted the superscript $\pi$, by this inequality and by Cauchy-Schwarz inequality we can estimate

$$\mathbb{E}^\pi\left( \int_0^T \|b_s\| ds \right)^2 \leq \mathbb{E}^\pi\left( \int_0^T \|A_s\| ds \right)^2 \leq 2K^2TE^\pi \int_0^T 1 + |x_s|^2 ds,$$

by Cauchy-Schwarz inequality applied to $\langle A, B \rangle - tr(AB')$ (defined on $\mathbb{R}^{dx \times d}$)

$$\mathbb{E}^\pi\int_0^T tr(2a_s) ds \leq 2\sqrt{d}E^\pi\int_0^T tr(a_s d_s')^2 ds \leq 2\sqrt{d}K E^\pi\int_0^T 1 + |x_s|^2 ds \leq 4\sqrt{d}K E^\pi\int_0^T 1 + |x_s|^2 ds,$$
since \((1 + |x|)^2 \leq 2 \left(1 + |x|^2\right)\), then
\[
E^\pi \left[ \sup_{t \in T} |x_t|^2 \right] \leq 2 \left(2K^2T^2 + 2K^2TE^\pi \int_0^T |x_s|^2 \, ds + 4\sqrt{d}KT + 4\sqrt{d}KE^\pi \int_0^T |x_s|^2 \, ds \right),
\]
(5.4.9)
\[
E^\pi \left[ \sup_{t \in T} |x_t|^2 \right] \leq 4K^2T^2 + 8\sqrt{d}KT + \left(4K^2T + 8\sqrt{d}K\right)E^\pi \int_0^T \sup_{s \in \mathbb{R}} |x_s|^2 \, ds.
\]
(5.4.10)

We can use an argument similar to the one that proves Grönwall inequality to verify that (5.4.9) implies
\[
E^\pi \left[ \sup_{0 \leq t \leq T} |x_t|^{2+\alpha} \right] \leq 2^{\alpha+1} \left(\int_0^T |b_s| \, ds \right)^{2+\alpha} + 2^{1+\frac{\alpha}{2}} c_\alpha T^{\frac{1}{2}} E^\pi \left[ \int_0^T \left(\sup_{a \in \mathbb{R}} |a|^2 \right)^{1+\frac{\alpha}{2}} \, ds \right].
\]
\[
E^\pi \left( \int_0^T |b_s| \, ds \right)^{2+\alpha} \leq T^{\alpha+1} E^\pi \left( \int_0^T |A_s|^{2+\alpha} \, ds \right) \leq T^{\alpha+1} K^{2+\alpha} 2^{\alpha+1} E^\pi \left[ \int_0^T (1 + |x_s|^{2+\alpha}) \, ds \right]
\]
\[
E^\pi \left( \sup_{s \in \mathbb{R}} \int_0^s \sqrt{2a_s} \, dw_s \right)^{2+\alpha} \leq c_\alpha \left( \int_0^T \left(\sup_{a \in \mathbb{R}} |a|^2 \right)^{1+\frac{\alpha}{2}} \, ds \right) \leq c_\alpha 2^{1+\frac{\alpha}{2}} \left(\sup_{a \in \mathbb{R}} |a|^2 \right)^{1+\frac{\alpha}{2}} T^{\frac{1}{2}} E^\pi \left[ \int_0^T \left(\sup_{a \in \mathbb{R}} |a|^2 \right)^{1+\frac{\alpha}{2}} \, ds \right]
\]
\[
E^\pi \left[ \sup_{s \in \mathbb{R}} |x_s|^{2+\alpha} \right] \leq C(\alpha, K)T \cdot h(T) + C(\alpha, K) \int_0^T \exp \left[ \int_t^T h(r) \, dr \right] h(t) \, dt
\]
(5.4.12)
where \(h(t) = t^{\alpha+1} + t^{\frac{\alpha}{2}}\) and with \(C(\alpha, K)\) a constant depending on \(d, K\) and \(\alpha\). This is an inequality similar to (5.4.11) and the constant \(C(\alpha, K)\) and the function \(h(t)\) does not depend on \(x\). As it was explained before, by localisation we can assume first that \(x_s\) is bounded, and monotone convergence yields the conclusion in the general case.

These inequalities allow, in turn to estimate \(E^\pi |x_t - x_s|^{2+\alpha}\), let \(t, s \leq T\). Indeed,
\[
E^\pi |x_t - x_s|^{2+\alpha} \leq 2^{2+\alpha} E^\pi \left[ \left( \int_s^t |b_r| \, dr \right)^{2+\alpha} \right] + 2^{2+\alpha} E^\pi \left[ \left( \int_s^t \sqrt{2a_r} \, dw_r \right)^{2+\alpha} \right],
\]
by moments estimates for stochastic integrals (see Corollary 2.5.3 in [36]) (or by Burkholder-
Davis-Gundy inequality) and by Hőlder inequality (Cauchy-Schwarz inequality in the second term)
\[
\mathbb{E}^\pi |x_t - x_s|^{2+\alpha} \leq 2^{2+\alpha} K^{2+\alpha} \mathbb{E}^\pi \left( \int_s^t (1 + |x_r|) \, dr \right)^{2+\alpha} + c_{4\alpha} |t - s|^2 \mathbb{E}^\pi \left( \int_s^t (tr(2s))^{1+\frac{\alpha}{2}} \, dr \right),
\]
(5.4.13)

And by assumption 5.4.1
\[
\leq 2^{2+\alpha} K^{2+\alpha} |t - s|^{1+\alpha} \mathbb{E}^\pi \int_s^t (1 + |x_r|)^{2+\alpha} \, dr + 2^{1+\alpha} c_{\alpha} |t - s|^\alpha/2 K^{2+\alpha} \mathbb{E}^\pi \int_s^t (1 + |x_r|)^{2+\alpha} \, dr,
\]
(5.4.14)

applying again, Hőlder inequality to the integral
\[
\left( \int_s^t (1 + |x_r|) \, dr \right)^{1+\beta} \leq (t - s)^\beta \int_s^t (1 + |x_r|)^{1+\beta} \, dr \leq 2^\beta (t - s)^\beta \left( t - s + (t - s) \sup_{r \leq t} |x_r| \right)^{1+\beta}.
\]
Applying this estimates to $\beta = 1 + \alpha$ and to $\beta = \frac{\alpha}{2}$,
\[
\mathbb{E}^\pi |x_t - x_s|^{2+\alpha} \leq 2^{2+2\alpha} K^{1+\alpha} |t - s|^{2+\alpha} \left( 1 + \mathbb{E}^\pi \sup_{s \leq r \leq t} |x_r|^{2+\alpha} \right) + \]
\[
2^{1+\alpha} c_{\alpha} K^{2+\alpha} |t - s|^\frac{\alpha}{2} \mathbb{E}^\pi \int_s^t (\sup\limits_{u \leq r} |x_u|)^{2+\alpha} \, dr,
\]
(5.4.15)
\[
\mathbb{E}^\pi |x_t - x_s|^{2+\alpha} \leq 2^{2+2\alpha} K^{1+\alpha} |t - s|^{2+\alpha} \left( 1 + \mathbb{E}^\pi \sup_{r \leq T} |x_r|^{2+\alpha} \right) + \]
\[
2^{1+\alpha} c_{\alpha} K^{2+\alpha} |t - s|^{1+\alpha} \left( 1 + \mathbb{E}^\pi \sup_{r \leq T} |x_r|^{2+\alpha} \right),
\]
(5.4.16)

By (5.4.12) we obtain the inequality
\[
\mathbb{E}^\pi |x_t - x_s|^{2+\alpha} \leq \mathcal{N}(K, \alpha, d, T) |t - s|^{1+\frac{\alpha}{2}},
\]
(5.4.18)

Denote by $Q^\pi$ the law of the process $x^\pi_t$, a consequence of the moment bound (5.4.18) and (5.4.11) is the tightness of the family of probability measures $\{Q^\pi : \pi \in \Pi\}$, see Proposition 4.2.6. Thus, if $\{Q^{\pi_n} : \pi_n \in \Pi\}$ is a sequence of laws, of processes $x_t^n \in \pi_n$, by Prokhorov’s theorem there must be a subsequence and a probability measure such that $Q^{\pi_n} \Rightarrow Q$, with $Q$ a probability measure on $W^d$.

Let $x_t : W^d \to \mathbb{R}$ be the canonical process on the probability space $(W^d, \mathcal{N}, \mathcal{N}_t, \nu)$, $\nu$ is the law of the process $x_t$. In order to prove that $\{Q^\pi : \pi \in \Pi\}$ is weakly compact, there must be a filtered probability space $(\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})$ and a $\mathcal{F}_t$- Wiener process, $\{\mathfrak{w}_t\}$ such that
\[
X^\pi := x_t,
\]
(5.4.19)

and (5.4.4) holds in other words, $x_t$ is the canonical process and (5.4.4) holds on the probability space $(W^d, \mathcal{B}(W^d), \nu)$. For each $\pi \in \Pi, u \in C^\infty_0 (\mathbb{R}^d; \mathbb{R})$ and any set of points $0 \leq t_1 \leq \ldots \leq T
\[ t_q \leq s \leq t < \infty \] and non-negative continuous bounded function \( f \) on \( \mathbb{R}^d \),

\[
E^x \left[ f \left( x_{t_1}, \ldots, x_{t_n} \right) \left( u(x_t) - u(x_s) \right) \right] - E^x \left[ f \left( x_{t_1}, \ldots, x_{t_n} \right) \int_s^t \sum_{i=1}^d b_i^s(r) u_{x_i} \left( x_r^r \right) \, dr + \int_s^t f \left( x_{t_1}, \ldots, x_{t_n} \right) \sum_{i=1}^d \sum_{k=1}^d \rho_{x_i} \sqrt{2a_{i,k}^s(r)} \, dw_k^r(r) \right].
\]

Thus,

\[
E^x \left[ f \left( x_{t_1}, \ldots, x_{t_n} \right) \left( u(x_t) - u(x_s) \right) \right] \leq E^x \left[ f \left( x_{t_1}, \ldots, x_{t_n} \right) \int_s^t \rho_{x_i} \left( x_r^r \right) \, dr \right].
\]

From the inequality \((5.4.21)\) applied to the subsequences \( \{\pi_{n_m}\}_{m \geq 1} \) and letting \( m \to \infty \) then

\[
\int_{\mathcal{W}_d} f \left( p_{t_1}(x), \ldots, p_{t_n}(x) \right) \left( u(p_t) - u(p_s) \right) \, d\nu(x) \leq \lim_{m \to \infty} E^{\pi_{n_m}} \left[ f \left( x_{t_1}^{\pi_{n_m}}, \ldots, x_{t_n}^{\pi_{n_m}} \right) \right].
\]

The support function \( r, y \to F_r \left( u_{x_i, j} (y_r), u_{x_i, j} (y_r), y_r \right) \) is bounded.

First of all, by Assumption \((5.4.1)\) and \((5.2.5)\) we have

\[
\sup_{\|u, v\| \leq 1} F_t \left( u, v, x \right) \leq K \left( 1 + |x_d| \right).
\]

If \( \rho = \inf \{ M > 0 : \{ \text{supp} \, u \}, \{ \text{supp} \, u_{x_i, j} \}, \{ \text{supp} \, u_{x_i, j} : i, j \} \subset [-M, M] \} \) and if \( |y_r| \leq \rho \) then by homogeneity of the support function

\[
F_t \left( u_{x_i, j} (y_r), u_{x_i, j} (y_r), y_r \right) \leq \rho \left\| A_t (y) \right\|.
\]

And by Assumption \((5.4.1)\)

\[
\rho \left\| A_t (y) \right\| \leq \rho K \cdot (1 + |y|) \leq K \rho \left( 1 + \rho \right).
\]

Notice that \( \rho \) depends only on the function \( u \), and this is enough, since in case \( |y_r| \geq \rho \), the support function \( F_t \left( u_{x_i, j} (y_r), u_{x_i, j} (y_r), y_r \right) = 0 \). Furthermore, fixing \( u \in C_0^0 \left( \mathbb{R}^d ; \mathbb{R} \right) \) the function

\[
y \to f \left( y_{t_1}, \ldots, y_{t_n} \right) \int_s^t F_r \left( u_{x_i, j} (y_r), u_{x_i, j} (y_r), y_r \right) \, dr
\]

is upper-semicontinuous.

Fix \( t < \infty \) and suppose \( y_r^* \to x \) in \( \mathcal{W}_d \) for all \( t > 0 \) by Fatou’s lemma, the fact that the function is bounded and Assumption \((5.4.1)\)

\[
\lim_{(y^* - x^*)^t \to 0} f \left( y_{t_1}^*, \ldots, y_{t_n}^* \right) \int_s^t F_r \left( u_{x_i, j} (y_r^*), u_{x_i, j} (y_r^*), y_r^* \right) \, dr \leq f \left( x_{t_1}, \ldots, x_{t_n} \right).
\]

\[
\int_s^t \lim_{(y^* - x^*)^t \to 0} F_r \left( u_{x_i, j} (y_r^*), u_{x_i, j} (y_r^*), y_r^* \right) \, dr.
\]

\[
(5.4.24)
\]
By decomposing the integrand in the right hand side of (5.4.24), one can check that by Assumption 5.4.1 and Lemma 5.4.2

\[ F_r(u_{xx}(y^n_r), u_x(y^n_r), y^n_r) - F_r(u_{xx}(y^n_r), u_x(y^n_r), y^n_r) - F_r(u_{xx}(x_r), u_x(x_r), x_r) + F_r(u_{xx}(x_r), u_x(x_r), x_r). \]  

(5.4.25)

As \( n \to \infty \) we obtain

\[ \lim_{n \to \infty} F_r(u_{xx}(y^n_r), u_x(y^n_r), y^n_r) \leq F_r(u_{xx}(x_r), u_x(x_r), x_r). \]  

(5.4.26)

Hence from (5.4.26) and (5.4.24) we have

\[ \lim_{(y^n_r \to x)} f(y^n_{t1}, \ldots, y^n_{tn}) \int_s^t F_r(u_{xx,ix}(x_r), u_{xi}(x_r), x_r) dr \leq f(x_{t1}, \ldots, x_{tn}) \int_s^t F_r(u_{xx,ix}(x_r), u_{xi}(x_r), x_r) dr, \]  

(5.4.27)

and the claim follows.

By Lemma 5.4.2 and the fact \( Q^n_{\pi,m} \Rightarrow \nu \),

\[ E^\nu \left[ f(p_{t1}, \ldots, p_{tn}) (u(p_t) - u(p_s)) \right] \leq \lim_{m \to \infty} E^{\nu,m} \left[ f(x_{tn}^{nm}, \ldots, x_{tq}^{nm}) \int_s^t F_r(u_{xx}(x_r), u_{x}(x_r), x) dr \right] \leq E^\nu \left[ f(p_{t1}, \ldots, p_{tn}) \int_s^t F_r(u_{xx}(p_r), u_{x}(p_r), p_r) dr \right]. \]  

(5.4.28)

Hence, taking limits in (5.4.21) yields

\[ E^\nu \left[ f(p_{t1}, \ldots, p_{tn}) (u(p_t) - u(p_s)) \right] \leq E^\nu \left[ f(p_{t1}, \ldots, p_{tn}) \int_s^t F_r(u_{xx}(p_r), u_{x}(p_r), p_r) dr \right]. \]  

(5.4.29)

Taking \( A_t(\omega) := A_t(x(\omega)) \) (5.4.30) implies that

\[ \eta_t(u) := u(p_t) - \int_0^t F_s(u_{xx}(p_s), u_{x}(p_s), p) ds \]

is an \( N_t \)-supermartingale, as \( F_t(u, v, x) \) is u.s.c. the set-valued mapping \( A_t(x) \) is ‘appropriately measurable’ (see Assumption 5.2.1). The existence of \( \pi \) satisfying (5.4.19) follows directly from Theorem 5.3.1. Thus the set \( \{Q^\pi : \pi \in \Pi \} \) is weakly compact.

By Theorem 5.3.1 the law \( Q \) belongs to \( \{Q^\pi : \pi \in \Pi \} \) if and only if

\[ \int_{W_{q,t}} f(x_{t1}, \ldots, x_{tn}) [u(x_t) - u(x_s)] Q(dx) \leq \int_{W_{q,t}} f(x_{t1}, \ldots, x_{tn}) \cdot \int_s^t F_r(u_{xx}(x_r), u_{x}(x_r), x_r) dr Q(dx) \]

(5.4.31)

for all \( q \geq 1, 0 \leq t_1 \leq \ldots \leq t_n, \ u \in C_0^\infty (\mathbb{R}^d; \mathbb{R}) \) and non negative continuous bounded functions \( f \).

Both sides of (5.4.31) are linear with respect to \( Q \) and the condition (5.4.31) holds for linear combinations of elements in \( \{Q^\pi : \pi \in \Pi \} \). The theorem is proved.

Notice that in the case of having the class of subsets \( A_t(x) \) not depending on \( t \in [0, \infty) \), \( y \in
\[ W^d, \text{ then the support function } F_t(u, v, y) \text{ does not depend on } r, y, \text{ and is (jointly) measurable in this variables. And in this case, we have the following corollary} \]

**Corollary 5.4.4.** Let \( A \) be a convex, closed bounded subset of \( \mathbb{R} \) and assume that for each \( n \in \mathbb{N} \) we are given an Ito process

\[ x^n_t = x^n_0 + \int_0^t \sqrt{2a^n_s} dw_s^n + \int_0^t b^n_s ds, \tag{5.4.33} \]

defined on a probability space perhaps depending on \( n \) carrying a \( d \)-dimensional Wiener process \( w^n_t \) and appropriately measurable \( A \)-valued processes \( a^n_s, b^n_s \). Denote by \( Q^n \) the distribution of \( x^n \) on \( W^d \). Then there is a subsequence \( n \equiv k \to \infty \) such that \( Q^n_k \) converges weakly on \( W^d \) to the distribution of an Ito process

\[ x_t = x_0 + \int_0^t \sqrt{2a_s} dw_s + \int_0^t b_s ds, \tag{5.4.34} \]

defined on a probability space carrying a \( d \)-dimensional Wiener process \( w_t \) and appropriately measurable \( A \)-valued process \( a_t, b_t \).

The following is a corollary of Theorem 5.4.3

**Corollary 5.4.5.** Let \( \Gamma \subset \mathbb{R}^k \) be a bounded closed set and denote by \( \Pi(\Gamma) \) the set of all \( \pi \in \Pi \) such that

\[ (E^\pi G_1(x^\pi), \ldots, E^\pi G_k(x^\pi)) \in \Gamma. \tag{5.4.35} \]

Let \( m \geq 0 \) and assume that on \( W^d \) there are real-valued continuous functions \( H(x), G_1(x), \ldots, G_k(x) \) and a constant \( K > 0 \) such that for any \( x \in W^d \)

\[ |H| + |G_1| + \ldots + |G_k| \leq K \left( 1 + \sup_{s \in [0, T]} |x_s| \right)^m. \]

Assume that \( \Pi(\Gamma) \neq \varnothing \). Then there exists \( \pi_0 \in \Pi(\Gamma) \) such that

\[ E^{\pi_0} H(x^{\pi_0}) = \sup_{\pi \in \Pi(\Gamma)} E^\pi H(x^{\pi_0}). \tag{5.4.36} \]

**Proof.** We follow \[32\]. Let \( \{\pi_n\}_{n \geq 1} \subset \Pi \) be a maximising sequence of \( (5.4.36) \), by Theorem 5.4.3 there is a \( \pi^* \in \Pi \) such that \( Q^{\pi_n} \to Q^{\pi^*} \) weakly, without loss of generality we can assume that weak convergence holds for \( \{\pi_n\} \). It suffices to prove that

\[ E^{\pi_n} H(x^{\pi_n}) \to E^{\pi_0} H(x^{\pi_0}) \text{ and } E^{\pi_n} G_i(x^{\pi_n}) \to E^{\pi_0} G_i(x^{\pi_0}). \tag{5.4.37} \]

If \( H \) and \( G_i \) were bounded, then the claim would follow by the definition of weak convergence. As this is not the case, first define the truncated functionals \( H_r(x^\pi) := (\mathcal{H} r) \vee H(x^\pi) \wedge r \) we see that

\[ \lim_{r \to 0} \sup_{\pi \in \Pi} E^\pi [H_r(x^\pi) - H(x^\pi)] = 0. \tag{5.4.38} \]
We denote by \( x_T^r - \sup_{s \leq T} |x_s| \). Notice that
\[
\begin{align*}
\left| r |H_r(x_T^r) - H(x_T^r)| - r \{r - H(x_T^r)\} I_{(H(x,T) > r)} \right| & \leq \left( r^2 + r |H(x_T^r)| \right) I_{(H(x,T) > r)}, \\
& \leq 2 |H(x_T^r)|^2 I_{(H(x,T) > r)} \leq 2K \left( 1 + (x_T^r) \right)^{2m},
\end{align*}
\]
(5.4.39)
and
\[
\left| H_r(x_T^r) - H(x_T^r) \right| \leq \frac{2K}{r} \left( 1 + (x_T^r) \right)^{2m}.
\]
(5.4.40)
then
\[
\left| H_r(x_T^r) - H(x_T^r) \right| \leq \frac{2K}{r} \left( 1 + (x_T^r) \right)^{2m} \quad \text{and} \quad \mathbb{E}^\pi \left| H_r(x_T^r) - H(x_T^r) \right| \leq \frac{2K}{r} \left( 1 + \mathbb{E}(x_T^r) \right)^{2m}.
\]
(5.4.41)
and taking supremum over \( \Pi \),
\[
\sup_{\pi \in \Pi} \mathbb{E}^\pi \left| H_r(x_T^r) - H(x_T^r) \right| \leq \frac{2K}{r} \left( 1 + \sup_{\pi \in \Pi} \mathbb{E}^\pi \left[ \frac{1 + \sup_{t \leq T} |x_t^\pi|}{2m} \right] \right).
\]
(5.4.42)
By previous moment estimates in (5.4.9) we have \( \sup_{\pi \in \Pi} \mathbb{E}^\pi \left( \sup_{t \leq T} |x_t^\pi| \right)^{2m} < \infty \), then (5.4.38) holds.

Then, we claim we have (5.4.37), indeed
\[
\mathbb{E}^\pi = H(x_T^m) \leq \mathbb{E}^\pi \left| H_r(x_T^m) - H(x_T^m) \right| + \mathbb{E}^\pi H_r(x_T^m),
\]
(5.4.43)
let \( \varepsilon > 0 \), choose \( M \) large enough such that for any \( r > M \)
\[
\sup_{\pi \in \Pi} \mathbb{E}^\pi \left| H_r(x_T^\pi) - H(x_T^\pi) \right| \leq \varepsilon,
\]
(5.4.44)
let \( \varepsilon > 0 \), choose \( M \) large enough such that for any \( r > M \)
\[
\lim_{m \to \infty} \mathbb{E}^\pi H(x_T^m) \leq \varepsilon + \mathbb{E}^\pi H(x_T^0),
\]
(5.4.45)
as \( H_r \) is bounded, and by mononote convergence (letting \( r \to \infty \)). Let \( \pi_0 \in \Pi \) be a ‘stochastic basis’ \( \pi_0 = (\Omega^{\pi_0}, \mathcal{F}^{\pi_0}, \{\mathcal{F}^{\pi_0}_t\}, \mathbb{P}^{\pi_0}, x_T^{\pi_0}, u_T^{\pi_0}) \) and \( Q^{\pi_0} \) the weak limit of the law of \( x_T^{\pi_0} \in \pi_0 \) (Theorem 5.4.3) applying a similar estimate in \( \pi_0 \), let \( \varepsilon \) and \( r > 0 \) such that (5.4.42) holds,
\[
\mathbb{E}^{\pi_0} H(x_T^{\pi_0}) \leq \mathbb{E}^* \left| H(x_T^{\pi_0}) - H_r(x_T^{\pi_0}) \right| + \mathbb{E}^{\pi_0} H_r(x_T^{\pi_0}) + \mathbb{E}^{\pi_0} H_r(x_T^{\pi_0}) - \mathbb{E}^{\pi_0} H_r(x_T^{\pi_0}) + \mathbb{E}^{\pi_0} H_r(x_T^{\pi_0}).
\]
(5.4.46)
Letting \( m \to \infty \)
\[
\mathbb{E}^{\pi_0} H(x_T^{\pi_0}) \leq \mathbb{E}^{\pi_0} H(x_T^{\pi_0}) + \varepsilon + \lim_{m \to \infty} \mathbb{E}^{\pi_0} H(x_T^{\pi_0}).
\]
(5.4.47)
Letting now, \( r \to \infty \)
\[
\mathbb{E}^{\pi_0} H(x_T^{\pi_0}) \leq 2\varepsilon + \lim_{m \to \infty} \mathbb{E}^{\pi_0} H(x_T^{\pi_0}).
\]
(5.4.48)
The same argument applies to \( G_i \) for every \( i = 1, \ldots, k \) and as \( \Gamma \) is a closed set, this implies \( \pi_0 \in \Pi (\Gamma) \).

We shall see that actually a version of Corollary 5.4.5 holds for functionals such as those.
describing behavioural investor preferences, at least under a type of diffusion models. This is the content of chapter 6.
Chapter 6

BEHAVIOURAL OPTIMAL INVESTMENT FOR DIFFUSION MARKET MODELS

1 Introduction

The present chapter treats preferences of cumulative prospect theory (CPT), where an “S-shaped” $u$ is considered (i.e. convex up to a certain point and concave from there on) and when the time parameter is ‘continuous’. Also, distorted probability measures are applied for calculating the utility of a given position with respect to a (possibly random) benchmark $G$. Due to the Kahneman and Tversky contributions in the understanding of investor’s behaviour under uncertainty, the problem of optimal investment in CPT is a relevant subject in mathematical finance. As mentioned before, such a theory of preference has explained satisfactorily many of the paradoxes arising in one of the cornerstones of Quantitative Finance, Expected Utility Theory (EUT). Continuous-time studies have hitherto assumed a complete market model. Only very specific types of incomplete continuous-time models have been treated to date (finite mixtures of complete models; the case where the price is a martingale under the physical measure; the case where the market price of risk is deterministic), see. This chapter is based upon the preprint and to the best of our knowledge, is a contribution to the problem of optimal investment using a weak-control approach. With this approach we are able to obtain fairly general results, we consider an incomplete market model of a diffusion type in which assets prices depend on economic factors. Our main result asserts, under some conditions, the existence of an ‘optimal strategy’ when the source of uncertainty of the economic factors is independent of that of the investment and the rate of return is non-negative. The independence condition is not realistic as it does not allow a leverage effect. We propose a further generalisation and thus, our approach also includes models where the factor may have non-zero correlation with the investment. These results open the door for further generalizations. Finally we remark that our ideas can be easily adapted to other types of preferences, such as rank-dependent utility or acceptability indices.
In the next section definitions and notation related to the problem of behavioural optimal investment are presented. Many of the definitions are based on the following references [32] and [11].

Unfortunately, most of the techniques developed in the literature to find optimal policies rely on either the Markovian nature of the problem or on convex duality. These are no longer applicable under behavioural criteria. For this reason, we shall consider a weak-type formulation of the control problem associated with optimal investment (section 6.2). The chapter is organised as follows. In the next section we describe the model and state our assumptions, then the problem of optimal investment under behavioural criteria is described. In section 3, we state our main result, this is based on [13]. Section 4 aims at describing the weak formulation of the problem and providing a detailed proof of the main theorem, we combine the theory developed in previous chapters. In section 5 we include the proofs of auxiliary results that were applied in section 4. Finally, in section 6 we give an extension that enables us to include correlation in the driving sources of uncertainty.

2 The setting: market and preferences

Fix a finite horizon $T > 0$. We consider a financial market consisting of a risky asset, whose discounted price $\{S_t \in [0, T] \}$ depends on economic factors. These factors are described by a $d$-dimensional stochastic processes $\{Y_t \in [0, T] \}$ solving the equation

$$dY_t = \nu_t(Y) \, dt + \kappa_t(Y) \, dB_t, \quad \text{and} \quad Y_0 = y,$$  
(6.2.1)

the stock price process is given by the solution of the equation

$$dS_t = \theta_t(Y) \, S_t \, dt + \lambda_t(Y) \, S_t \, dW_t \quad \text{and} \quad S_0 = s > 0,$$  
(6.2.2)

with $B, W$ independent and standard Wiener processes and $W = \{W_t \in [0, T] \}$ is an $\mathbb{R}$-valued Wiener process.

We also assume that there is a riskless asset of constant price equal to 1. These shall be more specific later in this section. Stochastic volatility models provide prime examples of financial market models with dynamics (6.2.1) and (6.2.2), other potential applications are problems such as optimal investment with habit formation and assets depending on risky bond yields or other underlying whose evolution is stochastic, as well.

The investor trades in the risky and riskless assets, investing a proportion $\phi_t \in [0, 1]$ of his wealth into the risky asset at time $t$. This leads to the following equation for the wealth of the investor at time $t$:

$$dX_t = \phi_t \theta_t(Y) \, X_t \, dt + \phi_t \lambda_t(Y) \, X_t \, dW_t \quad \text{and} \quad X_0 = x,$$  
(6.2.3)

where $x > 0$ is the investor’s initial capital.

Borrowing and short selling are not allowed, hence $\phi_t$ is a process taking values in $[0, 1]$. We note that, in this model, the risky asset’s price has no influence on the economic factors. We will see in section [6.7] below how this assumption can be weakened.
We will need certain closedness results on the laws of Itô processes from [32], described in chapter 5, hence it is necessary to work in the setting of the so-called ‘weak-controls’, where the underlying probability space is not fixed. We shall apply the ideas of the last section.

We first set out the requirements for the coefficients in (6.2.1), (6.2.3). Let \( \mathcal{W}_T^d \) denote the family of \( \mathbb{R}^n \)-valued continuous functions on \([0, T]\).

Denote by \( x_t : \mathcal{W}_T^d \to \mathbb{R}^d \) the projections \( x_t(w) = w_t \) and define the \( \sigma \)-algebras \( \mathcal{N}_t = \sigma(\{x_s : s \leq t\}) \), and \( \mathcal{N} = \sigma(\{x_s : s \leq T\}) \).

**Definition 6.2.1.** Let \( \nu(t, y) : [0, T] \times \mathcal{W}_T^d \to \mathbb{R}^d \) be such that the restriction of \( \nu \) to \([0, t]\) is measurable and \( \mathcal{N}_t \)-measurable, for any \( t \in [0, T] \). We will use the notations \( \nu_t(y) \) or \( \nu(t, y) \).

Similarly, we define the coefficients \( \theta, \lambda, \kappa \) with the same measurability properties as \( \nu \), but with values in \( \mathbb{R}_+, \mathbb{R} \) and \( S_+^d \), respectively, where \( S_+^d \) denotes the set of real, symmetric and positive semidefinite \( d \times d \) matrices.

As we are interested in weak solutions, we shall define investment strategies in a similar fashion.

**Definition 6.2.2.** An investment strategy \( \pi \) is given by the following collection:

\[
\pi := \left( \Omega, \mathcal{F}_t, \{\mathcal{F}_t\}_{t \in [0, T]}, \mathbb{P}, X_t, Y_t, \phi_t, (B_t, W_t), (x, y) \right),
\]

with \( x > 0 \) and \( y \in \mathbb{R}^d \), where

(a) \( \left( \Omega, \mathcal{F}_t, \{\mathcal{F}_t\}_{t \in [0, T]}, \mathbb{P} \right) \) is a complete filtered probability space whose filtration satisfies the usual conditions;

(b) the process \((W_t, B_t)_{t \in [0, T]} \) is a standard \( d + 1 \)-dimensional \( \mathcal{F}_t \)-Wiener process;

(c) \( \phi_t : \Omega \times [0, T] \to [0, 1] \) is \( \mathcal{F} \otimes \mathcal{B}([0, T]) \)-measurable and \( \mathcal{F}_t \)-adapted;

(d) on the filtered probability space \( X_t, Y_t \) are \( \mathcal{F} \otimes \mathcal{B}([0, T]) \)-measurable and \( \mathcal{F}_t \)-adapted processes such that

\[
Y_t - y = \int_0^t \nu_s(Y) \, ds + \int_0^t \kappa_s(Y) \, dB_s, \quad (6.2.4)
\]

\[
X_t - x = \int_0^t \phi_s \theta_s(Y) \, X_s \, ds + \int_0^t \phi_s \lambda_s(Y) \, X_s \, dW_s, \quad (6.2.5)
\]

for \( 0 \leq t \leq T \).

In other words, \( \left( \Omega, \mathcal{F}_t, \{\mathcal{F}_t\}_{t \in [0, T]}, \mathbb{P}, X_t, Y_t, (B_t, W_t), (x, y) \right) \) is a weak solution of the system of equations (6.2.1), (6.2.3) with initial condition \((x, y)\). The process \( \phi_t \) represents a ratio of investment in the risky asset, it is measurable and \( \mathcal{F}_t \)-adapted. We do not consider the price process \( S_t \) from (6.2.2) at all since it is enough to work with the ‘controlled dynamics’ \( X_t \).

When needed, we will use the notation \( X^\pi, Y^\pi \), etc. to indicate that the object we mean belongs to \( \pi \). We denote the family of all investment strategies in the sense of definition 6.2.2 by \( \Pi \).

**Assumption 6.2.1.** The functional \( \theta \) is non-negative i.e. \( \theta(t, y) \geq 0 \) for all \( t \in [0, T] \) and \( y \in \mathcal{W}_T^d \).
Remark 6.2.3. Assumption \[6.2.1\] means simply that the return of the risky asset must be non-negative. This looks rather a harmless assumption. On the other hand, as mentioned before, (d) in Definition \[6.2.2\] is stringent. It excludes the ‘leverage effect’ where the volatility and the stock prices have (negative) correlation. This condition can be relaxed, see section \[6.7\].

We now present the framework of optimal investment under CPT, as proposed in [57]. We follow [41] and [11].

The investor assesses strategies by means of utilities on gains and losses, which are described in terms of functions \( u_\pm : \mathbb{R}_+ \to \mathbb{R} \) by a reference point \( G \) and functions \( w_\pm : [0, 1] \to [0, 1] \). The latter functions \( w_\pm \) are included with the aim of explaining the distortions of her perception on the “likelihood” of her gains and losses.

We model the reference point \( G \) by a real-valued random variable \( G \), as explained before in Section 3 the investor uses the benchmark \( G \) to assess the portfolio outcomes. The quantity \( G \) depends on economic factors as follows: let us denote by \( F \) a fixed deterministic functional \( F : \mathcal{W}^d_T \to \mathbb{R}_+ \) which is \( \mathcal{F}_T \)-measurable. As the probability space is not fixed, for each \( \pi \in \Pi \), we define the corresponding reference point by \( G_\pi := F(Y_\pi) \). That is, we assume that the benchmark is a non-negative functional of the economic factors.

For any strategy \( \pi \in \Pi \), we define the functionals

\[
V_+ (\pi) := \int_0^\infty w_+ (\mathbb{P}^\pi (u_+ ((X_T^\pi - G^\pi)_+) > t)) dt,
\]

and

\[
V_- (\pi) := \int_0^\infty w_- (\mathbb{P}^\pi (u_- ((X_T^\pi - G^\pi)_-) > t)) dt.
\]

The optimal portfolio problem for an investor under CPT consists in maximising the following performance functional:

\[
V(\pi) := V_+ (\pi) - V_- (\pi),
\]

which is defined provided that at least one of the summands is finite. Set \( \Pi' := \{ \pi \in \Pi : V_- (\pi) < \infty \} \) and define

\[
V := \sup_{\pi \in \Pi'} V(\pi).
\]

The value \( V \) represents the maximal satisfaction achievable by investing in the stock and riskless asset in a CPT framework. Our purpose is to prove the existence of \( \pi' \in \Pi \) such that \( V(\pi') = V \).

3 Main result

We make the following assumptions. Recall the notation \( y_\pi t = \sup_{s \leq t} |y_s| \).

**Assumption 6.3.1.** The functionals \( \kappa, \lambda, \theta \) and \( \nu \) are uniformly bounded. Furthermore, for fixed \( t \geq 0 \) and functions \( y^n, z \in \mathcal{W}^d_T \) such that \( (y^n - z)_t \to 0 \) we have \( \kappa_t (y^n) \to \kappa_t (z) \) and the same holds for the functionals \( \lambda, \theta \) and \( \nu \). We mean this when we write later that “the coefficients are continuous”.

**Assumption 6.3.2.** A (weak) solution of equation \[6.2.4\] exists and it is unique in law.

**Assumption 6.3.3.** We assume that \( u_\pm : \mathbb{R}_+ \to \mathbb{R}_+ \) and \( w_\pm : [0, 1] \to [0, 1] \) are continuous,
non-decreasing functions with $u_+(0) = 0$, $w_+(0) = 0$, $w_+(1) = 1$, and

$$u_+(x) \leq k_+ (x^n + 1), \text{ for all } x \in \mathbb{R}_+ \quad (6.3.1)$$

$$w_+(p) \leq g_+ p^\gamma, \text{ for all } p \in [0, 1] \quad (6.3.2)$$

with $\gamma, \alpha > 0$, $k_+, g_+ > 0$ fixed constants.

Denote by $L^p(\Omega, \mathbb{P})$ the usual space of $p$-integrable random variables on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$.

**Assumption 6.3.4.** There is $\vartheta > 0$ such that $\vartheta \gamma > 1$ and $G^\pi \in L^{\vartheta \gamma} (\Omega, \mathbb{P}^\pi)$ for all $\pi \in \Pi$.

Note that, under Assumption 6.3.2, the law of $G^\pi$ is independent of $\pi$ and hence Assumption 6.3.4 holds iff $G^\pi \in L^{\vartheta \gamma} (\Omega, \mathbb{P}^\pi)$ for one particular $\pi$.

In order to ensure that the functional $V$ and the optimisation problem in (6.2.9) are defined over a non-empty set, we introduce the following assumption on $u_-$, the distortion function $w_-$ and the reference point $G^\pi$.

**Assumption 6.3.5.** The functions $w_-, u_-$ are such that, for all $\pi \in \Pi$,

$$\int_0^\infty w_- (\mathbb{P}^\pi (u_- (G^\pi) > y)) \, dy < \infty. \quad (6.3.3)$$

Assumption 6.3.5 ensures that the set $\Pi'$ is not empty. Indeed, let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0, T]}, \mathbb{P})$ be a filtered probability space where (6.2.1) has a solution $Y_t$. Then setting $\phi_t := 0$ and $X_t := x$ for all $t$,

$$(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0, T]}, \mathbb{P}, x, Y_t, 0, (B_t, W_t), (x, y)), \quad \text{belongs to } \Pi' \text{ for each } x > 0. \quad \text{Our main result can now be stated. The main theorem of this chapter is the following.}$$

**Main Theorem 6.3.1.** Under Assumptions 6.2.1, 6.3.1, 6.3.2, 6.3.3, 6.3.4 and 6.3.5 the problem (6.2.9) is well-posed, i.e. $V < \infty$. Moreover, there exists an optimal strategy $\hat{\pi} \in \Pi$ (see definition 6.2.2) attaining the supremum in (6.2.9), i.e. $V = V(\hat{\pi})$.

**Remark 6.3.2.** Theorem 6.3.1 holds even if $\kappa$ and $\nu$ are not bounded but satisfy a linear growth condition. On the other hand, continuity in Assumption 6.3.1 is essential.

4 A relaxation of the problem

We introduce a relaxation of the problem by extending the class of investment strategies given in Definition 6.2.2. We shall call this extension the class of auxiliary controls. This relaxation is introduced in order to ensure the closedness of the set of laws of the processes $(Y_t, X_t)$.

We follow the martingale problem formulation, thus we refer to $(a_t, b_t)$ as the characteristics of the diffusion $(Y_t, X_t)$, such processes are the ones involved in the martingale problem formulation of equations (6.2.4) and (6.2.5). For this, the characteristics must take values in a family of convex subsets of $S_+^{d+1} \times \mathbb{R}^{d+1}$ hence we shall consider a ‘convex extension’ of the set on which the characteristics (and hence of the coefficients) in equations (6.2.4) and (6.2.5) take values.
Definition 6.4.1. Denote $\mathbb{A} = S_{\mathbb{R}}^{d+1} \times \mathbb{R}^{d+1}$. For any pair of continuous functions $(x, y) \in C([0, T]; \mathbb{R} \times \mathbb{R}^d)$ and for any $t \in [0, T]$ we define

$$
A_t(x, y) = \left\{ (a, b) \in \mathbb{A} \left| (a, b) = \left( \begin{array}{cc}
\frac{1}{2} \kappa(t, y) & 0 \\
0 & \frac{1}{2} m \lambda^2(t, y) x_t \end{array} \right), \\
\nu(t, y) & \theta(t, y) x_t \\
\end{array} \right), \\
0 \leq m \leq 1, \\
0 \leq l \leq \sqrt{m} \right\}.
$$

(6.4.1)

Remark 6.4.2. Notice that, for any investment strategy $\pi$ as in Definition 6.2.2 if $\sigma_t = \left( \begin{array}{cc}
\kappa(t, y) & 0 \\
0 & \phi(t, y) x_t \end{array} \right)$ and $b_t = \left( \begin{array}{c}
\nu(t, y) \\
\phi(t, y) x_t \end{array} \right)$ then, defining $a_t = \frac{1}{2} \sigma_t \sigma_t^*$, the pair $(a_t, b_t)$ belongs to $A_t(x, y)$.

We now describe the family of auxiliary controls used throughout this work. It stresses the fact of having Itô processes whose characteristics belong to the convex sets $A_t(x, y)$ in ‘a measurable way’ as $t, x$ and $y$ vary.

Definition 6.4.3. We define a family of auxiliary controls $\Pi$. Namely, an auxiliary control $\pi \in \Pi$ consists of the collection

$$
\pi := \left( \Omega, \mathcal{F}, \{\mathcal{F}_t\}_{[0, T]}, \mathbb{P}, X_t, Y_t, \xi_t, (x, y) \right),
$$

where

(a) $\left( \Omega, \mathcal{F}, \{\mathcal{F}_t\}_{[0, T]}, \mathbb{P} \right)$ is a complete filtered probability space whose filtration satisfies the usual conditions;

(b) $\xi_t := (B_t, W_t)$ is an $\mathbb{R}^{d+1}$-valued standard $\mathcal{F}_t$-Wiener process and $W_t$ is an $\mathbb{R}^d$-valued Wiener process;

(c) there exists an $\mathbb{A}$-valued, $\mathcal{F} \otimes \mathcal{B}([0, T])$-measurable and $\mathcal{F}_t$-adapted process, denoted by $(a_t, b_t)$, such that (d) and (e) below hold;

(d) The processes $X_t$ and $Y_t$ are $\mathcal{F} \otimes \mathcal{B}([0, T])$-measurable and $\mathcal{F}_t$-adapted such that a.s. for all $t \geq 0$;

$$
\begin{pmatrix}
Y_t \\
X_t
\end{pmatrix} = \begin{pmatrix}
y \\
x
\end{pmatrix} + \int_0^t \sqrt{2a_s} d\xi_s + \int_0^t b_s ds;
$$

(6.4.2)

(e) for almost all $(\omega, t) \in \Omega \times [0, T]$, we have $(a_t, b_t) \in A_t(X_t, Y_t)$.

We will often write $X^\pi, Y^\pi$ to indicate that we mean $X, Y$ belonging to $\pi$.

For each $\pi \in \Pi$, we can define $V_\pi(\pi)$ as before and we can set $V(\pi) := V_+(\pi) - V_-(\pi)$ for $\pi \in \Pi := \{ \pi \in \Pi : V_+(\pi) < \infty \}$.

Remark 6.4.4. The relationship between the processes $a_t$ and $b_t$ in $A_t(x, y)$ and the real-valued processes $l_t$ and $m_t$ with $0 \leq m_t \leq 1, 0 \leq l_t \leq \sqrt{m_t}$ is clear from Definition 6.4.3. Condition (c) in Definition 6.4.3, i.e. the measurability properties of the $\mathbb{A}$-valued process $(a_t, b_t)$, yields the same properties for the processes $l_t$ and $m_t$: (d) implies that $l_t, m_t$ can be chosen $\mathcal{F} \otimes \mathcal{B}([0, T])$ measurable and $\mathcal{F}_t$-adapted.

Equation (6.4.2) can be rewritten as the set of equations below. Denote

$$
\sigma_t = \left( \begin{array}{cc}
\kappa(t, Y) & 0 \\
0 & \sqrt{m_t} \lambda(t, Y) X_t
\end{array} \right),
$$
and
\[ b_t = \left( \begin{array}{c} \nu(t, Y) \\ l_t \theta(t, Y) X_t \end{array} \right). \]

Setting \( a_t := \frac{1}{2} \sigma_t \sigma_t^* \),
\[ Y_t = y + \int_0^t \nu_s(Y) \, ds + \int_0^t \kappa_s(Y) \, dB_s, \quad (6.4.3) \]
\[ X_t = x + \int_0^t l_s \theta_s(Y) \, X_s \, ds + \int_0^t \sqrt{m_s \lambda_s}(Y) X_s \, dW_s. \quad (6.4.4) \]

**Definition 6.4.5.** Let \( \pi \in \Pi \) be a relaxed control, we say that \( \{X_t^\pi\}_{t \in [0, T]} \) is a portfolio value process if \( l_t = \sqrt{m_t} \), i.e.
\[ dX_t = \sqrt{m_t} \theta(t, Y) X_t dt + \sqrt{m_t} \lambda(t, Y) X_t dW_t. \quad (6.4.5) \]

**Remark 6.4.6.** If \( X_t^\pi \) is a portfolio value process then taking \( \phi_t = \sqrt{m_t} \) we see that
\[ \left( \Omega^\pi, \mathcal{F}^\pi, \{\mathcal{F}^\pi_t\}_{t \in [0, T]}, \mathbb{P}^\pi, X_t^\pi, Y_t^\pi, \phi_t^\pi, (B_t^\pi, W_t^\pi), (x, y) \right), \]
belongs to \( \Pi \).

**Remark 6.4.7.** Suppose that we are given a \( \pi \in \Pi \) i.e. there is a standard \( d + 1 \)-dimensional Wiener process \((B_t, W_t)_{t \geq 0}\) on \((\Omega^\pi, \mathcal{F}^\pi, \{\mathcal{F}^\pi_t\}_{t \in [0, T]}, \mathbb{P}^\pi)\) and processes \( X_t^\pi, Y_t^\pi, a_t^\pi, b_t^\pi \) such that equations \((6.4.3)\) and \((6.4.4)\) hold.

Define the continuous semimartingale \( M_t^\pi := \int_0^t \sqrt{m_s \pi \lambda_s}(Y) \, dW_s + \int_0^t l_s \theta_s(Y) \, ds \). Then we can rewrite equation \((6.4.3)\) as
\[ X_t = x + \int_0^t X_s \, dM^\pi_s. \quad (6.4.6) \]

Equation \((6.4.6)\) has a unique strong solution given by the stochastic exponential, and then \( X_t^\pi \) is given by
\[ X_t^\pi = x \exp \left\{ \int_0^t \sqrt{m_s \lambda_s}(Y) \, dW_s^\pi + \int_0^t \left[ l_s \theta_s(Y) - \frac{1}{2} m_s \lambda_s^2(Y) \right] \, ds \right\}, \quad (6.4.7) \]
and this process is positive \( \mathbb{P}^\pi \)-a.s.

## 5 Compactness of laws and related results

**Lemma 6.5.1.** Let \( M = \max \{ \| \kappa \|_{\mathcal{X}}, \| \lambda \|_{\mathcal{X}}, \| \theta \|_{\mathcal{X}}, \| \nu \|_{\mathcal{X}} \} \) then the set \( \mathcal{A}(x, y) \) is convex, closed and bounded, where the bound depends on \( M \) and \( x_t \) only.

**Proof.** Notation \( \| \cdot \| \) will refer to Euclidean norms of varying dimensions. For simplicity, we assume \( d = 1 \). Notice that
\[ |(\sigma_t, b_t)| = \left( \| \kappa_t \|_{\mathcal{Y}}^2(y) + m^2 \cdot \lambda_t^2(y) \cdot x_t^2 + |\nu_t|^2(y) + l^2 \theta_t^2(y) x_t^2 \right)^{1/2}, \]
hence
\[ |(\sigma_t, b_t)| \leq M'(1 + |x_t|). \quad (6.5.1) \]
It is clear that the set is closed. For a fixed \( t, x \) and \( y \), the set is bounded. Indeed, let
\((a_t, b_t) \in A_t(x, y)\) and

\[
(a_t, b_t) = \begin{pmatrix}
\frac{1}{2} \kappa^2(t, y) & 0 \\
0 & \frac{1}{2} m \lambda^2(t, y) \cdot x_t^2
\end{pmatrix} \begin{pmatrix}
\nu(t, y) \\
\ell \theta(t, y) x_t
\end{pmatrix},
\]

we have

\[
| (a_t, b_t) | \leq \left( \frac{1}{4} \cdot (\kappa^2(y))^2 + \frac{1}{4} (m \cdot \lambda^2(y) \cdot x_t^2)^2 + \nu^2(y) + \ell^2 \theta^2(y) x_t^2 \right)^{1/2},
\]

so

\[
| (a_t, b_t) | \leq \left( \frac{1}{4} M^4 + \frac{1}{4} M^4 \cdot (x_t^2)^2 + M^2 + M^2 x_t^2 \right)^{1/2},
\]

which leads to \(| (a_t, b_t) | \leq \frac{1}{2} (M + 1)^2 + M^2 x_t^2\).

In particular,

\[
\| A_t(x, y) \| := \max |(a_t, b_t)| : (a_t, b_t) \in A_t(x, y) | \leq K \left( 1 + |x_t|^2 \right),
\]

for some \(K \geq 0\).

The set \(A_t(x, y)\) is also convex. Indeed, let \((\alpha, b), (\gamma, c) \in A_t(x, y)\) then, for \(0 \leq \mu \leq 1,

\[
\mu (\alpha, b) + (1 - \mu) (\gamma, c) = \begin{pmatrix}
\frac{1}{2} \kappa^2(y) & 0 \\
0 & \frac{1}{2} (\mu m + (1 - \mu) n) \lambda^2(y) x_t^2
\end{pmatrix} \begin{pmatrix}
\nu(t, y) \\
(\mu \ell + (1 - \mu)p) \theta(t, y) x_t
\end{pmatrix},
\]

with \(0 \leq m, n \leq 1, 0 \leq l \leq \sqrt{m} \) and \(0 \leq p \leq \sqrt{n}\). Clearly, \(\mu l + (1 - \mu)p \leq \sqrt{\mu m + (1 - \mu) n}\), by concavity of \(\sqrt{\cdot}\).

Notice that the last estimates hold true if a linear growth condition is satisfied by \(\kappa\) and \(\nu\), the bound would depend on \(|x_t|\) and \(|y_t|\).

In order to deal with (semi)continuity issues related to the family of sets defined in Definitions 6.3.1 and 6.4.1, the support function of the family of sets \(A_t(x, y)\) is now considered.

We denote for all \(u \in \mathbb{R}^{d+1}, v \in \mathbb{R}^{d+1}\) and \(t \in [0, T]\),

\[
F_t(x, y)(u, v) = \max \left\{ \sum_{i,j=1}^{d+1} a_{ij} u_{ij} + \sum_{j=1}^{d+1} b_j v_j : (a, b) \in A_t(x, y) \right\}.
\]

Under Assumption 6.3.1 for fixed \(t \geq 0\) and \((u, v)\), the support function \((x, y) \to F_t(y, x)(u, v)\) is continuous.

In particular, the set \(A_t(x, y)\) is upper-semicontinuous in the sense of Assumption 3.1 iii) in [32]. It is also clear that, for fixed \(u, v \in \mathbb{R}\), \(F_t(u, v, \zeta)\) is a Borel function on \([0, T] \times C([0, T]; \mathbb{R}^{d+1})\).

We first present some moment estimates which will, in particular, guarantee tightness for the family of the laws of \((X^\pi_t, Y^\pi_t)\), \(\pi \in \Pi\) in \(C([0, T]; \mathbb{R}^{d+1})\).

**Proposition 6.5.2.** For the ease of reference we denote \(\zeta_t = (Y_t, X_t)\). For any \(m > 0\),

\[
\sup_{\pi \in \Pi} \mathbb{E}^{\pi} \left[ \sup_{t \in [0, T]} |\zeta^\pi_t|^m \right] < \infty.
\]
Proposition 6.5.3. Under Assumption 6.3.1, let $\pi \in \Pi$ and $(Y_\pi^T, X_\pi^T)$ their associated processes solving 6.4.3 and 6.4.4. Then, there exist a constant $K_T > 0$ not depending on $\pi \in \Pi$, such that for any $\eta > 0$ and $s, t \in [0, T]$,

$$E^\pi_\Pi \|\zeta_t - \zeta_s\| \leq K_T |t-s|^{\frac{3}{2}}.$$ (6.5.5)

See section 6.8.1 for a standard proof of both propositions above. A well-known result on tightness of measures on $C([0, T]; \mathbb{R}^{d+1})$ gives the following corollary.

Corollary 6.5.4. Let Assumption 6.3.1 be in force. Let $\{\pi_n\} \subset \Pi$. The set of laws of the process $\zeta^\pi_n$ on $C([0, T]; \mathbb{R}^{d+1})$ is relatively weakly compact.

Remark 6.5.5. Alternatively, if $\pi_n$ is a sequence of auxiliary controls, we can easily check the following estimates

$$\langle b^n_\pi (\zeta), \zeta \rangle + \text{tr} (a^n_\pi (\zeta)) \leq 2M \left( 1 + |\zeta|^2 \right),$$ (6.5.6)

and

$$|b^n_\pi (\zeta)| \leq \left[ \|\nu_2(Y)\|^2 + \|
u_3^2(Y) X^n_\pi \right]^{\frac{1}{2}} \leq M + M |X^n_\pi| \leq 2M \left( 1 + |\zeta|^2 \right),$$ (6.5.7)

$$\text{tr} (a^n_\pi (\zeta)) \leq \frac{1}{2} \left[ \kappa(Y)^2 + m_x \lambda^2(Y) X^n_\pi \right] \leq \frac{1}{2} M^2 \left( 1 + |\zeta|^2 \right).$$ (6.5.8)

Thus,

$$|b^n_\pi (\zeta)| + \text{tr} (a^n_\pi (\zeta)) \leq K \left( 1 + |\zeta|^2 \right),$$ (6.5.9)

with $K = \frac{1}{2} M^2 + 2M$. Let us define $L(r, t) := K (1 + r^2)$, it is an increasing function of $r \in [0, \infty)$ thus, Assumption 4.2.2 holds with this choice. On the other hand, (6.5.6) ensures that Assumption 1.2.3 holds; indeed, (6.5.6) implies that $L_n(t)$ in Assumption 1.2.3 is deterministic and (4.2.63) holds trivially. These estimates allow to prove that the laws of $\zeta_t$ are tight by a direct application of Theorem 4.2.38.

Now we restate Theorem 3.2 of [32], Theorem 5.4.3 in our setting, which will provide weak compactness of the laws of $(x^\pi, y^\pi)$.

Theorem 6.5.6. Let Assumption 6.3.1 be in force. Denote by $Q^\pi$ the distribution of $\zeta^\pi$ on $C([0, T]; \mathbb{R}^{d+1})$. Then the set $\{Q^\pi: \pi \in \Pi\}$ is sequentially weakly compact.

Proof. It follows from the above discussions that Assumption 5.4.1 ii) and iii) (Assumption 3.1 in [32]) hold in the present case. One does not have Assumption 5.4.1 i), i.e. Assumption 3.1. in 5.4.1 (though (linear growth condition on $\|A_t(X, Y)\|$), there is a quadratic growth instead, see (6.5.2). But, as Corollary 6.5.4 or Remark 6.5.3 show, this is still sufficient to get tightness (and hence relative weak compactness by Prokhorov theorem) of the sequence $Q^\pi_n$ in our setting. Then one can check that the proof of Theorem 3.2 in [32], Theorem 5.4.3 goes through and we can conclude.

The next lemma shows that, to any auxiliary control $\pi$ in the sense of Definition 6.4.3, we can associate an investment strategy (in the sense of Definition 6.2.2) with higher value function.

Lemma 6.5.7. Let

$$\pi = \left( \Omega^\pi, \mathcal{F}^\pi, \{\mathcal{F}_t^\pi\}_{t \in [0, T]}, \mathbb{P}^\pi, (X_t^\pi, Y_t^\pi), (B_t^\pi, W_t^\pi), (x, y) \right) \in \Pi.$$
Then a solution to
\[ dY_t - \nu_t(Y_t) \, dt + \kappa_t(Y_t) \, dB_t, \quad Y_0 = y, \] (6.5.10)
\[ d\hat{X}_t = \sqrt{m(t)} \theta_t(Y_t) \, \hat{X}_t \, dt + \sqrt{m(t)} \lambda_t(Y_t) \, \hat{X}_t \, dW_t, \quad \hat{X}_0 = x, \] (6.5.11)
exists on the same filtered probability space and \( \hat{X}_T \geq X^\pi_T \) a.s. Furthermore, \( \hat{X}_t \) is a portfolio value process.

**Proof.** Let us define
\[ Z_t := \exp \left( - \int_0^t \left( \int_s^t \right) \left( X^\pi_s, Y^\pi_s \right) \theta_s \, (Y_s) \, ds \right) \]
and set \( \hat{X}_t := Z_t X^\pi_T \). Itô’s formula shows that \( \hat{X}_t \) indeed verifies (6.5.11). Since \( \theta_t \geq 0 \) was assumed, we get that \( Z_t \geq 1 \) hence \( \hat{X}_t \geq X^\pi_T \), for all \( t \).

### 6 Proof of Theorem 6.3.1

**Proof.** Let \( y > 0 \). By (6.3.2) and (6.3.1),
\[ w_+ \left( Q^\pi \left( u_+ \left( (X^\pi_T - G^\pi)_+ > y \right) \right) \right) \leq g_+ \left[ Q^\pi \left( (X^\pi_T - G^\pi)_+ > \frac{y}{k_+} - 1 \right) \right]^\gamma. \]
Hence,
\[ V_+ (\pi) \leq g_+ \int_0^\infty \left[ Q^\pi \left( (X^\pi_T - G^\pi)_+ > \frac{y}{k_+} - 1 \right) \right]^\gamma \, dy - \int_k^\infty \left[ Q^\pi \left( (X^\pi_T - G^\pi)_+ > \frac{y}{k_+} - 1 \right) \right]^\gamma \, dy, \]
\[ \int_k^\infty \left[ Q^\pi \left( (X^\pi_T - G^\pi)_+ > \frac{y}{k_+} - 1 \right) \right]^\gamma \, dy \leq k_+ \int_0^\infty \left[ Q^\pi \left( (X^\pi_T - G^\pi)_+ > y \right) \right]^\gamma \, dy. \] (6.6.1)

If \( x \geq 1 \), applying Chebyshev’s inequality and Assumption 6.3.4,
\[ \left[ Q^\pi \left( (X^\pi_T - G^\pi)_+ > x \right) \right]^\gamma - \left[ Q^\pi \left( (X^\pi_T - G^\pi)_+ > x^0 \right) \right]^\gamma \leq \left[ \frac{E^\pi (X^\pi_T - G^\pi)_+^{\alpha\theta}}{x^{\alpha\theta}} \right]^\gamma \leq \frac{1}{x^{\alpha\theta}}, \] (6.6.2)
where \( M = \sup_x E^\pi (X^\pi_T)_+^{\alpha\theta} \) (note that \( G \geq 0 \), by Proposition 6.5.2). Note that \( 1/x^{\alpha\theta} \) is integrable on \([1, \infty)\).

Hence the problem is well-posed since \( V(\pi) \leq V_+ (\pi) \) for all \( \pi \in \Pi' \) and we have just seen that the latter has an upper bound independent of \( \pi \).

By Theorem 6.5.6 the set of laws \( \{Q^\pi\}, \pi \in \Pi \) of the processes \( \zeta - (X^\pi, Y^\pi) \) is relatively compact in the weak topology. Let \( \left\{ \pi^n \right\} \) be sequence of weak controls \( \pi^n \in \Pi' \) such that
\[ V(\pi^n) \to \sup_{\pi \in \Pi} V(\pi), \quad n \to \infty. \] (6.6.3)

There is a subsequence of \( \{\pi^n\} \) denoted by \( \{\pi^k\} \) such that \( Q^{\pi^k} \Rightarrow Q^{\pi^*} \) as \( k \to \infty \) and
\( \pi^* \in \Pi. \)

By Skorokhod’s theorem there is a probability space, that will be denoted by \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})\) and random variables \( \tilde{X}^k, \tilde{Y}^k \), respectively such that the law of \((\tilde{X}^k, \tilde{Y}^k)\) equals \( \mathbb{Q}^{\pi_k} \) and \( \tilde{X}, \tilde{Y} : (\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}}) \to \mathcal{W}^1_T, \mathcal{W}_T^d \) with law equal to \( \mathbb{Q}^{\pi^*} \) such that \( \tilde{X}^k \to \tilde{X}, \tilde{Y}^k \to \tilde{Y} \) a.s. in the uniform norm.

By Assumption 6.3.2 \( \tilde{Y}^k \) and \( \tilde{Y} \) have the same law and \( \tilde{Y}^k \to \tilde{Y} \) in probability (even a.s.).

By Theorem 2.2.6 or Théorème 1 in [3] \( F(\tilde{Y}^k) \to F(\tilde{Y}) \) in probability.

By continuity of \( u_\pm \) and the projection \( p_T(f) := f(T), f \in \mathcal{W}_T \), then \( u_\pm \left( (\tilde{X}^k - F(\tilde{Y}^k)) \right) \to u_\pm \left( (\tilde{X}_T - F(\tilde{Y})) \right) \) in probability.

It follows that, denoting by \( D \) the set of discontinuity points of the cumulative distribution functions of \( u_\pm \left( (\tilde{X}_T - F(\tilde{Y})) \right) \), for any \( y \in \mathbb{R} \setminus D \) we have

\[
\mathbb{Q}^{\pi_k} \left( u_\pm \left( (X^k_T - G^{\pi_k}) \right) > y \right) \to \mathbb{Q}^{\pi^*} \left( u_\pm \left( (X^*_T - G^{\pi^*}) \right) > y \right),
\]

as \( k \to \infty. \)

Since \( w_\pm \) are continuous, also

\[
w_\pm \left( \mathbb{Q}^{\pi_k} \left( u_\pm \left( (X^k_T - G^{\pi_k}) \right) > y \right) \right) \to w_\pm \left( \mathbb{Q}^{\pi^*} \left( u_\pm \left( (X^*_T - G^{\pi^*}) \right) > y \right) \right),
\]

for \( y \notin D \). By Fatou’s lemma, and by (6.6.2) (just as it was proved in chapter 3 Theorem 3.3.16),

\[
\int_0^\infty w_\pm \left( \mathbb{Q}^{\pi^*} \left( u_\pm \left( (X^*_T - G^{\pi^*})_+ \right) > y \right) \right) dy \leq \lim_{k \to \infty} \int_0^\infty w_\pm \left( \mathbb{Q}^{\pi_k} \left( u_\pm \left( (X^k_T - G^{\pi_k})_+ \right) > y \right) \right) dy.
\]

It follows that \( V(\pi^*) = \sup_{\pi \in \Pi} V(\pi) \). It is also clear that \( \pi^* \in \Pi^* \). Let \((a_t,b_t)\) be the \( \mathcal{A}\)-valued processes associated to \( \pi^* \in \Pi \) as in Definition 6.4.3. By Lemma 6.5.7 there is

\[
\pi' = \left( \Omega^{\pi'}, \mathcal{F}^{\pi'}, (\mathcal{F}^{\pi'}), \mathbb{P}^{\pi'}, X^{\pi'}, Y^{\pi'}, (B^{\pi'}, W^{\pi'}), (x,y) \right)
\]

which is a portfolio value process in the sense of Definition 6.4.5 and for which

\[
u_\pm \left( (X^*_T - G^{\pi^*})_+ \right) \geq \nu_\pm \left( (X^*_T - G^{\pi'})(x,y) \right),
\]

notice that \( G^{\pi'} - G^{\pi^*} \) and \( u_\pm \left( (X^*_T - G^{\pi^*})_+ \right) \) also, so \( V(\pi') \geq \sup_{\pi \in \Pi} V(\pi) \). Thus, recalling Remark 6.6.6 the investment strategy

\[
\hat{\pi} = \left( \Omega^{\pi'}, \mathcal{F}^{\pi'}, \mathbb{P}^{\pi'}, \left\{ \mathcal{F}^{\pi'} \right\}_{t \in [0,T]}, X^{\pi'}, Y^{\pi'}, \sqrt{m^{\pi'}}, (B^{\pi'}, W^{\pi'}), (x,y) \right)
\]

is optimal i.e.

\[
\sup_{\pi \in \Pi} V(\pi) \leq V(\pi^*) \leq V(\hat{\pi}), \quad \text{(6.6.4)}
\]

and obviously, \( \hat{\pi} \in \Pi^* \). \( \square \)
7 Extensions

8 Description of the market model

In this section, we extend the market model that was developed in the last sections, by allowing the portfolio value process to influence the factor process \( Y_t \), the influence in our model is ‘additive’. Furthermore, a riskless asset with deterministic interest rate \( r_t \) at time \( t \) is included. For simplicity we will assume that the factor process \( Y \) takes values in \( \mathbb{R} \). The computations are easily extended to the case when the factor process \( Y_t \) is multi-dimensional.

Definition 6.8.1. Let \( \nu(t,y) \) be an \( \mathbb{R} \)-valued process, such that the restriction of \( \nu \) to \([0, t] \times \mathcal{F}_t\) is \( \mathcal{B}([0, t]) \otimes \mathcal{F}_t \)-measurable, for any \( t \in [0, T] \). We will use both the notations \( \nu_t (y) \) and \( \nu(t,y) \).

Similarly, we define the coefficients \( \theta, \lambda, \rho, \kappa \) to be \( \mathcal{B}([0, T]) \otimes \mathcal{F}_t \)-measurable and \( \mathcal{F}_t \)-adapted with values in \( \mathbb{R} \).

In this case, the stochastic differential equations of the optimal investment model are given by

\[
dY_t = \nu(t,Y_t) \, dt + \kappa(t,Y_t) \, dB_t + \rho(t,X_t) \, dX_t, \quad Y_0 = y, \tag{6.8.1}
\]

\[
dX_t = \phi_t \theta(t,Y_t) \, X_t dt + \phi_t \lambda(t,Y_t) \, X_t dW_t + (1 - \phi_t) \, r_t \, X_t dt, \quad X_0 = x. \tag{6.8.2}
\]

where \( \phi_t \in [0,1] \) represents the proportion of wealth invested in the stock, \( Y \) is an economic factor and \( X \) is the wealth given by the portfolio strategy \( \phi \). The set \( \Pi \) is defined analogously to Definition 6.2.2.

Assumption 6.8.1. For all \( t \geq 0 \), the growth rate of the stock is greater than the growth rate of the bond, i.e.

\[
\theta(t,Y) \geq r_t \geq 0, \quad \mathbb{P}^x - a.s. \tag{6.8.3}
\]

The functionals \( \nu, \theta, \lambda, \kappa, \rho \) are bounded and continuous in the sense of Assumption 6.3.1.

Assumption 6.8.2. The reference point \( G \) is a constant.

Remark 6.8.2. The assumption concerning the coefficients \( \nu \) and \( \kappa \) can be weakened, indeed, as it was pointed out in the last section, it is possible to obtain the same growth estimates for \( \|A_t\| \) in this case. This allows to include a myriad of stochastic volatility models and mean reverting economic factors. On the other hand, the assumption concerning the boundedness of \( \rho, \theta \) and \( \lambda \) cannot be relaxed.

As in Subsection 6.4, we consider a relaxed setting. With this purpose in mind, we define \( \theta^e(t,y) = \theta(t,y) - r_t \). In what follows, \( E \) is the \( 2 \times 2 \) matrix such that \( E_{11} = 1 \) and \( E_{ij} = 0 \) otherwise.

Definition 6.8.3. We define the following family of sets.

\[
A_t(x,y) = \left\{(a,b) \in \mathbb{A} \mid a - \frac{1}{2} \kappa^2(t,y) E + \frac{1}{2} m \lambda^2(t,y) x_t^2 \begin{pmatrix} \rho^2(t,x) & \rho(t,x) \\ \rho(t,x) & 1 \end{pmatrix}, \tag{6.8.4}\right\}
\]

\[
b = \begin{pmatrix} \nu(t,y) \\ 0 \end{pmatrix} + (l x_t \theta^e(t,y) + r_t x_t) \begin{pmatrix} \rho(t,x) \\ 1 \end{pmatrix}, \quad 0 \leq m \leq 1, \quad 0 \leq l \leq \sqrt{m}. \tag{6.8.5}\]
The following lemma enables us to use results in chapter 5, Theorem 5.4.3, originally proved in [32].

**Lemma 6.8.4.** The set \( A_t(x,y) \) is closed, convex and bounded for each \((x,y) \in W^2_T\) and each \( t \in [0,T] \).

**Proof.** Only convexity needs to be checked. Let \( 0 \leq \mu \leq 1 \) and \((a,b),(\alpha,\beta) \in A_t(x,y)\) then the convex linear combination \( \mu a + (1 - \mu)\alpha \) is equal to

\[
\frac{1}{2} \kappa^2(t,y) E_t 1 + \frac{1}{2} (\mu m + (1 - \mu) m') \lambda^2(t,y) x_t^2 \begin{pmatrix} \rho^2(t,x) & \rho(t,x) \\ \rho(t,x) & 1 \end{pmatrix},
\]

and \( \mu b + (1 - \mu)\beta \) equals

\[
\begin{pmatrix} \nu(t,y) \\ 0 \end{pmatrix} + \left( (\lambda l + (1 - \lambda)\ell') x_t \theta^r(t,y) + r_t x_t \right) \begin{pmatrix} \rho(t,x) \\ 1 \end{pmatrix}.
\]

As \( \mu l + (1 - \mu)\ell' \leq \mu \sqrt{m} + (1 - \mu)\sqrt{m} \leq \sqrt{\mu m + (1 - \mu)m'} \) so \( \mu (a,b) + (1 - \mu)(\alpha,\beta) \in A_t(x,y) \).

The estimates of Lemma 6.5.1 apply to this case as well, by Assumption 6.8.1 and Assumption 6.8.2 one obtains a similar condition on \( A_t \)

\[
\|A_t(\zeta)\| \leq K \left( 1 + |X_t|^2 \right).
\]

This allows to use the results of Theorem 5.4.3 just as they were used in the last section; using the class of relaxed controls defined below.

**Definition 6.8.5.** We say that \( \pi \in \Pi \) if

\[
\pi := \left( \Omega, \mathcal{F}, \{ \mathcal{F}_t \}_{t \in [0,T]}, \mathbb{P}, X_t, Y_t, (B_t,W_t), (x,y) \right)
\]

with

\(\text{(a)}\) \( \left( \Omega, \mathcal{F}, \{ \mathcal{F}_t \}_{t \in [0,T]}, \mathbb{P} \right) \) a complete filtered probability space whose filtration satisfies the usual conditions;

\(\text{(b)}\) the two-dimensional process \( \xi_t := (B_t,W_t) \) is a standard \( \mathcal{F}_t\)-Wiener process;

\(\text{(c)}\) the vector \((x,y) \in (0,\infty) \times \mathbb{R}\) is the initial endowment of the portfolio process \( X_t \) and the initial state of the economic factors \( Y_t \), respectively;

\(\text{(d)}\) there exists an \( \mathcal{A} \)-valued, \( \mathcal{F} \otimes \mathcal{B}([0,T]) \) measurable and \( \mathcal{F}_t \)-adapted process denoted by \((a_t,b_t)\) such that

\[
\begin{pmatrix} Y_t \\ X_t \end{pmatrix} = \begin{pmatrix} y \\ x \end{pmatrix} + \int_0^t \sqrt{2a_s} d\xi_s + \int_0^t b_s ds \quad (6.8.6)
\]

\(\text{(e)}\) For almost all \((\omega,t) \in \Omega \times [0,T]\), we have \((a_t,b_t) \in A_t(X,Y)\) (i.e. we can choose a pair \((m_t,l_t)\) in a “measurable way”).
As explained before, the vectorial form of the equations (6.2.4) and (6.2.5) can be rewritten. Define
\[
\sigma_t := \begin{pmatrix}
\kappa(t, y) & \rho(t, x) \sqrt{m_t \lambda(t, y)} \\
0 & \sqrt{m_t \lambda(t, y)} x_t
\end{pmatrix}
\]
and the drift is given by
\[
b_t = \begin{pmatrix}
\nu(t, y) \\
0
\end{pmatrix} + (x_t \theta^r(t, Y) + x_t r_t) \cdot \begin{pmatrix}
\rho(t, x) \\
1
\end{pmatrix}
\]

Given a relaxed control \( \pi \) the processes \( X_t, Y_t \) are \( \mathcal{F} \otimes \mathcal{B}([0, T]) \)-measurable and \( \mathcal{F}_t \)-adapted such that for all \( t \in [0, T] \)
\[
dY_t = \nu(t, Y) \, dt + \kappa(t, Y) \, dB_t + \rho(t, X) \, dX_t, \quad Y_0 = y, \quad (6.8.7)
\]
\[
dX_t = [t \, (\theta(t, Y) - r_t) \, X_t + r_t \cdot X_t] \, dt + \sqrt{m_t \lambda(t, Y)} \, X_t \, dW_t, \quad X_0 = x. \quad (6.8.8)
\]

The proof of the following result is based on that of Theorem 6.3.1.

**Main Theorem 6.8.6.** Let Assumptions 6.3.2, 6.3.3, 6.8.1 and 6.8.2 be in force then the problem is well-posed and \( \Pi' \neq \emptyset \) (the identically zero strategy belonging to \( \Pi' \), where \( \Pi' \) is defined analogously to Subsection 6.3). There is a \( \hat{\pi} \in \Pi' \) such that the supremum in (6.2.9) is attained. \( \square \)

**Remark 6.8.7.** The assumption made on the factors \( Y_t \) to be one-dimensional is stated to simplify computations, in case \( \nu(t, y) \) is \( \mathbb{R}^d \)-valued and \( \kappa(t, y) \) is \( \mathbb{R}^{d \times d} \)-valued, Definitions 6.8.1, 6.8.4 and 6.8.5 are changed accordingly. Moreover, the estimates in Proposition 6.5.3 or in (6.5.6) and (6.5.7) hold true with no significant changes, hence relatively compactness of the laws of \( (X_t, Y_t) \) holds.

### 8.1 Auxiliary lemmas

Some proofs of auxiliary results are included in this section.

**Proof of Proposition 6.5.3.** We shall write \( \xi_s = (W_s, B_s) \). Suppose \( m \geq 2 \). The notation \( \| \cdot \| \) will be used to denote Euclidean norm in spaces of various dimensions. By a localisation argument, we can assume that \( \sup_{t \in [0, T]} |X_t|^m \leq N \), for a positive constant \( N > 0 \). Then
\[
|\xi|^m = \left( \|X_t\|^2 + \|Y_t\|^2 \right)^{\frac{m}{2}} \leq 2^{\frac{m}{2} - 1} \cdot \left( \|X_t\|^m + \|Y_t\|^m \right), \quad (6.8.9)
\]
so it is enough to obtain that the moments of each of the processes \( Y_t \) and \( X_t \) satisfy (6.5.4).

Set \( b_{t, 2} = (l_t \theta_t(Y) \cdot X_t) \) and \( \sigma_{t, 2} = (0, m_t \lambda_t(Y) \cdot X_t) \)
\[
\mathbb{E}^\pi \left[ \sup_{t \in [0, T]} |X_t|^m \right] \leq 3^{m-1} \left( \|X_0\|^m + \mathbb{E}^\pi \left( \int_0^T |b_{t, 2}| \, ds \right)^m + \mathbb{E}^\pi \left[ \sup_{t \in [0, T]} \int_0^T \sigma_{t, 2}^2 \, d\xi_s \right]^m \right). \quad (6.8.10)
\]

By Jensen's inequality and by Burkholder-Davis-Gundy inequality
\[
\mathbb{E}^\pi \left[ \sup_{t \in [0, T]} |X_t|^m \right] \leq 3^{m-1} \left( \|X_0\|^m + \mathbb{E}^\pi \left( \int_0^T |b_{t, 2}| \, ds \right)^m + C_m \mathbb{E}^\pi \left[ \int_0^T \sigma_{t, 2}^2 \, ds \right]^\frac{m}{2} \right),
\]
The case monotone convergence. for constants similarly, above, here \( \| \sigma_{s,2} \|^m - m\lambda_t(Y)|^m(X_t)^m \) and \( |b_{s,2}|^m - t^m \tilde{\theta}_t^m(Y)X_t^m \), however, we can use the estimate \( (6.5.1) \) above,

\[
E^\pi \left[ \sup_{t \leq T} |X_t|^m \right] \leq 3^{m-1} \left( E^\pi |X_0|^m + K(m, T) \cdot E^\pi \left[ T^m \sum_{t \leq s} (1 + \sup_{t \leq s} \| \zeta_t \|)^m ds \right] \right),
\]

similarly,

\[
E^\pi \left[ \sup_{t \leq T} |Y_t|^m \right] \leq 3^{m-1} \left( E^\pi |Y_0|^m + K'(m, T) E^\pi \left[ T^m \sum_{t \leq s} (1 + \sup_{t \leq s} \| \zeta_t \|)^m ds \right] \right),
\]

for constants \( K, K' \) depending on \( m \) and the fixed finite horizon \( T > 0 \). Then we have

\[
E^\pi \left[ \sup_{t \in [0,T]} \| \zeta_t \|^m \right] \leq K(m) \left( E^\pi \| \zeta \|^m + \left[ T^m \sum_{t \leq s} (1 + E^\pi \left( \sup_{t \leq s} \| \zeta_t \|)^m ds \right] \right),
\]

for some \( K(m, T) > 0 \) so by Grönwall’s inequality,

\[
E^\pi \left[ \sup_{t \in [0,T]} \| \zeta_t \|^m \right] \leq L(m, T),
\]

with a fixed constant \( L(m) \), not depending on \( N \), for all \( \pi \in \Pi \). The general case follows by monotone convergence.

The case \( 0 < m < 2 \) follows from the monotonicity of the norms. \( \square \)

**Proof of Proposition 6.5.3** For simplicity, the processes \( Y_t^\pi \) and \( X_t^\pi \) are denoted by \( Y_t \), \( X_t \) respectively, the notations \( B, W \) are thus also self-explanatory. We follow the same arguments that were used in Chapter 5, in the proof of Theorem 5.4.3.

As in Proposition 6.5.2 it is enough to show a similar estimate to \( (6.5.5) \) for each of the coordinates \( X_t \) and \( Y_t \)

\[
E^\pi |Y_t - Y_s|^\eta \leq K_1 |t - s|^{\eta/2} \quad \text{and} \quad E^\pi |X_t - X_s|^\eta \leq K_2 |t - s|^{\eta/2}.
\]

(6.8.13)

By Assumption 6.3.3 and by moments estimates of stochastic integrals, see Corollary 2.5.3 in (36) or Burkhölder-Davis-Gundy inequality and Jensen’s inequality

\[
E^\pi |Y_t - Y_s|^\eta \leq 2^{\eta-1} \cdot \left[ E^\pi \left( \int_s^t \nu(Y_s) \, dr \right) \|^\eta + E^\pi \left( \int_s^t \kappa_r(Y_s) \, dB_r \right) \|^\eta \right],
\]

and

\[
E^\pi |Y_t - Y_s|^\eta \leq 2^{\eta-1} \cdot \left[ M^\eta |t - s|^\eta + C_\eta \cdot E^\pi \left( \int_s^t \kappa_r^2(Y_s) \, dr \right) \|^\eta/2 \right],
\]

Proof of Proposition 6.5.3
thus
\[ E^\pi [Y_t - Y_s]^\eta \leq 2^{\eta - 1} \cdot \left[ M^\eta |t - s|^\eta + C_\eta M^\eta |t - s|^\eta/2 \right] \leq 2^{\eta - 1} \cdot \left[ M^\eta T^{\eta/2} + C_\eta M^\eta \cdot |t - s|^\eta/2 \right]. \]

The second estimate relies upon Proposition 6.5.2 or in moments estimates of stochastic integral, see [36], Corollary 2.5.3:

\[ E^\pi \left[ X_t - X_s \right]^\eta \leq 2^{\eta - 1} \cdot \left[ E^\pi \left( \int_s^t |l_r \theta_r (Y_r) X_r| \, dr \right)^{\eta/2} + \left( \int_s^t \lambda_r (Y_r) \sqrt{\overline{m}_r} X_r \, dW_r \right)^{\eta/2} \right], \]

\[ E^\pi \left[ X_t - X_s \right]^\eta \leq 2^{\eta - 1} \cdot M^\eta \cdot \left[ \int_s^t |X_r| \, dr \right]^{\eta/2} + C_\eta E^\pi \left( \left[ \int_s^t |X_r|^2 \, dr \right]^{\eta/2} \right), \]

where \( K_3 = 2^{\eta - 1} M^\eta N(\eta, T) (T^{\eta/2} + 1) \) and \( N(\eta, T) \) is the upper bound of \( \sup_{\tau \leq T} E^\pi \left[ \sup_{t \leq T} |X_t| \right] \) in Proposition 6.5.2. Note that the constants do not depend on \( \pi \) as neither \( M \) nor \( N(\eta, T) \) do.

In this chapter we have provided a generalization of results in [41] and [45]. We do not use any kind of completeness whatsoever, indeed, our results in Theorem 6.3.1 and Theorem 6.8.6 depend on facts concerning compactness of laws of continuous semimartingales and the martingale approach to Itô Stochastic Differential Equations. As noted before, an advantage of this approach is provided in terms on the conditions we impose to the market, no Lipschitz continuity on the coefficients is assumed. However, as it happens with the martingale problem formulation, in order to ensure well-posedness of the problem, boundedness is imposed for the sake of simplicity, although this is not essential; our condition can be replaced by a linear growth condition on the economic factor \( \{Y_t\}_{t \in [0, T]} \), and the estimates hold true in this case as well. On the other hand questions concerning analytical approximations of optimal strategies remain open.

The relaxation technique is common in many other problems in Mathematics and in Control theory. It is interesting to note how this fits with the compactness principle proved in [32]. Finally we would like to remark that our concept of relaxation, is different to the so-called ‘relaxed’ control approach in stochastic control theory, see [23] or [8].
Chapter 7

Conclusions and future research

As explained throughout this work, we analysed the problem of optimal investment when the principles of CPT are described by ‘behavioural functionals’ defined in chapter 3 and chapter 6. We provided verifiable conditions that ensure well-posedness and showed existence of optimal strategies, we used properties of martingale measures (in the discrete-time setting) or topological properties of the set of laws (continuous-time).

It is shown how topics such as utility maximisation; martingale problems; weak convergence of processes; are relevant to our main results, from a mathematical point of view. The reason for using these methods are justified by the nature of the problem; the limitations imposed by other methods such as dynamic programming or duality methods and the interest in general and verifiable conditions. The drawback of this approach is directly related to the limitations of several existence proofs that are non constructive. We consider that our approach could be described as “probabilistic”.

We wish to stress that despite of the possible limitations of our approach, our main theorems generalise many of the existing results in the literature such as those in [11], [41] and [46]. An important question that is left unanswered in the main theorems in Chapter 6 is the fact that the relaxation seems to work in the case of a single risky asset. Whether this can be easily extended to the multi-asset case, using the same idea, is a compelling research problem.

Another important question that remains unsolved is the uniqueness of the optimal law. It seems that our methods do not enable us to conclude uniqueness, and some examples given in [11], [41] and [37] seem to suggest that, in general, uniqueness may not hold.

An interesting feature of our approach in Chapter 6 is the following: our results are based upon stochastic control techniques and do not rely on any assumptions related to no arbitrage. The idea of relaxation may have the potential of being adapted to many other problems and clearly, the limitations of our methods are linked to the assumptions [5.4.1] and [5.2.1] and to the requirements of boundedness and convexity of the sets \( A_t \). This is another natural direction for future research.

Finally, questions concerning approximation procedures to obtain so called \( \varepsilon \)-optimal strategies, remain another research direction.
Appendix A

Regular conditional probability

1 Definitions

In this appendix we review some of the basic definitions concerning the existence of a regular conditional probability. Let $(E_i, \mathcal{E}_i)$ for $i = 1, 2$ two measurable spaces.

**Definition A.1.1.** We say that $N : E_1 \times E_2 \to \mathbb{R}_+$ is a kernel from $(E_1, \mathcal{E}_1)$ to $(E_2, \mathcal{E}_2)$ to a function such that

a) For all $x \in E_1$, $N(x, \cdot)$ is a finite measure on $E_2$,

b) For all $A \in \mathcal{E}_2$, $N(\cdot, A)$ is an $\mathcal{E}_1$-measurable.

We say that the kernel is a transition probability if for all $x \in E_1$ the measure $N(x, \cdot)$ is a probability measure.

2 Main results

**Theorem A.2.1.** Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, $(E, \mathcal{E})$ be a Polish space and $\mathbb{P}$ be a probability measure on $\mathcal{F} \otimes \mathcal{E}$. Denote by $\pi_1 : \Omega \times E \to E$ the projection over $\Omega$, $\pi_1((\omega, x)) = \omega$ and $P_1 = \mathbb{P} \circ \pi_1^{-1}$ then there exists a transition probability $Q_1 : \Omega \times \mathcal{E} \to [0, 1]$ from $(\Omega, \mathcal{F})$ to $(E, \mathcal{E})$ such that $\mathbb{P}$ is disintegrated with respect to $P_1$.

We include for the sake of completeness the following important theorem. A proof can be found in [21].

**Theorem A.2.2.** Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $\mathcal{G}_1, \mathcal{G}_2 \subset \mathcal{F}$ be sub $\sigma$-algebras. Let $(E, \mathcal{E})$ be a Borel space and $X : (\Omega, \mathcal{F}) \to (E, \mathcal{E})$ be a random variable taking values in $E$.

Then there exists a regular conditional probability given $\mathcal{G}$. This means that there is a mapping $Q(\cdot, \cdot) : \Omega \times \mathcal{G}_1 \to [0, 1]$ with the following properties

(a) For each $\omega \in \Omega$, $Q(\omega, \cdot)$ is a probability measure on $\mathcal{G}_1$

(b) For each $\mathcal{G}_1$ measurable set $A_1$, the r.v. given by $Q(\omega, A_1)$ is $\mathcal{F}_2$-measurable.

(c) $\mathbb{P}$-a.s. the mapping $Q(\omega, A_1)$ is a version of the conditional probability of $A_1$ given $\mathcal{F}_2$, i.e. $Q(\omega, A_1) = \mathbb{P}(A_1 | \mathcal{F}_2)$.

\footnote{When such a mapping satisfies conditions (a) and (b) we say that $Q$ is a transition probability given $\mathcal{F}_2$}
Appendix B

Essential infimum and essential supremum

1 Main result

A review of the definition of the essential infimum and the essential supremum. For further properties and proofs see [38].

Proposition B.1.1. Let \( \{X_i\}_{i \in I} \) be any sequence of real-valued random variables defined on a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\). There exist random variables, denoted by \( \text{ess inf}_{i \in I} X_i \) and \( \text{ess sup}_{i \in I} X_i \), such that

- For any \( i \in I \), \( \text{ess inf}_{i \in I} X_i \leq X_i \mathbb{P} - \text{a.s.} \) and \( X_i \leq \text{ess sup}_{i \in I} X_i \mathbb{P} - \text{a.s.} \)

- If \( W, Z \) are other random variables such that for all \( i \in I \) \( X_i \leq Z \mathbb{P} - \text{a.s.} \) or \( W \leq X_i \mathbb{P} - \text{a.s.} \) then
  \[
  \text{ess sup}_{i \in I} X_i \leq Z \mathbb{P} - \text{a.s.} \quad \text{and} \quad W \leq \text{ess inf}_{i \in I} X_i \mathbb{P} - \text{a.s.}
  \]

2 A compactness principle in \( L^0 (\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d) \)

The next lemma is used in Section 2, it is stated as a (relatively) compactness principle in \( L^0 (\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d) \). It is proved in [29] and we include it here for ease of reference.

Lemma B.2.1. Let \( \eta_k \in L^0 (\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d) \) be such that \( \bar{\eta} := \lim \inf_k |\eta_k| < \infty \). Then there are \( \bar{\eta}^k \in L^0 (\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d) \) for all \( \omega \) the sequence \( \bar{\eta}^k (\omega) \) is a convergent subsequence of \( \eta^k (\omega) \).
Appendix C

Set-valued functions

1 Definitions

This appendix contains relevant definitions and results concerning the measurability of set-valued functions. Intuitively, a set-valued function establishes a correspondence between a point in a measurable space \((X, \mathcal{F})\) and a measurable set in another measurable space (here this measurable space shall be \((\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))\)). We review the concept of a measurable set-valued function, for a thorough revision of this topic see [48] or [2].

**Definition C.1.1.** Assume \((\Omega, \mathcal{F})\) is a measurable space. Let \(S : \Omega \to \mathbb{R}^d\) be a set-valued function (we use this notation to indicate that \(S\) is not a function but a multi-valued function). We say that that the multi-valued function (or set-valued function) \(S\) is measurable if for any \(D \in \mathcal{B}(\mathbb{R}^d)\)

\[
S^{-1}(D) := \{ \omega \in \Omega | S(\omega) \cap D \neq \emptyset \} \in \mathcal{F},
\]

The graph of a set-valued function \(S\) is defined to be the set

\[
gph(S) = \{(\omega, x) \in \Omega \times \mathbb{R}^d : \omega \in \text{dom } S, x \in S(\omega)\}.
\]

The domain of \(S\) is the set \(S^{-1}(\mathbb{R}^d) = \{ \omega \in \Omega : S(\omega) \neq \emptyset \}\).

**Definition C.1.2.** We say that a set-valued function is closed if \(S(\omega)\) is closed for any \(\omega\). A set-valued function \(\mathcal{H} : \mathbb{R}^n \to \mathbb{R}^m\) is osc (outer semi-continuous) at a point \(\bar{x}\) if

\[
\lim_{x \to \bar{x}} \mathcal{H}(x) \subseteq \mathcal{H}(\bar{x}),
\]

where the set \(\limsup_{x \to \bar{x}} \mathcal{H}(x)\) is defined below

\[
\limsup_{x \to \bar{x}} \mathcal{H}(x) = \{ u : \exists x' \to \bar{x} \text{ and } u' \to u \text{ with } u' \in \mathcal{H}(x') \}.
\]

2 Auxiliary results

The following lemma simplifies the verification of measurability of a set-valued function, but first we state Lemma [C.2.1] in turn this simplify the verification of the osc property.
**Lemma C.2.1.** A set-valued function $S : \mathbb{R}^d \rightrightarrows \mathbb{R}^m$ is osc if and only if $\text{gph} S$ is closed in $\mathbb{R}^d \times \mathbb{R}^m$.

We have an important characterisation of the measurability of set-valued functions. This is Theorem 14.8 p. 648 in [48].

**Theorem C.2.2.** Suppose $S : X \rightrightarrows \mathbb{R}^d$ is a set-valued function. The following statements are equivalent

a) The set-valued function $S$ is measurable.

b) The graph of the function $\text{gph}(S)$ is a measurable set of $\mathcal{F} \otimes \mathcal{B}(\mathbb{R}^d)$.

c) $S^{-1}(D) \in \mathcal{F}$ for all sets $D \in \mathcal{B}(\mathbb{R}^d)$

We use these results in the context of chapter 2. Suppose $\mathcal{F}_0$ is complete with respect to $\mathbb{P}$. By definition of the support of the measure $\mu(\omega, \cdot) - \mathbb{P}(\Delta S_i \in B_{\mathcal{F}_\omega}) (\omega)$, the set $\text{supp}(\mu(\omega, \cdot))$ is closed and there is a version such that $\mu(\omega, \cdot)$ is a probability measure, denote by $\overline{\Omega}$ the set having full measure on which this hold. Define the set-valued function $\mathcal{F} : \Omega \rightrightarrows \mathbb{R}^d$ as $\mathcal{F}(\omega) := \left\{ \text{supp}(\mu(\omega, \cdot)) \mid \omega \in \Omega \right\}$.

**Proposition C.2.3.** The multi-valued function $\mathcal{F} : \Omega \rightrightarrows \mathbb{R}^d$ is $\mathcal{F}_\omega$-measurable.

**Proof.** By properties of the regular conditional probability measure (see Theorem A.2.2), we know that for any $B \in \mathcal{B}(\mathbb{R}^d)$, the measure $\mu(\omega, \cdot) = \mathbb{P}(\Delta S_i \in B_{\mathcal{F}_\omega}) (\omega)$ is $\mathcal{F}_\omega$-measurable r.v. for all $\omega \in \overline{\Omega}$ and it has full measure. Thus, for $\overline{\Omega} \cap [\mathbb{P}(\Delta S_i \in B_{\mathcal{F}_\omega})]^{-1}((0,1)] \in \mathcal{F}_\omega$ and $\overline{\Omega} \cap [\mathbb{P}(\Delta S_i \in B_{\mathcal{F}_\omega})]^{-1}((0,1)] \times B \in \mathcal{F}_\omega \otimes \mathcal{B}(\mathbb{R}^d)$. To simplify notation we write $\mu(\omega, \cdot) = \mathbb{P}(\Delta S_i \in B_{\mathcal{F}_\omega})$.

We use the theorem (C.2.2) (Theorem 14.8 in [48]) on the equivalence of the measurability of $\mathcal{F}(\omega)$. Hence we show that the graph of the set-valued function is $\mathcal{F}_\omega \otimes \mathcal{B}(\mathbb{R}^d)$-measurable. This follows from the equality given below

$$\text{gph}(\mathcal{F}) = \bigcap_{q \in \mathbb{Q}^d} \bigcup_{q \in \mathbb{Q}^d} \left[ \overline{\Omega} \cap (\mu(B(q, \rho))^{-1}((0,1]) \times B(q, \rho) \right] \bigcap (\Omega \cap \overline{\Omega}) \times \mathbb{R}^d,$$

the identity holds, as the vector space $\mathbb{R}^d$ is separable. We explain below why (C.2.2) holds.

**Lemma C.2.2.** Let $\omega \in \overline{\Omega}$ and $x \in \mathcal{F}(\omega)$, by definition of the support for all $d \in \mathbb{Q}^d$ we have $\mu(\omega, B(x, d)) > 0$, as $B(q, \rho) : q \in \mathbb{Q}^d, \rho \in \mathbb{Q}^+$ is a countable basis, there is a ball $B(q, \rho)$ such that $x \in B(q, \rho)$ for some $(q, \rho) \in \mathbb{Q}^d \times \mathbb{Q}^+$, and then $\mu(\omega, B(q, \rho)) > 0$. Hence we show that the inclusion follows trivially.

If $(\omega, x) \in \bigcap_{q \in \mathbb{Q}^d} \bigcup_{q \in \mathbb{Q}^d} \left[ \overline{\Omega} \cap (\mu(B(q, \rho))^{-1}((0,1]) \times B(q, \rho) \right] \bigcap (\Omega \cap \overline{\Omega}) \times \mathbb{R}^d$, let $V$ be an open neighbourhood of $x \in V$, there are $B(q_i, r_i)_{i \geq 1}$ such that $V = \bigcup_{i \geq 1} B(q_i, r_i)$ thus, there is $i$ such that $x \in B(q_i, r_i)$ there is, $p \in \mathbb{Q}^d$ such that $x \in B(p, \frac{\delta}{2})$ and $\mu(\omega, B(p, \frac{\delta}{2})) > 0$ taking $\delta \in \mathbb{Q}^+$ small enough (by the base property) we can find $x \in B(q, \delta) \subset B(p, \frac{\delta}{2}) \cap B(q_i, r_i)$ but then $\mu(\omega, V) \geq \mu(\omega, B(q_i, r_i)) > 0$ therefore $x \in \text{supp}(\mu(\omega, \cdot))$. In other words, $(\omega, x) \in \mathcal{F}(\omega)$.

As the measure $\mu(\omega, \cdot)$ is a regular conditional probability given $\mathcal{F}_\omega$, for $\omega \in \overline{\Omega}$, $\mu(\omega, B(q, \rho))^{-1}((0,1]) \in \mathcal{F}_\omega$ then the set in (C.2.2) is $\mathcal{F}_\omega \otimes \mathcal{B}(\mathbb{R}^d)$-measurable and then $\mathcal{F}$ is measurable.
Proposition C.2.4. If $\mathcal{G} : \Omega \rightarrow \mathbb{R}^d$ is a measurable set-valued function and then $\text{aff} (\mathcal{G} (\omega))$ (the affine subspace of the set $G (\omega)$) is also measurable.

This is exercise 14.12 d) in [13].

Remark C.2.5. If $A \in \mathcal{F}_{t-1} \otimes \mathcal{B} (\mathbb{R}^d)$ and $Y : \Omega \rightarrow \mathbb{R}^d$ is Borel measurable then the set $\{ \omega \in \Omega : (\omega, Y (\omega)) \in A \} \in \mathcal{F}_{t-1}$.

Indeed, this remark holds, as we have a composition of two measurable functions $\mathbb{I}_A (\omega, x) \circ (id_\Omega, Y)$.

Proposition C.2.6. Let $\sigma (\omega, \cdot) = \mathbb{P} (\Delta S_t \in \cdot | F_{t-1})$ a regular conditional probability given $F_{t-1}$ and $\mathcal{G}_t (\omega) : a f f (\mathcal{G} (\omega))$ then $\mathbb{P} ((\omega, \Delta S_t (\omega)) \in D_t (\omega)) = 1$.

This is an application of Theorem III-44 in [21] or a consequence of the following identity

$$\mathbb{P} \left( \omega \in \Omega : (\omega, \Delta S_t (\omega)) \in G_t \right) = \int_{\Omega} \mathbb{P} \left( \pi_\omega G_t | F_{t-1} \right) (\omega) d\mathbb{P} (\omega) - 1,$$  \hspace{1cm} (C.2.3)

where $G_t = \{ (\omega, y) \in \Omega \times \mathbb{R}^d : y \in \mathcal{G}_t (\omega) \} \in \mathcal{F}_{t-1} \otimes \mathcal{B} (\mathbb{R}^d)$ by Proposition C.2.4 and Theorem C.2.2. The equality in (C.2.3) is a consequence of the following facts, $\Omega$ has full measure, Fubini’s theorem applied to the regular conditional probability $\mu (\omega, \cdot)$ and the definition of the support of a measure.

We recall the following lemma on composition of set-valued functions, we are following [13].

Proposition C.2.7. Let $(\Omega, \mathcal{G})$ be a measurable space and let $S : \Omega \rightarrow \mathbb{R}^n$ be a closed-valued and $\mathcal{G}$-measurable set-valued function. For each $\omega \in \Omega$ suppose $M (\omega, \cdot) : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is an osc set-valued function. Suppose that the ‘graphical mapping’ $\omega \mapsto \text{gph} (M (\omega, \cdot))$ is $\mathcal{G}$-measurable, then $\omega \mapsto M (\omega, S (\omega))$ is $\mathcal{G}$-measurable.

Let $(x_i)_{i \leq n} \subset \mathbb{R}^d$ and denote by $\mathcal{L} (x_1, x_2, \ldots, x_n)$ the linear span of the vectors $\{x_i\}_{i \leq n}$. An application of measurable selection theorems yield the following result. For a proof, refer to [21] or [13].

Lemma C.2.8. Suppose that $\mathcal{D} (\omega) \neq \emptyset$ for any $\omega \in \Omega$. Then there is a measurable set-valued function $\sigma : \Omega \rightarrow \Pi^d_{t-1} \mathbb{R}^d$ such that $\sigma (\omega) = (\sigma_i (\omega))_{i \leq d}$ and $\mathcal{L} (\sigma_1, \sigma_2, \ldots, \sigma_d) = \mathcal{D} (\omega)$.

From this lemma we have that

$$\{ (\omega, x) : x \in \mathcal{D} (\omega), \langle x - \xi (\omega), \sigma_i (\omega) \rangle = 0 \}, \hspace{1cm} (C.2.4)$$

is measurable and

$$\{ (\omega, x) : x \in \mathcal{D} (\omega), \langle x - \xi (\omega), \sigma_i (\omega) \rangle = 0 \} = \left\{ (\omega, x) : x \in \Omega, x - \xi (\omega) \right\} - \text{gph} \left( P_{\mathcal{D}_t (\omega)} \circ \xi \right).$$

In other words, the graph of the set-valued function $P_{\mathcal{D}_t (\omega)} \circ \xi$ is measurable (notice that this multi-valued function maps $\omega$ to the singleton set $\{ \xi (\omega) \}$). This implies that the r.v. $\xi (\omega)$ is $F_{t-1}$.

An alternative to the last proof (without using measurable selection theorems).

Lemma C.2.9. Suppose $D_t (\omega)$ is defined as above (the image of the set-valued defined by $\mathcal{D}_t (\omega)$). Let $\xi : \Omega \rightarrow \mathbb{R}^d$ be a random variable and denote by $\xi (\omega)$ its orthogonal projection into $D_t (\omega)$. If $\xi \in \Xi_{t-1}$ then $\xi \in \Xi_{t-1}$. 

111
Proof. We start by noticing that Proposition C.2.6 shows that \( D_t \) is a measurable closed and set-valued function. By Theorem 14.3 (j) in [48] the function \( d_t : \Omega \to \mathbb{R}_+ \) defined by \( d_t(\omega) := d(x, D_t(\omega)) \) is measurable for each \( x \).

Denoting by \( P_{D_t(\omega)} \) the orthogonal projection to \( D_t(\omega) \) (for each \( \omega \in \Omega \), \( P_{D_t(\omega)} \in L(\mathbb{R}^d; \mathbb{R}^d) \)). Let us define by \( \mathcal{P}(\omega) \) the set-valued function that associates to each \( \omega \) the graph of \( P_{D_t(\omega)} \), i.e. \( \mathcal{P}(\omega) = \text{gph} \left( P_{D_t(\omega)} \right) \).

We claim that \( \text{gph} \left( \mathcal{P} \right) \in \mathcal{F}_{t-1} \otimes \mathcal{B} \left( \mathbb{R}^d \times \mathbb{R}^d \right) \). Indeed,

\[
\text{gph} \left( \mathcal{P} \right) = \left\{(\omega, x, y) \in \Omega \times \mathbb{R}^d \times \mathbb{R}^d : (x, y) \in \mathcal{P}(\omega) \right\} = \\
\left\{(\omega, x, y) : y = P_{D_t(\omega)}x \right\} - \left\{(\omega, x, y) : |x - y| - d(x, D_t(\omega)) = 0 \right\},
\]

as the function in (C.2.5), \( |x - y| - d(x, D_t(\omega)) \), is measurable. The claim on the graph of \( \mathcal{P} \) follows. If \( \omega \in \Omega \) is fixed then the ‘set-valued’ function \( P_{D_t(\omega)} : \mathbb{R}^n \Rightarrow \mathbb{R}^n \) given by the ‘singleton set’ \( \left\{ P_{D_t(\omega)}x \right\} \) and

\[
\text{gph} P_{D_t(\omega)}x = \left\{(x, y) : |x - y| - d(x, D_t(\omega)) = 0 \right\},
\]

is closed. The set-valued function \( S_\xi := \{\xi(\omega)\} \) is a closed valued (for each \( \omega \) the image is a closed set) and measurable, as in this case for any \( U \) open

\[
S^{-1}(U) = \left\{ \omega : S^{-1}\left( \omega \right) \cap U \neq \emptyset \right\} = \left\{ \omega : S^{-1}\left( \omega \right) \in U \right\} = \chi^{-1}(U) \in \mathcal{F}_{t-1}.
\]

Then by proposition C.2.7 the set-valued function \( P_{D_t(\omega)}\xi(\omega) \) is \( \mathcal{F}_{t-1} \)-measurable i.e. \( \chi \in \Xi_{t-1} \).

Finally, we briefly explain proposition 4.6 in [44] in our context.

3 Lemma 2.4.18

Proposition C.3.1. Let \( \xi \in \Xi_{t-1} \), and as above, \( \hat{\xi}(\omega) \), the orthogonal projection of \( \xi \) into \( D_t(\omega) \). Furthermore,

\[
E \left[ V \left( x + \langle \xi, \Delta S_t \rangle \right) \bigg| \mathcal{F}_{t-1} \right] = E \left[ V \left( x + \langle \hat{\xi}, \Delta S_t \rangle \right) \bigg| \mathcal{F}_{t-1} \right], \tag{C.3.1}
\]

\( P \) a.s. for every \( x \in \mathbb{R} \).

Proof. As lemma C.2.9 shows, \( \hat{\xi} \in \Xi_{t-1} \), on the other hand \( \{\Delta S_t \in D_t\} \subset \{\langle \xi, \Delta S_t \rangle \neq \langle \hat{\xi}, \Delta S_t \rangle \} \) then

\[
P \left( \langle \xi, \Delta S_t \rangle - \langle \hat{\xi}, \Delta S_t \rangle \bigg| \mathcal{F}_{t-1} \right) \geq P \left( \Delta S_t \in D_t \bigg| \mathcal{F}_{t-1} \right) - 1, \tag{C.3.2}
\]

the last equality is by definition of \( D_t \) and the definition of the support of a measure, see Proposition C.2.6 Taking expectations in (C.3.2) we have that \( \langle \hat{\xi}, \Delta S_t \rangle = \langle \xi, \Delta S_t \rangle \) a.s.

This implies \( V \left( x + \langle \xi, \Delta S_t \rangle \right) = V \left( x + \langle \hat{\xi}, \Delta S_t \rangle \right) \) \( P \)-a.s. and (C.3.1) follows. \qed
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