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Abstract

In this thesis we study the use of semantics-based formal methods in the specification and proof of correctness of compilers and debuggers. We use a Structural Operational Semantics as the basis for the specification of compilers and propose a notion of correctness based on an observational equivalence relation. We define program evaluation and a notion of evaluation step based on a Structural Operational Semantics and use these definitions as the basis for the specification of debuggers. Debugger correctness is then defined by an equivalence relation between a specification and an implementation of the debugger based on the bisimulation concept.

The main results of this thesis are: a definition of a variant of Structural Operational Semantics, called Relational Semantics, which is the underlying formalism of this thesis; the definition of a notion of Observational Equivalence between Relational Semantics Specifications; a formulation of the problem of compiler correctness using Observational Equivalence; an evaluation model for programming languages and a definition of an evaluation step; an abstract definition of Interpreter-debuggers; a specification notation for the formal specification of debuggers, called DSL; a notion of equivalence between debuggers using bisimulation; a study on Compiler-debuggers and the problems involved in their definition.

These results form a theory for the formal specification and proofs of correctness of compilers and debuggers. Our starting point is that the use of this theory helps in building better compilers and debuggers. It is our goal to provide theoretical foundations and tools to show that our methods are achievable.
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Glossary

The following tables summarise the notation used in this thesis. The page numbers refer to the page where the notation is first defined or used.

### Set Theory

<table>
<thead>
<tr>
<th>Constructor</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\emptyset$</td>
<td>empty set; same as ${}$</td>
<td>40</td>
</tr>
<tr>
<td>$\mathcal{N}$</td>
<td>Natural Numbers</td>
<td>40</td>
</tr>
<tr>
<td>$[n_+]$</td>
<td>${1, \ldots, n} \subset \mathcal{N}$</td>
<td>40</td>
</tr>
<tr>
<td>$\mathcal{F}(A)$</td>
<td>finite power set of $A$</td>
<td>44</td>
</tr>
<tr>
<td>${a \in A : \Phi(a)}$</td>
<td>set of $a \in A$ such that $\Phi(a)$</td>
<td>41</td>
</tr>
<tr>
<td>$[A \to B]$</td>
<td>function space from $A$ to $B$</td>
<td>40</td>
</tr>
<tr>
<td>$[A \rightarrow B]$</td>
<td>finite mappings from $A$ to $B$</td>
<td>278</td>
</tr>
<tr>
<td>$A \cup B$</td>
<td>union of sets</td>
<td>40</td>
</tr>
<tr>
<td>$A \cap B$</td>
<td>intersection of sets</td>
<td>40</td>
</tr>
<tr>
<td>$A + B$</td>
<td>union of disjoint sets</td>
<td>40</td>
</tr>
<tr>
<td>$A \setminus B$</td>
<td>difference of sets</td>
<td>124</td>
</tr>
</tbody>
</table>
### Set Theory (continued)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A \times B$</td>
<td>cartesian product</td>
<td>40</td>
</tr>
<tr>
<td>$\text{dom } R$</td>
<td>domain of (binary) relation</td>
<td>52</td>
</tr>
<tr>
<td>$\text{ran } R$</td>
<td>range or image of (binary) relation</td>
<td>123</td>
</tr>
<tr>
<td>$R^{-1}$</td>
<td>converse of relation; ${ (y, x) : (x, y) \in R }$</td>
<td>75</td>
</tr>
<tr>
<td>$R \circ Q$</td>
<td>composition of relations</td>
<td>75</td>
</tr>
<tr>
<td>$R/A$</td>
<td>restriction of $R$ to $A$; ${ (x, y) \in R : x \in A }$</td>
<td>141</td>
</tr>
<tr>
<td>${a_i}_{i \in I}$</td>
<td>indexed set or family; ${a_i}$, when I understood</td>
<td>40</td>
</tr>
<tr>
<td>$\langle a_1, \ldots, a_n \rangle$</td>
<td>finite sequence of length $n$</td>
<td>40</td>
</tr>
<tr>
<td>$\langle \rangle$</td>
<td>empty sequence; same as $\varepsilon$</td>
<td>40</td>
</tr>
<tr>
<td>$A^*$</td>
<td>set of all finite sequences (words) over $A$</td>
<td>40</td>
</tr>
<tr>
<td>$A^+$</td>
<td>$A^* \setminus {\varepsilon}$</td>
<td>42</td>
</tr>
<tr>
<td>$</td>
<td>w</td>
<td>$</td>
</tr>
<tr>
<td>$w \sim w'$</td>
<td>sequence concatenation</td>
<td>182</td>
</tr>
<tr>
<td>$\langle a_1, \ldots, a_n \rangle \circ a_{n+1}$</td>
<td>$\langle a_1, \ldots, a_n, a_{n+1} \rangle$</td>
<td>157</td>
</tr>
<tr>
<td>$\text{fst}(\langle a_1, \ldots, a_n \rangle)$</td>
<td>$a_1$</td>
<td>157</td>
</tr>
<tr>
<td>$\text{cur}(\langle a_1, \ldots, a_n \rangle)$</td>
<td>$a_n$</td>
<td>157</td>
</tr>
<tr>
<td>$\text{rem}(\langle a_1, \ldots, a_n \rangle)$</td>
<td>$\langle a_1, \ldots, a_{n-1} \rangle$</td>
<td>157</td>
</tr>
<tr>
<td>$B^{(a_1, \ldots, a_n)}$</td>
<td>$B_{a_1} \times \ldots \times B_{a_n}$</td>
<td>40</td>
</tr>
<tr>
<td>$B^\varepsilon$</td>
<td>${\emptyset}$</td>
<td>40</td>
</tr>
<tr>
<td>$(b_1, \ldots, b_n)$</td>
<td>$n$-tuple, i.e., $(b_1, \ldots, b_n) \in B^{(a_1, \ldots, a_n)}$</td>
<td>40</td>
</tr>
</tbody>
</table>
### Single Entities

<table>
<thead>
<tr>
<th>Entity Set</th>
<th>Entity Name</th>
<th>Type of Entity</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>s</td>
<td>sort</td>
<td>42</td>
</tr>
<tr>
<td>F</td>
<td>σ</td>
<td>function name</td>
<td>42</td>
</tr>
<tr>
<td>Π</td>
<td>π</td>
<td>relation name</td>
<td>42</td>
</tr>
<tr>
<td>S*</td>
<td>w</td>
<td>sequence of sorts</td>
<td>42</td>
</tr>
<tr>
<td>X</td>
<td>x,...</td>
<td>meta-variable</td>
<td>42</td>
</tr>
<tr>
<td>T_X(S)</td>
<td>t, t',...</td>
<td>Σ-terms with meta-variables in X</td>
<td>42</td>
</tr>
<tr>
<td>F_X(Ω)</td>
<td>f, f',...</td>
<td>Ω-formula with meta-variables in X</td>
<td>43</td>
</tr>
<tr>
<td>P_X(Ω)</td>
<td>p, p',...</td>
<td>program formula with meta-variables in X</td>
<td>99</td>
</tr>
<tr>
<td>T(Σ)</td>
<td>t, t',...</td>
<td>ground Σ-terms</td>
<td>42</td>
</tr>
<tr>
<td>F(Ω)</td>
<td>f, f',...</td>
<td>ground Ω-formula</td>
<td>43</td>
</tr>
<tr>
<td>P(Ω)</td>
<td>p, p',...</td>
<td>ground program formula</td>
<td>99</td>
</tr>
<tr>
<td>φ,ψ</td>
<td></td>
<td>Relational Inductive Definition</td>
<td>44</td>
</tr>
</tbody>
</table>

### Compound Entities

<table>
<thead>
<tr>
<th>Entity Set</th>
<th>Entity Name Type of Entity</th>
<th>Entity</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Σ, Σ_OBS,...</td>
<td>algebraic signature</td>
<td>(S, F)</td>
<td>42</td>
</tr>
<tr>
<td>Ω, Ω_OBS,...</td>
<td>first order signature</td>
<td>(S, F, Π)</td>
<td>42</td>
</tr>
<tr>
<td>Ω, Ω_OBS,...</td>
<td>directed signature</td>
<td>(S, F, Π, π)</td>
<td>99</td>
</tr>
<tr>
<td>Alg(Σ)</td>
<td>A, B,...</td>
<td>partial Σ-algebra</td>
<td>51</td>
</tr>
<tr>
<td>Mod(Ω)</td>
<td>M, N,...</td>
<td>first order Ω-model</td>
<td>53</td>
</tr>
<tr>
<td>C, S, R,...</td>
<td>Relational Specification (Ω, φ, A)</td>
<td>52</td>
<td></td>
</tr>
<tr>
<td>Spec(Ω_OBS)</td>
<td>C, S, R,...</td>
<td>Relational Specification (Ω, φ, A, Ω_OBS)</td>
<td>77</td>
</tr>
<tr>
<td>Deb(ΣD_L, Σ_OBS)</td>
<td>D, E,...</td>
<td>Debugger-schema (Σ, Δ, A, ΣD_OBS)</td>
<td>200</td>
</tr>
</tbody>
</table>
**Substitutions**

<table>
<thead>
<tr>
<th>Constructor</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V(t) )</td>
<td>meta-variables of ( t )</td>
<td>43</td>
</tr>
<tr>
<td>( \theta )</td>
<td>substitution</td>
<td>43</td>
</tr>
<tr>
<td>( t\theta )</td>
<td>instance of ( t ) by ( \theta ); same as ( I(t, \theta) )</td>
<td>43</td>
</tr>
<tr>
<td>( \theta\theta' )</td>
<td>composition of substitutions</td>
<td>44</td>
</tr>
</tbody>
</table>

**Inductive Definitions**

<table>
<thead>
<tr>
<th>Constructor</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>((P, c))</td>
<td>inductive rule</td>
<td>40</td>
</tr>
<tr>
<td>( \phi )</td>
<td>inductive system</td>
<td>40</td>
</tr>
<tr>
<td>( I(\phi) )</td>
<td>inductively defined set</td>
<td>41</td>
</tr>
<tr>
<td>( \phi^A )</td>
<td>inductive system derived by ( A )</td>
<td>52</td>
</tr>
</tbody>
</table>

**Universal Algebra Constructors**

<table>
<thead>
<tr>
<th>Constructor</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \psi^A )</td>
<td>evaluation function of terms on algebra ( A )</td>
<td>51</td>
</tr>
<tr>
<td>( \Psi^A )</td>
<td>evaluation function of formulae on algebra ( A )</td>
<td>52</td>
</tr>
<tr>
<td>( \chi^A )</td>
<td>simplification function on algebra ( A )</td>
<td>123</td>
</tr>
<tr>
<td>( \rho )</td>
<td>signature morphism</td>
<td>65</td>
</tr>
<tr>
<td>( \Sigma \subseteq \Sigma' )</td>
<td>algebraic signature inclusion</td>
<td>66</td>
</tr>
<tr>
<td>( \Omega \subseteq \Omega' )</td>
<td>signature inclusion</td>
<td>66</td>
</tr>
<tr>
<td>( A/\Sigma )</td>
<td>the reduct of ( A ) by ( \Sigma )</td>
<td>66</td>
</tr>
<tr>
<td>( M/\Omega )</td>
<td>the reduct of ( M ) by ( \Omega )</td>
<td>66</td>
</tr>
</tbody>
</table>
Transition Systems

<table>
<thead>
<tr>
<th>Set</th>
<th>Element</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma$</td>
<td>$st, \ldots$</td>
<td>states</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>$\rightarrow$</td>
<td>transition relation</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>$\rightarrow^*$</td>
<td>transitive-reflexive closure of $\rightarrow$</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>$\rightarrow^+$</td>
<td>transitive closure of $\rightarrow$</td>
<td>124</td>
</tr>
<tr>
<td>$\mathcal{T}$</td>
<td>$st, \ldots$</td>
<td>terminal states</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>$(\Gamma, \rightarrow)$</td>
<td>transition system</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>$(\Gamma, \rightarrow, \mathcal{T})$</td>
<td>terminal transition system</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>$(\Gamma, L, \rightarrow)$</td>
<td>labelled transition system</td>
<td>156</td>
</tr>
</tbody>
</table>

Computational Semantics

<table>
<thead>
<tr>
<th>Set</th>
<th>Element Name</th>
<th>Element</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CS$</td>
<td>$(\Gamma_{CS}, \mathcal{CS}, \mathcal{T}_{CS})$</td>
<td>Computational Semantics</td>
<td>126</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{CS}$</td>
<td>$st, \ldots$</td>
<td>$[\theta : \alpha]$</td>
<td>evaluation state</td>
<td>126</td>
</tr>
<tr>
<td>$EH$</td>
<td>$h, dh \ldots$</td>
<td>$(st_1, \ldots, st_n)$</td>
<td>evaluation history</td>
<td>157</td>
</tr>
</tbody>
</table>

Transition Relations

<table>
<thead>
<tr>
<th>Relation</th>
<th>Type</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{CS}$</td>
<td>$\Gamma_{CS} \times \Gamma_{CS}$</td>
<td>computational semantics</td>
<td>126</td>
</tr>
<tr>
<td>$\mathcal{EH}$</td>
<td>$EH \times EH$</td>
<td>evaluation history transition</td>
<td>157</td>
</tr>
</tbody>
</table>

Equivalence Relations

<table>
<thead>
<tr>
<th>Relation</th>
<th>Type of Relation</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\equiv$</td>
<td>Observational Equivalence</td>
<td>67</td>
</tr>
<tr>
<td>$\equiv^*$</td>
<td>Strong Correspondence</td>
<td>70</td>
</tr>
<tr>
<td>$\equiv^*$</td>
<td>Model Correspondence</td>
<td>72</td>
</tr>
<tr>
<td>$\simeq$</td>
<td>Equivalence of Relational Specifications</td>
<td>82</td>
</tr>
<tr>
<td>$\approx$</td>
<td>Debugger Bisimulation</td>
<td>202</td>
</tr>
</tbody>
</table>
One talks about mathematical discoveries. I shall try again and again to show that what is called a mathematical discovery had much better be called a mathematical invention.

In some cases to which I point, you will perhaps be inclined to say, “Yes, they had better be called inventions.”; in other cases you may perhaps be inclined to say, “Well, it is difficult to say whether in this case something has been discovered or invented.

Ludwig Wittgenstein [Dia76, page 22]
Chapter 1

Introduction

This thesis examines two related issues in the implementation of programming languages: the specification and correctness proofs of compilers, and the specification and correctness proofs of debuggers. While this thesis focuses on the latter problem we use, for both problems, a Structural Operational Semantics of the programming language as the reference point for correctness.

In the following section we motivate the use of semantics-based methods in the design of compilers and debuggers. In Section 1.2, we give an overview of our approach to this problem. Section 1.3 briefly reviews the approaches to compiler correctness and semantics-based debugging that we find in the literature, and presents an outline of this thesis.

1.1 The Design of Compilers and Debuggers

The research on compiler design dates back to the early sixties. Since then, a vast literature has emerged describing techniques and tools for compiler writing (e.g. [Gri71,TS85,ASU86,PP92]). The problem of compiler correctness has also been widely studied in the past [MP67,Mor73,Mos79,TWW81,Pol81,CM86, Des86,Joy89,Sim90]. Therefore, we have a common understanding of what the problems of compiler specification and correctness involve: we must give a definition of a compiler and prove that the code it generates for each program executes
consistently with the semantics of the programming language.

Since there exists some freedom in defining what is meant by "consistent execution of the compiled code", it is in this aspect that the works in the literature differ most. This thesis extends and improves previous work on this subject by presenting a notion of compiler correctness in which the execution of the code of a program must be observationally equivalent (in the algebraic specification sense) to the semantics of the program as defined by a Structural Operational Semantics.

In contrast with compilers, debuggers have received little attention from a theoretical point of view. Therefore, it is not commonly agreed what the problems involved in the design of debuggers are, nor what debugger correctness means. However, debugging is an important phase in the development of programs accounting for a large percentage of the cost of this development [Jon77, Sho83]. For instance, in the telecommunication industry this cost may account for over 50 percent of the total development cost of a program [Sev87]; similar figures have been reported from other areas.

Therefore, an important problem in software technology is to define methods and tools to reduce the time spent on the debugging phase [Lew82]. This reduction can be achieved either by producing programs that have fewer errors with respect to their specification (no errors in the ideal case), or by improving the quality of the tools and methods used in debugging, or by a combined solution.

The problem of developing programs that are correct with respect to their specification is the subject of a wide area of research on formal specification and formal program development. We do not treat this problem in this thesis; the interested reader is directed to [GM86] for an overview of various approaches to formal program development and to [BKL+91] for a survey on Algebraic Specification.

Although the research on formal specification experienced great advances in the last decade, it has not reached a state in which practical programs are de-
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developed entirely free of errors. Therefore debuggers are still necessary in the process of program development, and to improve the techniques and tools used in their design is an important problem to be addressed. We approach this problem by proposing the use of semantics-based formal methods in the design of debuggers. Our objective is to define a theory to address formal specification, implementation, and correctness proofs of such tools.

In the rest of this section we will study the process of debugger design and identify aspects in this process that can be improved by using semantics-based methods. Before we start looking into debugger design we should agree on what a debugger is and what distinguishes it from other programming tools. First, we are interested in automated debuggers rather than in manual debugging techniques like desk checking and memory dump analysis. As an initial proposal, we characterise debuggers as follows:

A debugger is a tool that produces information about the intermediate states of the evaluation of programs under the user's request.

This characterisation emphasises that we are interested in dynamic information about a program rather than in a static analysis of its behaviour as in [Sev87]. We will refine and make this characterisation more precise throughout this chapter. Let us now analyse some questions that naturally arise from the above characterisation of debuggers:

- How are programs evaluated?
- What information about the evaluation may be requested?
- Is the process of requesting/obtaining information interactive?

The answers to these questions vary in the literature and define classes of debuggers. Programs may be interpreted, in which case the debugger is called an interpreter-debugger [vdLW85,SYO87]. Alternatively, programs may be compiled
into machine code that is then executed on the machine, in which case the debugger is known as a compiler-debugger. Finally, programs may be evaluated by a combination of interpretation and compilation, usually known as mixed-execution or selective interpretation [CH87].

The minimal information about the evaluation that is normally available is the value of the program data at intermediate states of the program evaluation. More sophisticated debuggers provide procedure and function trace-backs, and information about the control flow of the program. Symbolic-debuggers are debuggers in which this information is requested and presented at the level of the programming language structures. Finally, interactive-debuggers are those in which the process of requesting/obtaining information is interactive [Zel84, vdLW85,SYO87], in contrast with post-mortem debuggers in which the user cannot interact with the debugging process, and the information is delivered after program termination [Lau79].

Most proposals in the literature which set out to improve the quality of debugger focus on two main aspects: the user interface and the information that the user can access through the debugger. The recent advances in hardware technology and the wide availability of graphical workstations has made possible the design of debuggers with sophisticated graphic interfaces [Bov87,Moh88]. The increasing computational power and storage capabilities of recent computers allows debuggers to store complete histories of the evaluation of the program, so that it is possible to access information about an arbitrary point in the history of the evaluation [Moh88].

The above mentioned works and other related approaches in the literature (e.g. [vdLW85,Bov87]) have produced some improvements on the process of debugger design. However, this process still remains ad hoc and informal which often leads to debuggers that either have a counter-intuitive behaviour, or are incorrect, or both. Let us illustrate these problems so that we can understand how the use of semantics-based methods can assist in their solution.
Hereafter, we focus our interest on interactive-debuggers, for this is the most used kind of debugger and also because they provide the most interesting and challenging problems. In general, an interactive-debugger provides debugging commands that give the user the ability to step through the intermediate states in the evaluation of a program; to stop at desired break points; and to request information about the current, and possibly, previous states in the evaluation.

This characterisation of interactive-debuggers raises an important question: what is the meaning of “to step through the states in the evaluation of a program”? Answering this question involves the definition of a notion of an evaluation step, which is a central problem in the design of debuggers.

The importance of the definition of an evaluation step is brought to light in the example below in which we wish to emphasise how a counter-intuitive notion of evaluation step may lead to counter-intuitive behaviour of the debugger. In this case, the debugger is less effective in assisting the programmer to locate errors, and solutions to this problem are therefore necessary.

Suppose we have two versions of simple C [KR78] program in which the only difference is how the text of the program is written. The two versions of the program are shown below; we call the one on the left p1.c and the other p2.c:

```c
main()
{
    int i;
    i = 0; while (1) {i++;};
}
```

```c
main()
{
    int i;
    i = 0;
    while (1) {i++;};
}
```

From our knowledge of the programming language, we develop an intuition about the evaluation steps of the above programs. According to this intuition, the first step in both evaluation is to assign 0 to the variable i. Then, the condition (1) of the while statement is tested. Since its value is different from 0, the next step evaluates the statement i++, which increments the value of i by 1. Since the value of (1) will always be different from 0, the evaluation never leaves the
while statement, and at each step the statement i++ is evaluated, incrementing i by 1.

The above description of the evaluation of p1.c and p2.c is what we call our intuitive notion of an evaluation step. When using a debugger, we expect to be able to observe the evaluation according to this intuitive notion. The following example shows a debugger, commonly used in practical applications, that does not behave as we expect.

Let us debug the programs p1.c and p2.c using DBX [Mic] to observe the values of the variable i. We first compile the programs generating debugging code, and then load DBX with this code. A debugging session for the program p1.c is shown below:

Reading symbolic information...
Read 34 symbols
(dbx) stop at 3
(2) stop at "p1.c":3
(dbx) run
Running: p1
stopped in main at line 3 in file "p1.c"
3 i = 0; while (1) {i++;};
(dbx) display i
i = 0
(dbx) step
^C
(dbx)

After the step command the execution enters an infinite loop and we cannot see the value of the variable i inside the while statement. A debugging session for the program p2.c, in which the first three debugging commands are as in the above session, is as follows:
Let us analyse two aspects of the above examples: the behaviour of the debugging command step in both debugging sessions; and the values output by DBX for the variable i during the evaluation of p2.c.

We start by analysing the step command. According to our intuition about the evaluation steps of p1.c and p2.c, we expect both programs to have identical evaluation steps, as we discussed on page 5. Therefore, we also expect the step command to have identical behaviours in both debugging sessions. Nevertheless, the behaviours of step do not agree with our intuition because DBX's notion of step is based on the lines of the program rather than on the sequence of primitive operations involved in the evaluation of the program.
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We argue it is essential that a debugger behaves according to our intuition about how programs are evaluated. A debugger that behaves intuitively is easier to learn and may be more effective in assisting the programmer to locate errors. Therefore, an important problem in debugger design is to build debuggers with intuitive behaviours.

The particular problem we illustrated using the step command of DBX is an instance of a general problem. Let us characterise this problem to understand how semantic based methods may assist in its solution. On the one hand, as discussed above, we develop an intuitive notion of an evaluation step and consequently of how programs are evaluated. These intuitive notions form our mental model of the programming language [BOM81,Nor82] which is built mainly from the observations we make of program evaluations, and from the documentation we are given on the programming language, e.g., the definition of the programming language. On the other hand, a debugger also has a model of the programming language, which defines its notion of evaluation step and how programs are evaluated; we use the term evaluation model to refer to the debugger's model of the programming language. Problems therefore arise whenever our mental model and the debugger's evaluation model are different.

An obvious solution to this problem is to define debuggers whose evaluation model behaves close to our mental model. A first aspect in which semantics-based methods may help the design of debuggers is in the definition of an intuitive evaluation model. Some formalisms used to define semantic aspects of programming languages have an explicit operational meaning, e.g., definitional interpreters [Lan64] and Structural Operational Semantics [Plo81]. Other formalisms can naturally be given an operational interpretation, e.g., Natural Semantics [Kah88].

This operational meaning may be used to define evaluation models parametric on a formal semantics of the programming languages; when instantiated with a particular semantics such an abstract evaluation model yields an actual evaluation model that may be used to evaluate programs. For instance, this is the approach taken by Berry in his Animator Generator [Ber91a].
Our starting point is that, using a suitable semantics formalism and a particular intuitive semantics of the programming language, we can define an evaluation model that has an intuitive notion of an evaluation step. Our main contention is that the use of such an evaluation model helps in the definition of debuggers that have *intuitive behaviour*. It is our first objective to choose a suitable semantic formalism and then to define an evaluation model based on this formalism.

Let us now analyse the values output by DBX for the variable $i$ in the debugging session for program p2.c (page 6). In that debugging session, the value of $i$ is shown as incrementing by two at each step. However, we intuitively expect it to be incrementing by just one. Since there is no formal specification of DBX, there are two possible interpretations for this behaviour. First, this is the behaviour intended by the debugger designer, in which case the behaviour of DBX is again counter-intuitive. Second, this behaviour is not intentional, in which case it is an *error* in DBX's implementation.

The second possibility is the most likely and is clearly the most harmful because if we use a debugger to locate errors in the program it is imperative that the debugger is *correct*. Another important aspect in debugger design is to produce *correct debuggers*.

Another aspect in which semantics-based methods may assist in the debugger design is in the *formal specification* of the behaviours of the debuggers. The ability to build formal specifications is the first essential step towards correct debuggers. Furthermore, a formal specification is an improvement on an informal one because it offers an unambiguous common reference for the users, the designers, and the implementors of the debugger, with the following advantages:

- A common reference between user and designer means that the behaviour of the debugger that the user learns is exactly what was specified by the designer.

- A common reference between the designer and the implementor means that the implementor may implement a debugger that has the behaviour specified by the designer in the formal specification. Moreover, because the
specification is formal we can develop a notion of correctness between specification and implementation such that we can prove that the implemented debugger has the same behaviour as its specification.

- As a consequence of the two previous points, a common reference between the implementor and the user means that the latter uses a concrete debugger that behaves exactly like the specification.

Our second objective is to define a theory for the specification of debuggers based on a formal semantics of the programming language. In this semantics-based approach, an evaluation model of the programming language is used as the basis of the debugger specification. Since this evaluation model will be defined to behave as close as possible to our intuition about the programming language, we argue that our approach will assist in formalising debuggers with intuitive behaviours.

Our third and final objective is to define a notion of equivalence between the behaviours of a specification and an implementation of a debugger. The definition of an evaluation model, the methods and tools for semantics-based specification of debuggers, and the notion of equivalence between specification and implementation of debuggers form an integrated theory of debugger design. Our thesis is that the use of this theory helps in designing debuggers that more effectively assist the programmer because they are easier to learn, more intuitive to understand, and correct with respect to their formal specification. It is our goal to provide theoretical foundations and tools to show that our methods are achievable.

1.2 The Approach of this Thesis

In this section we give an overview of the main results of this thesis. The objective is to show how a theory of debugger design can be defined. The design of a debugger involves three separate phases. First, the specification, in which the
behaviour of the debugger is defined. Second, the implementation, i.e., another specification of the debugger given at a lower level of abstraction, and closer to an actual machine implementation. Third, the proof of correctness of the implementation with respect to the specification. The following discussions show how each phase is addressed in this thesis.

Choosing the Semantic Formalism

Our ability to construct formal specifications of debuggers depends on the existence of a formal notion of program evaluation and of evaluation step; we propose to use a formal semantics in the definition of programming languages and from such a semantics to derive these formal notions. The success of this proposal depends on the choice of a suitable semantic formalism, for on the one hand it is difficult to derive a notion of program evaluation from some formalisms (e.g., axiomatic semantics [Hoa69]). On the other hand, some formalisms are difficult to reason about because of the complexity of their underlying mathematics (e.g. denotational semantics [Sto89]). Using such a formalism could make it difficult to reason about debuggers.

However, some semantic formalisms have a simple underlying mathematics and a natural and explicit operational meaning that can be used in the definition of program evaluation. The generic name operational semantics is often used to refer to such a formalism. In fact, operational semantics is a class of formalisms that includes a diversity of styles of formal semantics: for instance, definitional interpreters (e.g., Landin's SECD machine [Lan64], or Milner's SMC machine [Mil76]), Plotkin's Structural Operational Semantics [Plo81], and Kahn's Natural Semantics [Kah88].

Structural Operational Semantics is a representative example of what we call the transitional style of operational semantics, in which the semantics of the programming language is defined by a transition system whose steps describe the evaluation of the programs. On the other hand, Natural Semantics is an example of what we call the relational style in which the semantics of a programming
language is defined by a mathematical relation between programs and results.

The main difference between formalisms in the transitional and the relational styles that is relevant for our work at this stage is in the notion of an evaluation step. On the one hand, such a notion is an explicit component of formalisms in the transitional style. On the other hand, for formalisms in the relational style a notion of evaluation step must be defined as a component outside the formalism. This seems to imply that because our goal is a definition of an evaluation step for the debuggers, we should use a semantic formalism in the transitional style. This avoids the task of defining an explicit notion of evaluation step that is necessary if the chosen formalism is in the relational style of operational semantics.

Nevertheless, simple comparisons between concrete semantics written in Structural Operational Semantics and in a relational style, revealed that the latter provides semantics that are more concise and easier to reason about ([Ber91a, pages 48–50], where what we call a Structural Operational Semantics is called a transition semantics). The use of evaluation contexts proposed in [WF91] helps in making Structural Operational Semantics more concise. However, this approach does not solve a limitation of the formalism: certain language constructors can only be defined by a Structural Operational Semantics provided the language has a rich enough set of constructors. For instance, a while statement can only be defined provided the language has some kind of conditional statement.

We propose to use the relational style of operational semantics for the definition of semantic aspects of programming languages in this work. Therefore, we shall need to give an explicit definition of evaluation step to be used by the debuggers, as will be discussed later on.

Let us illustrate the semantic formalism that we shall use in the rest of this work, which we will call Relational Semantics. For this, suppose we have a simple language Sum of constant and sum expressions, defined by the following BNF rules:
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\[ \text{num}(n) \Rightarrow n \]

\[
\frac{e_1 \Rightarrow n_1 \quad e_2 \Rightarrow n_2}{e_1 + e_2 \Rightarrow \text{plus}(n_1, n_2)}
\]

Figure 1: A Semantics of Sum

\[
\text{exp ::= num(nat) | exp + exp}
\]

\[
\text{nat ::= 0 | 1 | ...}
\]

and a function \texttt{plus : nat \times nat \rightarrow nat} that takes two \texttt{nat} numbers as arguments and returns a \texttt{nat} number that is the sum of its arguments. It is convenient to emphasise that "+" is the language constructor whereas \texttt{plus} denotes the mathematical sum operation. Moreover, \texttt{num} is a coercion operator that constructs an \texttt{exp} expression from a \texttt{nat} number. The rôle of coercion operators will be clarified in Chapter 2. A Relational Semantics for the expressions in this language may be given by the set of inference rules in Figure 1.

The rules in Figure 1 define how to evaluate a \textit{Sum} expression to a \texttt{nat} number: the first rule states that a constant expression \texttt{num}(n) evaluates to the \texttt{nat} number \texttt{n}; the second rule states that if the expression \texttt{e}_1 evaluates to a number \texttt{n}_1 and the expression \texttt{e}_2 evaluates to a number \texttt{n}_2 then the sum expression \texttt{e}_1 + \texttt{e}_2 evaluates to the result of the function call \texttt{plus}(\texttt{n}_1, \texttt{n}_2). This informal interpretation is what we call an \textit{operational interpretation} of the rules; such an interpretation will be essential in the definition of an intuitive notion of evaluation step based on the Relational Semantics formalism, as will be discussed later on.

The rules in Figure 1 can also be interpreted as an inductive definition of the binary relation \(\Rightarrow\) between \texttt{exp} and \texttt{nat}, which we denote by \(\Rightarrow\): \texttt{exp \times nat}. We formalise this interpretation in Chapter 2, whereas the operational interpretation is defined in Chapter 5.
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Equivalence between Definitions of Programming Languages

The same semantic aspect of a programming language may be defined by different semantic specifications. For instance, we could define the semantics of the language $\text{Sum}$ by another set of rules as in Figure 2.

An important question is whether the set of rules in Figure 2 and Figure 1 define equivalent semantics for $\text{Sum}$, for if they do so we may use either of the two sets of rules to determine the result of a $\text{Sum}$ expression. To answer this question we must first define what we mean by equivalent semantics. Using the operational interpretation of the two sets of rules, a suitable notion of equivalence for the above examples may be as follows:

For all expressions $e$ in $\text{Sum}$, $e$ evaluates to a number $n$ in the set of rules of Figure 1 if and only if $e$ evaluates to $n$ in the set of rules of Figure 2.

Given that the function $\text{plus}$ is commutative, a simple inspection of the two sets of rules tells us that they are equivalent in the above sense.

However, there are examples of pairs of semantics that we intuitively regard


**Figure 3:** Two Semantics for *Pair*

as being equivalent, but are not equivalent under the above informal notion. This suggests that we should look for a more general notion of equivalence. Let us show an example that illustrates this problem.

Consider a language *Pair* of pairs of numbers, defined by the following BNF rules:

\[
\text{pair} ::= \text{num}(\text{nat}) \mid \text{cons}(%2 \text{pair}, %2 \text{pair}) \mid \text{first}(\text{pair}) \mid \text{second}(\text{pair})
\]

where *nat* was defined in the BNF rules of the language *Sum* (page 12). The sets of rules in Figure 3 define two semantics for *Pair*. The set called **Direct** defines the intuitive semantics in which a *pair* expression is evaluated to another *pair* expression by removing all *first* and *second* constructors. The set called **Reverse** gives a semantics in which a *pair* expression is also evaluated to another *pair* expression without *first* and *second* constructors, but the *pair* expressions of the form *cons(pair, pair)* are constructed in reverse order.

According to the notion of equivalence discussed above, **Direct** and **Reverse** do not define equivalent semantics for the language *Pair*. For instance, the *pair* expression *cons(num(1), num(2))* evaluates to *cons(num(1), num(2))* in **Dire-
ect and to cons(num(2), num(1)) in Reverse. However, the pair expression first(cons(num(1), num(2))) evaluates to num(1) in both cases. Thus, if we are only interested in results of the form num(n) then the difference between Direct and Reverse becomes irrelevant, in which case we would like to consider the two sets of rules as equivalent semantics of Pair. Therefore, we need a more flexible notion of equivalence in which only a subset of the pair expressions are required to evaluate to the same result under the two sets of rules, namely those expressions that evaluate to some result of the form num(n).

Instances of the above problem arise naturally in the semantics of practical programming languages. For instance, in languages with abstract data types, we may not be interested in the details of the representation of abstract data type values. In functional languages, we are often not interested in the details of the representation of function values. Therefore, semantics that choose different representation for such values can still be considered equivalent if we use a suitable notion of equivalence.

The idea of regarding only a subset of the results of expressions as being relevant, or observable, is known in the area of algebraic specification as observational or behavioural equivalence between algebras. However, a similar notion already appears implicitly in the simulation method introduced by Milner [Mil71]. This idea applied to algebras first appears as the concept of the "semantics" of an algebra in [GGM76].

In Chapter 3 we formalise a notion of equivalence that has the intuitive meaning discussed above; this particular notion of equivalence is based on observational equivalence as defined in [ST87]. Also in Chapter 3, we extend the definition of strong correspondence relations given in [Sch87, Sch90] to the formalism of Relational Semantics to obtain a practical proof method for proofs of equivalence between semantics. We then use an example to illustrate the use of this proof method.
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Compiler Correctness

In order to motivate the following discussion about the compiler correctness problem let us consider a simple stack machine $M$-$Sum$ which has a stack on which we can push $nat$ numbers, an accumulator that is used for arithmetic operations, and three instructions that manipulate the contents of the stack and the accumulator: push that pushes the value of the accumulator on the top of the stack; add that adds the top element of the stack to the accumulator, leaving the result in the accumulator; and load that loads a $nat$ number into the accumulator. The syntax of the machine language is given by the following BNF rules:

\[
\begin{align*}
\text{stack} & ::= \text{empty} | \text{nat} \cdot \text{stack} \\
\text{inst} & ::= \text{push} | \text{add} | \text{load}(\text{nat})
\end{align*}
\]

A program in this machine is a sequence of instructions, for instance,

\[
\langle \text{load}(1), \text{push}, \text{load}(2), \text{add} \rangle
\]

The semantics of this machine may also be defined using a Relational Semantics. In this definition, a machine state is a pair $(S, n)$ where $S$ is a stack and $n$ is the accumulator. The rules in Figure 4 define how machine instructions operate on a machine state to produce the new values of the stack and accumulator. In those rules, the concatenation of two sequences of instructions $i_1$ and $i_2$ is denoted by $i_1 @ i_2$.

For instance the $M$-$Sum$ program $\langle \text{load}(1), \text{push}, \text{load}(2), \text{add} \rangle$ evaluating on a state $(\text{empty}, 0)$ produces the state $(\text{empty}, 3)$. This machine may be used as the target machine of a compiler for the language $Sum$. The objective is to translate expressions into machine programs that evaluate to the same result. For instance, the expression $1 + 2$ could be translated into the program $\langle \text{load}(1), \text{push}, \text{load}(2), \text{add} \rangle$.

In Chapter 4 we treat the problem of defining compilers in Relational Semantics and how to establish their correctness with respect to a semantics of the programming language. For the correctness we apply the notion of Observational
\[(S, n) \vdash (\text{push}) \rightarrow (n \cdot S, n)\]

\[\vdash (n_1 \cdot S, n_2) \vdash (\text{add}) \rightarrow (S, \text{plus}(n_1, n_2))\]

\[(S, n) \vdash (\text{load}(n')) \rightarrow (S, n')\]

\[
\begin{align*}
(S, n) \vdash i_1 & \rightarrow (S', n') & (S', n') \vdash i_2 & \rightarrow (S'', n'')
\end{align*}
\]

\[(S, n) \vdash i_1 @ i_2 \rightarrow (S'', n'')\]

Figure 4: A Semantics for \textit{M-Sum}

Equivalence between Relational Semantics that is defined in Chapter 3; this is an important practical application of the notion of equivalence between Relational Semantics.

For instance, a compiler for \textit{Sum} using \textit{M-Sum} as the target machine could be defined by the following set of rules that describes how \textit{Sum} expressions are translated into sequence of \textit{M_Sum} instructions:

\[\text{num}(n) \sim (\text{load}(n))\]

\[
\begin{align*}
e_1 & \sim c_1 & e_2 & \sim c_2
\end{align*}
\]

\[
\frac{e_1 + e_2 \sim c_1 @ (\text{push}) @ c_2 @ (\text{add})}
\]

A definition of the semantics of \textit{Sum} using this compiler may be given by the following rule, which defines how an expression \(e\) is evaluated into a \textit{nat} number:

\[e \sim c \quad (\text{empty}, 0) \vdash c \rightarrow (\text{empty}, n)\]

\[e \Rightarrow n\]

The above rule has the following operational interpretation: if a \textit{Sum} expression \(e\) compiles to a \textit{M-Sum} machine program \(c\) and this program, running on the state \((\text{empty}, 0)\), produces a state \((\text{empty}, n)\) then the result of the evaluation of \(e\)
is \( n \). We use the term *Evaluation by Compilation* to refer to a semantics of a programming language given via its translation into some target machine code. In our approach, the compiler defined by the relation \( \sim \) is considered correct if the above definition of the relation \( \Rightarrow \) is equivalent to the definition of \( \Rightarrow \) of Figure 1.

Compiler correctness has been widely studied in the past (e.g. in [MP67, Mor73, Mos79, TWW81, Pol81, CM86, Des86, Sim90]). Our approach strengthens and improves these previous approaches in two main aspects. First, it gives a more general, yet intuitively sufficient, criterion for correctness. Second, we define a proof method that can be used in practical proofs of correctness.

**Program Evaluation and a Notion of Evaluation Step**

We discussed above that a Relational Semantics of a programming language may be used to evaluate programs in the language, but we have not yet seen how this may be done. Let \( \text{num}(1) + \text{num}(2) \) be a *Sum* expression that we want to evaluate using the semantics of Figure 1. By viewing the rules as an inductive definition of the relation \( \Rightarrow \) between *exp* expressions and *nat* numbers, we can build a proof tree [DF87] for the formula \( \text{num}(1) + \text{num}(2) \Rightarrow n \), where \( n \) is a meta-variable. The process of constructing such a tree finds an instantiation for \( n \) that is the result of the evaluation of \( \text{num}(1) + \text{num}(2) \).

We are not interested in the details of how to build proof trees. However, let us show the complete proof tree for \( \text{num}(1) + \text{num}(2) \Rightarrow n \) as an illustration:

\[
\begin{align*}
\text{num}(1) \Rightarrow 1 & \quad \text{num}(2) \Rightarrow 2 \\
\text{num}(1) + \text{num}(2) \Rightarrow 3
\end{align*}
\]

where \( \text{plus}(1, 2) = 3 \). The root of this tree is an instance of the rule that defines "+" in Figure 1, and the leaves are instances of the rule for *num* in the same figure.

Proof tree construction is a possible method for evaluating programs using a Relational Semantics of the programming language. An implementation of an
algorithm for constructing proof trees that is parametric on a set of rules provides an abstract evaluation model that may be used to generate concrete evaluation models, or interpreters, for programming languages based on their semantics. This idea was first used in the CENTAUR system [CIK89], and has also been used in other more recent works [Chi89,Ber91a].

In principle, we could use such an evaluation model as the evaluation model of the programming language to be used by debuggers, as discussed in Section 1.1. Then, the only remaining problem would be to define a notion of evaluation step based on this evaluation model. In [Ber91a], Berry defines such a notion of evaluation step as a function between partial proof trees (proof trees in which some sub-trees are not constructed); this function characterises a depth-first left-to-right traversal of a proof tree.

However, Berry's definition of evaluation step involves various complex definitions that make it difficult to understand and reason about, so cluttering the intuitive understanding of the notion of step. This complexity is necessary in that case because of the requirements of Berry's "theory of program animation". Debuggers in our framework do not have such requirements; thus we should seek a simpler notion of evaluation step that is intuitive and easier to reason about.

We propose an evaluation model for programming languages inspired by the SOS semantics of [And91]. This evaluation model is parametric on a Relational Semantics and is defined by a transition system whose states, called evaluation states, contain the current state of the evaluation of the program (i.e., the result of evaluated sub-programs) and the sub-programs or goals that still need to be evaluated. A transition step of this system uses the rules of the semantics to decompose a current goal into sub-goals to update the current state and advance the evaluation. For instance, suppose that $\text{num}(1) + \text{num}(2)$ is the expression to be evaluated; an initial state of the transition system is as follows:

$$[\text{num}(1) + \text{num}(2) \Rightarrow n]$$

In this evaluation state $\text{num}(1) + \text{num}(2) \Rightarrow n$ is the goal. A transition step
from this state advances the evaluation as follows:

\[
[num(1) + num(2) \Rightarrow n] \overset{CS}{\Rightarrow} [n = plus(n_1, n_2) : num(1) \Rightarrow n_1, num(2) \Rightarrow n_2]
\]

where \(CS\) denotes a transition of the system, and \(n = plus(n_1, n_2)\) indicates that the meta-variable \(n\) is substituted by the term \(plus(n_1, n_2)\) in the current state. A substitution of terms for meta-variables is an explicit part of every state of the transition system. We omit the irrelevant parts of the substitutions from the states to simplify the presentation of the examples.

In the above transition, the resulting state indicates that the next goal is to evaluate \(num(1)\) producing a result \(n_1\), then to evaluate \(num(2)\) producing a result \(n_2\), and finally to compute the sum \(plus(n_1, n_2)\). This transition is defined using the rule for "+" expression of Figure 1 to expand the goal \(num(1) + num(2) \Rightarrow n\) into the sub-goals \(num(1) \Rightarrow n_1\) and \(num(2) \Rightarrow n_2\), each of which corresponds to a premiss of the rule. The next step in the evaluation is as follows:

\[
[n = plus(n_1, n_2) : num(1) \Rightarrow n_1, num(2) \Rightarrow n_2] \overset{CS}{\Rightarrow} [n = plus(1, n_2), n_1 = 1 : num(2) \Rightarrow n_2]
\]

which is defined using the rule for the definition of \(num(n)\) expressions of Figure 1. After this transition the resulting state indicates that \(num(1)\) has been evaluated to 1 and \(num(2) \Rightarrow n_2\) is the current goal. Finally, we can apply a transition step to obtain the final state of the evaluation and the result of the sum:

\[
[n = plus(1, n_2), n_1 = 1 : num(2) \Rightarrow n_2] \overset{CS}{\Rightarrow} [n = plus(1, 2), n_1 = 1, n_2 = 2 : \varepsilon]
\]

where \(\varepsilon\) indicates that there are no more sub-goals and the evaluation terminated successfully. The substitution in the final state gives the result of the evaluation, in this case \(n = plus(1, 2) = 3\).

In Chapter 5 we formalise the transition system discussed above, which we call the \textit{Computational Semantics} of the Relational Semantics formalism. This transition system is used as the evaluation model for programming languages; the
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notion of evaluation step used by the debugger is given by the transition relation of this transition system. We give some evidence that this notion of evaluation step is indeed intuitive. Therefore, this transition system and the formalisation of Relational Semantics form the basic components of a theory of debugger design.

This transition system defines an evaluation model for a wide class of programming languages, including non-deterministic languages. Moreover, it defines a deterministic evaluation model for deterministic languages that may be implemented to yield an evaluation model generator for such languages. This provides a prototyping facility for programming languages similar to that provided by the CENTAUR system [CIK89] and the Animator Generator [Ber91a]. The advantages of our transition system over other methods in the literature is that it has an explicit, intuitive notion of an evaluation step.

Formal Specification of Debuggers

The next problem we shall address is how to construct formal specifications of debuggers using the evaluation model discussed above. Let us motivate the following discussion by considering the problems involved in specifying a debugger for the language Sum. The first step in this specification is the definition of the debugging language, i.e., the language in which we write debugging commands. The following BNF rules define a simple debugging language, called Pico:

\[
\text{deb ::= step | trace on | trace off}
\]

Recall that using the evaluation model described above we can evaluate Sum expressions step by step. Therefore, a possible interpretation for the above debugging language is as follows: step causes the evaluation of the current expression to advance by one transition step of the evaluation model; trace on switches on tracing mode; trace off switches off tracing mode. When tracing mode is on a step command outputs the result of the last sub-expression evaluated and the sub-expression that is about to be evaluated. Our goal is to discuss how this
informal interpretation may be formally defined, leading to a specification of the
debugger.

There are at least two ways in which to formalise the definition of a particular
debugger: in an ad hoc fashion, or by first defining a formal notion of an abstract
debugger, and then giving a definition of the concrete debugger that conforms
with this abstract notion. The advantages of the second method are that we have
an abstract notion of debuggers that can be formally reasoned about, as well as
a formal definition of the concrete debugger that is also amenable to formal
reasoning. For instance, the definition of equivalence between the behaviour of
two arbitrary debuggers, discussed later on, depends on such an abstraction.

To achieve an abstract notion of debuggers we need a more elaborated char-
acterisation of debuggers than that given on page 3:

A debugger is a tool that receives *debugging commands* from the user,
applies those commands to its current *debugging state*, and outputs
the information about the evaluation of the program requested by the
command as its *result*. In this process the debugger may advance the
current state of the evaluation, which is a component of its current
debugging state.

In Chapter 6 we formalise the above characterisation leading to an abstract
formal notion of debuggers. We also discuss various aspects of the design of con-
crete debuggers that conform to this notion. In this abstract notion a debugger
is a monogenic labelled transition system whose states are the *debugging states*
and the labels of the transition relation are the *debugging commands* and their
*results*. An evaluation state of a program, according to the evaluation model of
the programming language, is a component of each debugging state.

This view of a debugger as a labelled transition system is implicit in the event-
action model of debugging proposed by some authors in the literature [BH83,
GB85,LL89]. Our work improves on those ideas by the use of formal semantics
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in the definition of the programming language, an evaluation model of the programming language in the evaluation of programs, and by developing an abstract definition of debuggers that is amenable to formal reasoning at the level of an arbitrary debugger.

A possible definition of the states of the debugger *Pico* is a pair of the form \((h, tr)\) where: \(h\) is a sequence of evaluation states the evaluation model of the *Sum* language and \(tr\) is a boolean variable used as the tracing mode flag. If we want to debug the *Sum* expression \(\text{num}(1) + \text{num}(2)\), we load the debugger with this expression, which causes the debugger to build an initial debugging state of the form:

\[
((\{\text{num}(1) + \text{num}(2) \Rightarrow n\}, \text{false})
\]

and start the debugging session. A debugging session is an interactive process in which we input debugging commands and the debugger outputs the results; in this process we have no access to the debugging states. If we issue a command **trace on**, the resulting debugging state is:

\[
((\{\text{num}(1) + \text{num}(2) \Rightarrow n\}, \text{true})
\]

If we issue a **step** command on this state, the resulting debugging state becomes:

\[
((\{\text{num}(1) + \text{num}(2) \Rightarrow n\}, \{\text{num}(1) \Rightarrow n_1, \text{num}(2) \Rightarrow n_2\}, \text{true})
\]

with output: **no previous result.**

**current expression:** \(\text{num}(1)\)

The evaluation state \([\text{num}(1) \Rightarrow n_1, \text{num}(2) \Rightarrow n_2]\) is obtained from the previous state \([\text{num}(1) + \text{num}(2) \Rightarrow n]\) using \(\text{CS}\). Here we omitted the substitution of \(\text{plus}(n_1, n_2)\) for \(n\) to simplify the presentation. If we issue another **step** command on the above debugging state, the state changes as follows:

\[
((\{\text{num}(1) + \text{num}(2) \Rightarrow n\}, \{\text{num}(1) \Rightarrow n_1, \text{num}(2) \Rightarrow n_2\}, \{\text{num}(2) \Rightarrow n_2\}, \text{true})
\]

with output: **previous result:** \(n_1 = 1\)

**current expression:** \(\text{num}(2)\)
The debugging session continues until the expression is fully evaluated or we abort the evaluation.

The debugger *Pico* changes only the *st* part of a debugging state \((st, tr)\) by using the evaluation model \(\text{GS}\). For this reason we say that debuggers in our framework are semantic-driven or *based on formal semantics*. This characteristic will be formalised in this thesis as a requirement every debugger must fulfill. Therefore, there is a repertoire of debugging commands in existing debuggers that are disallowed in our framework, e.g., changing the value of programming language variables. If such commands are allowed, a debugger could generate evaluation states that are not reachable from the initial evaluation state of a program using \(\text{GS}\). In this case, we could not regard such a debugger as being *based on formal semantics*.

Once we have developed an abstract characterisation of debuggers, the next problem is to study how we may formally specify concrete debuggers that conform to this characterisation. This problem is studied in Chapter 6 in two stages: we study some aspects of the specification of debuggers and then define a notation to assist in the specification of concrete debuggers. The design aspects studied are generic and the proposed solutions to the problems may be applied to any concrete debugger that uses the evaluation model defined in this thesis in the evaluation of programs.

The specification notation, called DSL, is defined with the objective of making the specification of concrete debuggers simpler and less ad hoc. This is achieved because DSL provides a high-level abstraction of the objects of the evaluation model, and also a powerful set of constructs to express debugging commands. DSL is a specification notation in the sense that definitions written in the language are abstract and concise.

Our major goal in the definition of DSL is to achieve an expressive language in which a useful set of debugging commands, found in most practical debuggers can be specified. We present some examples that show that DSL is indeed expressive.
Nevertheless, the theory of debugger design does not depend on this particular design language; other languages may be defined and used with the theory to suit the needs of particular debuggers.

The notion of an abstract debugger and the DSL notation form a basic framework for the specification of concrete debuggers. This framework is based on the notion of program evaluation and evaluation step discussed above; thus the framework is formal with respect to the semantics of the programming language. Our goal is to show that this framework helps to define debuggers with intuitive behaviours; definitions that can be used as a documentation for the user and guides for implementors.

Implementation and Correctness of Debuggers

In the debugger Pico, programs are interpreted using the evaluation model $\mathcal{E}$. This definition of Pico can be viewed as a prototype of the debugger which is simple to specify and understand. Prototypes are useful for testing the functionality of the specified debuggers but they seldom have the performance required in practical applications. Therefore, there is the need for implementations of the debuggers that meet such practical requirements in performance. In this thesis an implementation is another specification of the debugger given at a lower level of abstraction which is often more efficient than the original specification.

As discussed in Section 1.1, the main purpose of formal specifications of debuggers is to serve as a common unambiguous reference for the users, the designers, and the implementors. It is therefore necessary that the implementation of a debugger behave as defined by its specification. The main problem discussed below is how to establish the conditions for an implementation to be correct with respect to a specification of a debugger.

To illustrate the problems involved in implementing debuggers, and their correctness, let us first define another debugger, called M_Pico, that has the same debugging language as the debugger Pico. The debugger M_Pico uses the com-
pilation of \textit{Sum} expressions into \textit{M.Sum} code to evaluate expressions. Therefore, the debugging commands of \textit{M.Pico} work on the machine states instead of on the states of the evaluation model for \textit{Sum}.

Let us consider a modified definition of the machine states in which we add the code that is executing as a component; we write this new state as:

$$(S, \text{Acc}) \rightarrow c$$

where $(S, \text{Acc})$ is the state of the machine as defined on page 17, and $c$ is a \textit{M.Sum} program. An \textit{M.Pico} debugging state is a pair $[m.st, tr]$ where $m.st$ is a machine state as above and $tr$ is a tracing mode flag. In \textit{M.Pico} \texttt{step} advances the evaluation by one machine step, which corresponds to the evaluation of one machine instruction. The command \texttt{trace on} and \texttt{trace off} work as in \textit{Pico}, with the difference that here the result of the last sub-expression is the value loaded into the accumulator by the previous instruction and the current sub-expression is the instruction that is about to be evaluated.

If we want to debug the \textit{Sum} expression \texttt{num(1) + num(2)} we load \textit{M.Pico} with the expression; the debugger calls the compiler that translates the expression into its corresponding \textit{M.Sum} code. Finally, the debugger creates the initial debugging state:

$$((\text{empty}, 0) \rightarrow (\text{load}(1), \text{push}, \text{load}(2), \text{add}), \text{false})$$

and starts the debugging session. We can switch on tracing mode by issuing a \texttt{trace on} command, such that the next debugging state is:

$$((\text{empty}, 0) \rightarrow (\text{load}(1), \text{push}, \text{load}(2), \text{add}), \text{true})$$

If we issue a \texttt{step} command on this state the resulting debugging state is:

$$((\text{empty}, 1) \rightarrow (\text{push}, \text{load}(2), \text{add}), \text{true})$$

with output: \textbf{previous result}: \texttt{Acc} = 1

\textbf{current instruction}: \texttt{push}
Another step command produces the debugging state and the output below:

\[ \{(1 \cdot \text{empty}, 1) \vdash \langle \text{load}(2), \text{add} \rangle, \text{true}\} \]

with output: no previous result.

**current instruction: load(2)**

Here, since push does not load a value into the accumulator, we do not have a previous result. This process continues until the evaluation of the code finishes or we abort the debugging session.

Although \textit{M.Pico} can be used to debug \textit{Sum} expressions we could hardly regard it as a correct implementation of \textit{Pico} in the sense of having the same behaviour. The two major reasons for the different behaviours of the two debuggers are:

- There are more steps in the evaluation of the expression according to \textit{M.Pico} than there are using \textit{Pico}; we need to issue four step commands in \textit{M.Pico} to entirely evaluate the above expression, whereas it is only necessary to issue three step commands in \textit{Pico}.

- \textit{M.Pico} shows machine registers and instructions as the information about the evaluation whereas \textit{Pico} shows source language expressions and results.

The possibility that differences arise between an implementation of a debugger and its specification should be ruled out by a notion of correctness between implementation and specification. If we consider that an implementation of a debugger is also defined as a labelled transition system then we may informally characterise a notion of correctness as an equivalence between debuggers, as follows:

Two debuggers are equivalent if there exists a one-to-one correspondence between the states of the debuggers such that whenever the two debuggers are at corresponding states each debugging command produces equal results and the debuggers move to corresponding states.
Chapter 1. Introduction

Requiring a one-to-one correspondence between the debugging states rules out the first difference, and requiring that outputs from the same command at corresponding states must be equal makes sure that the implementation will not show machine registers and instructions if the specification does not do so. This notion is sufficient as far as the two aspects discussed above are concerned, but requiring equality between results may be too strong.

Suppose that we define two debuggers for the language Pair of Figure 3 with the same debugging language as Pico: the debugger called D evaluates pair expressions using the Direct semantics; the debugger R evaluates pair expressions using Reverse. It is not difficult to check that the states of the evaluation in both semantics are in a one-to-one correspondence. However, suppose that at some state in the evaluation of a pair expression the result of the last sub-expression evaluated is a pair of the form cons(pair, pair) then, since Reverse implements such a pair in reversed order the two debuggers will not be considered equivalent according to the above definition.

As in the problem of equivalence between definitions of programming languages, if we are not interested in the representation of pair results of the form cons(pair, pair) then we would like to regard the two debuggers as being equivalent. Therefore, we need a notion of equivalence between debuggers that compares the result of debugging commands up to observational equivalence.

In Chapter 7 we define such a notion of equivalence between debuggers, inspired by the bisimilarity concept of [Par81] and strong congruence of [Mil89]. We extend such ideas so that labels of transitions are only compared up to observational equivalence. Therefore, equivalence between programming language definitions – in particular, compiler correctness – and equivalence between debuggers are strongly related. This relationship is formally stated in various results in Chapter 7.

These definitions constitute the last components of the theory of design of debuggers. Therefore, in this theory, debuggers may be formally specified using the DSL language and implementations of debuggers may be formally defined and
proved correct with respect to their specifications. The examples throughout the thesis have the objective of demonstrating that, using the theory,

- It is practical to formally define debuggers that have intuitive behaviour.

- It is practical to prove the correctness of debugger implementations.

**Compiler-Debuggers**

Another important problem treated in this thesis is the study of *Compiler-debuggers* and the problems related with their design. We use the name Compiler-debugger for debuggers in which programs are compiled into machine code and debugging is performed on the execution of the code on the machine. In such a debugger, the debugging commands must be defined on the machine states instead of on a state of the evaluation model of the language; *M_Pico* is an example of a Compiler-debugger.

In Chapter 7 we characterise Compiler-debuggers and study various aspects of their design. In this study we clarify the main aspects in which a Compiler-debugger differs from a specification based on the evaluation model of the programming language, and investigate mechanisms that may be used to resolve these differences. The objective is to define Compiler-debuggers that are correct with respect to a specification of the debugger. The study of the design of Compiler-debuggers clarifies two aspects that were already discussed above:

- Since we expect the evaluation of the machine code of a program to involve more steps than its interpretation under the evaluation model, how can we establish a one-to-one correspondence between those two notions of evaluation step?

- How do we recover the information about the evaluation that is needed by the debugging commands from a machine state and output the results in a source language form?
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We treat these problems at the level of an abstract Compiler-debugger so that the proposed solutions may be used with any such a debugger. We also consider other aspects of Compiler-debuggers, e.g., optimiser-debuggers [Hen82, ZJ91], and show that these aspects may have a formalisation in the theory defined in this thesis.

1.3 Outline of the Thesis

In this section we outline the contents of the following chapters, and briefly list various approaches in the literature related to the problems addressed in this thesis. In the introductory section of each chapter we study these approaches in more detail.

In Chapter 2 we define the syntactical and meta-semantical aspects of the formalism of Relational Semantics. For the syntactical aspects we define an abstract notation in which semantics may be written, characterising a Relational Semantics Specification. The meta-semantical aspect involves the definition of the semantics of this notation, which we call the Declarative Semantics of the formalism.

In Section 2.1 we compare our approach to Relation Semantics with definitional interpreters [Lan64, Mil76], Structural Operational Semantics [Plo81], Natural Semantics [Kah88], and Inductive Semantics [Ast89, Ast91].

In Chapter 3 we define a notion of Observational Equivalence of Relational Semantics Specification, and extend the proof method of strong correspondence presented in [Sch87] to a proof method for Observational Equivalence between Relational Semantics Specifications, which we call Model Correspondence. We also present an example of a proof of equivalence using this method.

In Section 3.1 we study two approaches to equivalence between algebras: Hoare's notion of representation relation [Hoa72] and observational equivalence (e.g. [Rei81, ST87, NO88, Sch90]). We discuss the limitations of representation relation and motivate the use of observational equivalence as a notion of equivalence.
between Relational Semantics of programming languages.

In Chapter 4 we study the problem of compiler correctness in the framework of Relational Semantics. We first characterise Evaluation by Compilation as a Relational Specification in which programs are evaluated by the compilation into machine code and the execution of the code on the machine. Then, the notion of Observational Equivalence between Relational Semantics specifications is used as the notion of compiler correctness. We give an example of a compiler correctness proof using the method developed in Chapter 3.

In Section 4.1 we show how the problem of compiler correctness evolved from the early works of McCarthy and Painter [MP67] and Burstall and Landin [BL69] to the algebraic approaches of Morris [Mor73] and the ADJ group [TWW81]. We then discuss the combined use of Natural Semantics and Morris' notion of compiler correctness in the work of Despeyroux [Des86]. Other related approaches are also discussed, e.g., [Mos79,Pol81,CM86,Joy89,Sim90]. Since these approaches use some form of representation relation in the sense of [Hoa72] they suffer from similar limitations. We discuss how Observational Equivalence improves on those approaches.

In Chapter 5 we define how to evaluate programs using a Relational Semantics Specification of the programming language; this leads to the definition of the Computational Semantics of the Relational Semantics formalism. We prove the Computational Semantics is correct with respect to the Declarative Semantics defined in Chapter 2. Therefore, program evaluation is consistent with the Relational Semantics of the programming language. This notion of program evaluation gives rise to a natural notion of an evaluation step when the Computational Semantics is used with deterministic languages. We give some evidence that this notion of evaluation step is intuitive.

In Section 5.1 we compare our definition of program evaluation based on a Relational Semantics to the CENTAUR system [CIK89] and Berry's Animator Generator [Ber91a]. The emphasis of this comparison is on the suitability of these approaches to the definition of an intuitive notion of evaluation step.
In Chapter 6 we treat the problem of formally specifying debuggers. We start by giving an abstract definition of debuggers that uses the notion of evaluation step defined in Chapter 5. This definition characterises the class of Interpreter-debuggers. Then we study various aspects of the design of concrete debuggers. Finally, we define a notation to assist in the specification of debuggers, called DSL. We give an example of a debugger specified using DSL.

In Section 6.1 we discuss the features for the specification of debuggers that are found in the CENTAUR and the Animator Generator. We also discuss approaches to semantic based debugging that use denotational semantics as the underlying formalism: the PSG system [BS86] and Monitor Semantics [KHC91].

In Chapter 7 we study the problems involved in the implementation of debuggers and how to establish a notion of correctness of the implementation with respect to a specification of the debugger. We define a notion of equivalence between debuggers inspired by the notion of bisimularity [Par81] and strong congruence between transition systems [Mil89]. We also treat the problem of the formal specification of Compiler-debuggers by studying various problems involved in the specification of such a debugger. We demonstrate that those problems have a formalisation in our framework. Finally, we give an example of the definition of a Compiler-debugger and a proof of equivalence between this Compiler-debugger and a specification of it constructed in Chapter 6.

In Section 7.1 we compare our definition of equivalence between debuggers with the bisimulation technique of Park [Par81].

In Chapter 8 we summarise the conclusions of this thesis and give directions for future work.

Finally, in Appendix A we give the complete definition of the syntax and semantics of DSL.

Conventions

Definitions, lemmas, theorems, corollaries, and examples are numbered consecutively throughout each chapter. Example 2 of Chapter 3 will be referred to as
Example 2 within Chapter 3 and as Example 3.2 elsewhere. Rules of Relational Semantics that appear in the examples are numbered consecutively throughout each example. Rule 5 of Example 2 of Chapter 3 will be referred to as Rule 5 within Example 2, as Rule 2(5) elsewhere within Chapter 3, and as Rule 3.2(5) elsewhere. The same convention for rules applies to other numbered items in examples, and parts of definitions, lemmas, and theorems.

When a new term is defined it is written in slanted font. Terms defined in this thesis start with a capital letter to distinguish from other usage of the same terms in the literature. For instance, Relational Semantics refers to the definition of the formalism that is given in this thesis. Other notational conventions are always defined before their first use. The glossary contains a summary of the notational conventions and the main symbols used in the thesis.
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The Semantics Formalism:
Relational Semantics

In this chapter we define the semantic formalism that will be used in the rest of this thesis to define semantic aspects of programming languages. The choice of formalism is primarily guided by the main objective of this thesis: to define a theory of debugger design. An essential component of this theory is a formal notion of program evaluation and evaluation step; thus a requirement on the semantic formalism is that it must have a natural operational interpretation from which these two notions can be derived.

The term Operational Semantics has been used to refer to a semantic formalism in which a programming language is defined by a description of how programs are evaluated. However, Operational Semantics is not a single formalism but a class of styles of formalisms. Relational semantics is such a style in which the semantics of a programming language is defined by a relation between programs and their results. This style has an operational interpretation that makes it suitable for use in a theory of debugger design. Relational Semantics also provides concise and abstract definitions of semantics, and for these reasons is the formalism that will be used in this thesis.

The ways in which a relation between programs and results is defined varies
among the approaches to relational semantics that we find in the literature. We will discuss some of these approaches in Section 2.1. In the rest of this chapter we shall develop an entirely formal definition of a particular approach to relational semantics, which we call *Relational Semantics*.

This formalisation is accomplished by the definition of the syntactic and metasemantic aspects of the formalism. For the syntactic aspects we define the concept of a *Relational Specification Syntax* in Section 2.3. In Section 2.4 we define the meaning of a Relational Specification Syntax by the definition of its *Declarative Semantics*.

### 2.1 Introduction

Operational Semantics is the generic name used to refer to semantic formalisms in which programming languages are defined by a description of how programs should be evaluated into their results. In fact, Operational Semantics is a class of formalisms which includes a variety of styles of formal semantics. All formalisms in the Operational Semantics class can be given an operational interpretation which makes them suitable candidates to be used in a theory of debugger design. The choice of a particular formalism is then guided by two main factors: the expressiveness and level of abstractness provided by the formalism, and how intuitive is the notion of evaluation step that may be derived from it.

Definitional Interpreters are the earliest approach to formal Operational Semantics. In this formalism a language is defined by an explicit description of how programs are evaluated by an abstract machine such as Landin's SECD machine [Lan64] or Milner's SMC machine [Mil76]. The main drawbacks of such a description are: the components of the machine state, e.g., memory and stack, must be explicitly manipulated; the semantic operations related to the evaluation of the program are interleaved with operations that mimic the use of a program counter of concrete machines. These problems obscure the understanding of se-
In Plotkin's Structual Operational Semantics [Plo81] a programming language is defined by a transition system whose transition relation describes how to transform a program by steps into its result. Such a transition relation is defined by an inductive definition in a form of inductive rules guided by the (abstract) syntax of the programs, hence the name Structural. This formalism has a clear and simple notion of an evaluation step given by the transition relation itself. However, there is evidence that concrete semantics in this formalism are larger and more difficult to be reasoned about than in other formalisms [Ber91a, pages 48–50].

Kahn’s Natural Semantics [Kah87,Kah88] aims for a more abstract account of Structural Operational Semantics by focusing on its logical aspects. A Natural Semantics of a programming language is defined by a deduction system in the form of a sequent calculus [Gen69]. Deduction systems are written and interpreted as sets of natural deduction rules [Pra65], whose premisses and conclusions are sequents. Reasoning about a semantics involves proving that a sequent is a logical consequence of the rules of the semantics. Sequents are composed of two parts: an antecedent, which is in general an environment in which values of program variables are stored, and a consequent, which is a predicate about programs, in general a relation between programs and results. Because the consequents usually define a relation between program and results, Natural Semantics is included in what we call the relational style of Operational Semantics; in contrast, Definitional Interpreters and Structural Operational Semantics are called the transitional style.

Asteniano’s Inductive Semantics [Ast89,Ast91] is essentially the same formalism as Structural Operational Semantics. The goal of Asteniano’s work is to provide a broader interpretation of Structural Operational Semantics by relating it to Denotational Semantics.

The relational style of operational semantics, or simply relational semantics,
has been successfully used in the definition of real languages [HMT89]. Concrete semantics in this formalism are often highly abstract, and it is possible to define a notion of evaluation of programs using such a formalism [Ber91a]. Therefore, relational semantics is the style of formalism we use in this thesis.

The objective of this chapter is to give a formal definition of the syntactical and meta-semantic aspects of an approach to relational semantics, which we call Relational Semantics.

The formalisation of the syntactical aspects of Relational Semantics defines the concept of a Relational Specification Syntax in which concrete Relational Semantics can be expressed. This definition allows syntactic manipulations to be defined over an abstract specification as well as over concrete ones. For instance, in [dS90] we presented an algorithm that performs a syntactical transformation on an abstract Relational Specification Syntax; such transformations require the syntactical aspects of a Relational Semantics to be fully formalised.

The formalisation of the meta-semantics of Relational Semantics allows meta-reasoning about an abstract Relational Semantics, as well as reasoning about concrete ones. For instance, the proof that the transformation algorithm presented in [dS90] transforms the syntax of a Relational Specification preserving its meta-semantics requires this level of meta-reasoning, and is possible only if all aspects of the meta-semantics are formalised.

In the approaches to relational semantics in the literature, it is possible to reason about a particular concrete relational semantics, but this reasoning often does not generalise to the level of an arbitrary semantics. Moreover, in some approaches even reasoning about concrete semantics may be difficult because of the lack of a precise definition of the meta-semantics of the formalism. For instance, the meta-semantics of Kahn's Natural Semantics is formalised by its translation into a concrete meta-language called TYPOL [Des88] and by the compilation of TYPOL into Mu-Prolog [Nai83b]. This meta-semantics is difficult to reason about; moreover it suffers from some of the idiosyncrasies of the underlying Prolog semantics. For instance, the absence of an occurs check in Mu-Prolog allows
infinite objects to be created in a concrete Natural Semantics. Although the use of such objects gives concise definitions, e.g., in the definition of recursive functions, they require more complex proof methods to reason about the semantics.

Our goal in this chapter is to achieve a formalisation of Relational Semantics which allows syntactic manipulations and meta-reasoning over a concrete as well as an abstract Relational Specification. In Section 1.2 we illustrated the formalism that will be defined in this chapter. In that presentation we described an operational interpretation for inductive rules of the form:

\[
\begin{align*}
\text{num}(n) & \Rightarrow n \\
\text{e}_1 + \text{e}_2 & \Rightarrow \text{\texttt{plus}}(n_1, n_2)
\end{align*}
\]

This operational interpretation shows how to evaluate an expression to a nat number through the intermediate evaluation of its subexpressions. Another interpretation for the above rules is as an inductive definition of the relation \(\Rightarrow\) between expressions and natural numbers. We shall formalise this interpretation in the rest of this chapter. In this formalisation the (abstract) syntax of inductive rules is defined, leading to a notion of Relational Specification Syntax, and the interpretation of the rules as inductive definitions of sets of relations is defined to be the meta-semantics of the formalism, which we call the Declarative Semantics.

In Chapter 5, the above mentioned operational interpretation of the inductive rules is used in the definition of a Computational Semantics of the Relational Semantics formalism. This Computational Semantics defines how programs are evaluated using a Relational Specification of the programming language. We then prove the consistency of the Computational Semantics with respect to the Declarative Semantics. The Computational Semantics is the basis of the theory of debugger design that will be defined in Chapters 6 and 7.
2.2 Set Theoretical Preliminaries

The set theory of this thesis is the axiomatic set theory of Zermelo-Fraenkel, whose formalisation can be found for example in [Hal74,Kun80]. We assume that the reader is familiar with the basic concepts of set theory. The glossary summarises the basic set theoretical notation used in this thesis. In this section we present some abbreviations and terminology that are not defined in the glossary.

Let $A$ and $B$ be sets, the notation $A + B$ denotes the union of two disjoint sets, i.e., $A + B = A \cup B$ for $A \cap B = \emptyset$. This notation is used when $A$ and $B$ are disjoint to help the reader. If $g$ is a function from $A$ into $B$, i.e., $g \in [A \rightarrow B]$, we write $g : A \rightarrow B$.

A family is a function whose domain is called its index set. A family $a$ with index set $I$, called an I-indexed or I-sorted family, is denoted by $\{a_i\}_{i \in I}$, or $\{a_i\}$ when $I$ is understood; $a_i$ stands for $a(i)$. If the range of a family is a subset of a set $A$, the family is called a family of elements of $A$.

Let $B$ be an I-indexed family of sets, i.e., for each $i \in I$, $B_i$ is a set. Whenever, the range of $B$ is pairwise disjoint we will write $b \in B$ as an abbreviation for $b \in B_i$ for some $i \in I$.

A finite sequence is a family $a$ whose index set is a set $[n_+]$, for some $n \in \mathbb{N}$. We often use $a_1 \ldots a_n$ as an abbreviation for a finite sequence $(a_1, \ldots, a_n)$.

If $S$ is a set (of sorts), $w \in S^*$ is a word $(s_1, \ldots, s_n)$, and $A$ is an $S$-sorted family of sets then $A^w = A_{s_1} \times \ldots \times A_{s_n}$. An n-tuple is an element of $A^w$, denoted by $(a_1, \ldots, a_n)$. In this case, $A^\emptyset$ is defined to be $\{\emptyset\}$.

The next definitions introduce the basic concepts of the theory of inductive definitions; these definitions can be found in [Acz77].

Let $\mathcal{U}$ be a set. An inductive rule is a pair $(P, c)$, where $P \subseteq \mathcal{U}$ is called the set of premisses, and $c \in \mathcal{U}$ is called the conclusion of the rule. An inductive system is a set of inductive rules, usually denoted by $\phi$. An inductive system is a way of defining subsets of a given set $\mathcal{U}$. If $\phi$ is an inductive system, and $A$ is
some subset of $\mathcal{U}$, we define $A$ to be $\phi$-closed if each rule in $\phi$ whose premisses are in $A$ also has its conclusion in $A$. More precisely, $A \subseteq \mathcal{U}$ is $\phi$-closed if for each $(P, c) \in \phi$, $P \subseteq A$ implies $c \in A$. If $\phi$ is an inductive system, then the set inductively defined by $\phi$, written $I(\phi)$, is the least (with respect to set inclusion) $\phi$-closed set.

Let $S$ be a set (of sorts) and $\{\mathcal{U}_s\}_{s \in S}$ be an $S$-sorted set. An $S$-sorted inductive rule is a pair $([P_s]_{s \in S}, c_{s'})$, where $P_s \subseteq \mathcal{U}_s$ is a set (with elements of sort $s$) and $c_{s'} \in \mathcal{U}_{s'}$ is an object (of sort $s'$), for $s, s' \in S$. The definitions of $\phi$-closed set and $I(\phi)$ extend trivially to sets of $S$-sorted inductive rules. Inductive rules are the special case of $S$-sorted rules where $S$ is a singleton. Hereafter, we use the term "rules" for "$S$-sorted inductive rules", for some set $S$.

Associated with an inductively defined set there is an important proof method that can be used to prove properties about the set $I(\phi)$. The next proposition states the Principle of Rule Induction, or $\phi$-induction in Aczel's terminology.

**Proposition 1 (Principle of Rule Induction)** If $\Phi$ is a total predicate over $I(\phi)$, such that whenever $(P, c) \in \phi$ and $\Phi(x)$ holds for all $x \in P$ implies $\Phi(c)$ holds, then $\Phi(a)$ holds for every $a \in I(\phi)$.

**Proof** Clearly, $\{a \in I(\phi) : \Phi(a) \text{ holds}\}$ is $\phi$-closed, and therefore contains $I(\phi)$. \qed

The principle of rule induction extends trivially to an $S$-sorted inductively defined set.

### 2.3 Relational Specifications

In this section we define the syntactical aspects of the formalism of Relational Semantics, by defining the syntactical aspects of a Relational Specification. This gives a formal and abstract notation in which the semantics of programming
languages may be expressed. This abstract notation may have a concrete realisation either for machine manipulation, or for making the concrete semantics more readable or easier to write, or both. We introduce such a concrete notation at the end of this section with the objective of making the examples throughout this thesis more readable.

The basic syntactical objects of a Relational Specification are type names (called sorts), terms, formulae, and inductive rules. Those objects are defined using the standard concept of first order signature; the particular definition used in this thesis is that of [GB90]. All algebraic concepts used hereafter are standard definitions in Universal Algebra which can be found for instance in [Coh65, TWW78, Grä79, Wec92].

A (many sorted) algebraic signature is a pair \((S, F)\) where \(S\) is a set (of sorts or type names) and \(F\) is a \(S^* \times S\)-sorted family of sets (of function names). We denote an algebraic signature \((S, F)\) by \(\Sigma\). A (many sorted) first order signature (or simply a signature) is a triple \((S, F, \Pi)\), where \((S, F)\) is an algebraic signature and \(\Pi\) is a \(S^+\)-sorted family of sets (of relation names); we denote a first order signature by \(\Omega\). The class of all first order signatures is denoted by \(\text{Sig}\).

As a notational convention, whenever a \(\sigma \in F_{s_1, \ldots, s_n, s}\), we write \(\sigma : s_1 \times \ldots \times s_n \rightarrow s\); if \(n = 0\) we write \(\sigma : s\). Whenever a relation name \(\pi \in \Pi_{s_1, \ldots, s_n}\) we write \(\pi : s_1 \times \ldots \times s_n\). In either case, we assume that the sorts \(s_1, \ldots, s_n \in S^*\) and \(s \in S\) whenever \(S\) is understood in the context.

Every algebraic signature \(\Sigma\) defines a set of well formed terms that can be constructed from free meta-variables and the function names in \(F\) (called the \(\Sigma\)-terms). Let \(X\) be a \(S\)-sorted family of meta-variables. For each sort \(s \in S\), the set \(T_X(\Sigma)_s\) of terms of sort \(s\) (with meta-variables in \(X\)) is the least set (with respect to set inclusion) defined as follows:

1. For all \(x \in X_s\), \(x \in T_X(\Sigma)_s\).

2. For all \(\sigma \in F_{s_1, \ldots, s_n, s}, n \geq 0:\)
   
   if \(t_i \in T_X(\Sigma)_{s_i}\), for \(i \in [n+1]\), then \(\sigma(t_1, \ldots, t_n) \in T_X(\Sigma)_s\).
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The notation $\mathcal{V}(t)$ denotes the set of meta-variables of a term $t$. Terms without meta-variables are called ground terms; the set of ground terms of sort $s$ is denoted by $T(\Sigma)_s$. A term in some $T(\Sigma)_s$ is usually written $\bar{t}$ to emphasise that it is a ground term. The set $T_X(\Sigma)$ (respectively $T(\Sigma)$) denotes the family $\{T_X(\Sigma)_s\}_{s \in S}$ (respectively $\{T(\Sigma)_s\}_{s \in S}$).

Every first order signature $\Omega = (S, F, \Pi)$ defines a set of well formed atomic formulae that can be constructed from free meta-variables, and $\Sigma$-terms. It is convenient, for the definitions below, to impose a restriction that for all $w, w' \in S^+$ such that $w \neq w'$, $\Pi_w \cap \Pi_{w'} = \{\}$. This does not restrict the theory; however, its relaxation would make the presentation more complex.

For each relation name $\pi \in \Pi_{s_1 \ldots s_n}$, the set $F_X(\Omega)_\pi$ of well formed atomic formulae with relation name $\pi$, or $\pi$-formulae, is defined by:

$$F_X(\Omega)_\pi = \{ (t_1, \ldots, t_n) : t_i \in T_X(\Sigma)_{s_i} \}$$

Hereafter, we use the term well formed formula, or simply formula, to refer to a well formed atomic formula. Formulae without meta-variables are called ground formulae; the set of ground $\pi$-formulae is denoted by $F(\Omega)_\pi$. We will use $\pi(t_1, \ldots, t_n)$ as an alternative notation for a $\pi$-formula to emphasise that $(t_1, \ldots, t_n)$ is an element in $F_X(\Omega)_\pi$, for some $\pi \in \Pi$; in which case we write $\pi(t_1, \ldots, t_n) \in F_X(\Omega)$ omitting the index $\pi$ from $F_X(\Omega)_\pi$.

We shall often need to simultaneously substitute all occurrences of a meta-variable in a term or formula by a term, therefore we need the concept of a (simultaneous) substitution. A substitution is an $S$-sorted family of total functions $\theta = \{\theta_s\}$ such that $\theta_s : X_s \to T_X(\Sigma)_s$. Then, the instance of $t$ by $\theta$ is obtained using the function $\mathcal{I} : T_X(\Sigma)_s \times (X_s \to T_X(\Sigma)_s) \to T_X(\Sigma)_s$ recursively defined as follows:

1. If $t = x$, for $x \in X_s$, then $\mathcal{I}(t, \theta) = \theta_s(x)$.

2. If $t = \sigma(t_1, \ldots, t_n)$, $\sigma : s_1 \times \ldots \times s_n \to s \in F$,

   then $\mathcal{I}(t, \theta) = \sigma(\mathcal{I}(t_1, \theta), \ldots, \mathcal{I}(t_n, \theta))$. 
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We use \( t\theta \) as an abbreviation for \( \mathcal{I}(t, \theta) \). The composition of two substitutions \( \theta \) and \( \theta' \) is denoted by \( \theta\theta' \). A substitution is a ground instantiation for \( t \in T_X(\Sigma) \), if \( t\theta \in T(\Sigma) \); in which case \( t\theta \) is a ground instance of \( t \). The above definitions extend trivially to formulae.

The last syntactical object of a Relational Specification is an inductive rule. A Relational Inductive Rule (or simply a Relational Rule) is a pair \( \{\text{Pre}_\pi \}_{\pi \in \Pi}, c\pi \) where \( \text{Pre}_\pi \in F(\mathcal{F}(\Omega)_\pi) \) is a finite set of \( \pi \)-formulae (called the premisses) and \( c\pi \in F(\mathcal{F}(\Omega)'_\pi) \), for some \( \pi' \in \Pi \), is a \( \pi' \)-formula (called the conclusion). The definition of substitution and other related concepts extend trivially to Relational Rules.

A set of Relational Rules is an inductive definition, here called a Relational Inductive Definition, usually denoted by \( \phi \). An inductive definition is a finitary way of representing a (possibly infinite) inductive system (defined in Section 2.2). One possible way of deriving the inductive system represented by a Relational Inductive Definition is by generating all possible ground instantiations of each Relational Rule in the definition. The Declarative Semantics of Relational Specifications, defined in Section 2.4, describes an alternative way to perform this derivation using evaluation of terms in a \( \Sigma \)-algebra.

Finally, we define the concept of a Relational Specification Syntax, which characterises the syntactical aspects of a Relational Specification.

**Definition 1 (Relational Specification Syntax)** A Relational Specification Syntax is a pair \( (\Omega, \phi) \), where \( \phi \) is a Relational Inductive Definition over the first order signature \( \Omega \).

In the examples throughout this thesis it will often be necessary to name compound objects like signatures and Relational Specification Syntaxes. For this we adopt the following convention: whenever \( S \) is the name given to a Relational Specification Syntax \( (\Omega, \phi) \), we write \( (\Omega^S, \phi^S) \) to make it explicit that \( \Omega^S \) and \( \phi^S \) are objects of \( S \). In this case we assume that \( \Omega^S = (S^S, F^S, \Pi^S) \) and
\( \Sigma^S = (S^S, F^S) \). This convention applies to every other compound object defined in later chapters.

The above definitions provide a formal characterisation of the syntactic aspects of the Relational Semantics formalism. With this characterisation it is possible to write Relational Specifications in the abstract notation of terms, formulae and Relational Inductive Definitions. In this sense, the theory of Relational Semantics is independent of any particular concrete syntax used to write Relational Specifications.

Other works, like TYPOL [Des88], and Berry's Language Specification Language [Ber91a], formalise the concept of a semantic specification by a concrete specification language. We prefer the abstract definition because it keeps the theory isolated from idiosyncrasies of the particular concrete language, and gives more freedom in the choice of a concrete language to suit the needs of particular applications of the theory.

In the examples throughout this thesis we use a concrete notation to write Relational Specifications with the objective of making them more concise and readable. The next paragraphs define this concrete notation. None of the theoretical results of the rest of this work depend on this concrete notation; all the theory is developed in terms of the abstract notation developed above. Moreover, it is always possible to unambiguously convert from a Relational Specification written in this concrete notation to one that fits the definition of a Relational Specification Syntax.

The choice of concrete syntax for a Relational Specification Syntax is inspired by the correspondence between context free grammars (CFG) and initial many sorted algebras, as discussed in [GTWW77, page 75]. This correspondence allows a many sorted initial algebra to be unambiguously derived from a CFG. Informally, let \( G \) be a CFG with a set of non-terminals \( S \), a set of terminals \( F \) disjoint from \( S \), and production rules \( P \subseteq S \times (S + F)^* \). Then a suitable transformation on the right hand side of the productions of \( G \) defines an \( S^* \times S \)-sorted set \( \Sigma \) of
function constants. The initial $\Sigma$-algebra $T(\Sigma)$ has a carrier for every sort $s \in S$ which is the set of parse trees derived from a non-terminal $s$ in $P$.

It is important to notice that the CFG is defining the abstract syntax of the language rather than its concrete syntax. It is in this sense that this approach to define a $\Sigma$-algebra factors out parsing problems so that the CFG may be ambiguous yet the algebra is well defined.

For instance, consider the grammar of the language $Sum$ of previous examples, that is given below:

\[
\begin{align*}
exp & ::= \text{num}(nat) \mid exp + exp \\
nat & ::= 0 \mid 1 \mid \ldots
\end{align*}
\]

The non terminals of the grammar define the set of sorts $S = \{exp, nat\}$, and the right hand side of the productions define the operation constants $\text{num} : nat \to exp$, $+: exp \times exp \to exp$, $0 : \to nat$, $1 : \to nat$, and so on.

Since, in the concrete notation, we write a $\pi$-formula with the explicit relation name $\pi$, e.g., $\pi(t_1, \ldots, t_n)$, it is no longer necessary to consider the set of premisses of a Relational Rule as a $\Pi$-sorted family of sets in the concrete notation. This makes it simpler to write the concrete syntax for Relational Rules in the traditional Natural Deduction style of rules, such that a Relational Rule $(\text{Pre}, ce)$, where $\text{Pre}$ is the set \{f_1, \ldots, f_n\}, is normally written:

\[
\begin{array}{c}
\hline
f_1 & \ldots & f_n \\
\hline
ce
\end{array}
\]

The apparent ordering on the premisses of the rules, suggested by the format of the above rule, has no meaning in the theory; thus, the set of premisses of any Relational Rule is still considered as just a set of formulae.

To define the set of meta-variables that is used to build terms and formulae in a Relational Specification Syntax we adopt the following convention. Let $S$ be a set of sorts and $s \in S$, we say the component $X_s$ of $X$ is generated by some meta-variable $v$ to mean that $X_s$ contains $v$ and all variations of $v$ using index and superscripts.

The next example shows a complete Relational Specification Syntax written
in the concrete notation described above. In this example, we shall see how relation names are declared.

Example 1 This example defines a complete Relational Specification Syntax, called $Exp = (\Omega^{Exp}, \phi^{Exp})$, for a simple arithmetic expression language with local declarations of variables, also called $Exp$. The objectives of this example are to illustrate the use of the concrete notation described above, and to define some notational conventions that will be used in later examples. The sets $S^{Exp}$ and $F^{Exp}$ are defined by the following BNF rules:

- $exp ::= id(var) | num(nat) | exp + exp | let var = exp in exp$
- $var ::= x | y | \ldots$
- $nat ::= plus(nat, nat) | 0 | 1 | \ldots$

The set $X^E$ of meta-variables used to construct $\Sigma^{Exp}$-terms and $\Omega^{Exp}$-formulae is as defined follows:

- $X_{exp}^E$ is generated by $e$
- $X_{var}^E$ is generated by $id$
- $X_{nat}^E$ is generated by $n$

We will use the set $X^E$ in the examples throughout this thesis and new components will be added to $X^E$ as required.

The rules below define the semantics of $Exp$ by an inductive definition of two relations: $\Rightarrow_S$ between expressions and natural numbers, and $\rightarrow_S$ that describes how to substitute the free occurrences of a variable in an expression by its value. This semantics is called a substitution-model semantics of $Exp$. In later examples we shall see how to define $Exp$ by an environment-model semantics, and also prove that both semantics are equivalent in a sense to be defined.

In the rules below, the relation names in $\Pi^{Exp}$ are declared in the boxes, such that $exp \Rightarrow_S nat$ declares $\Rightarrow_S \in \Pi^{Exp}_{exp \times nat}$ and emphasises that $\Rightarrow_S$-formulae are written in infix mode. The above BNF rules defined the abstract syntax of $Exp$. We should then use this abstract syntax to write terms in the rules. However, we
will use concrete syntax in the examples whenever it does not cause ambiguities to improve readability.

**Evaluation of Expressions**

\[ \text{eval}(\text{exp}) \Rightarrow S \text{ nat} \]

\[ \frac{\text{num}(n) \Rightarrow S n}{e_1 \Rightarrow S n_1, e_2 \Rightarrow S n_2}{e_1 + e_2 \Rightarrow S \text{plus}(n_1, n_2)} \] (2)

\[ \frac{e_1 \Rightarrow S n_1, (n_1, id, e_2) \Rightarrow S e'_2}{\text{let } id = e_1 \text{ in } e_2 \Rightarrow S n_2} \] (3)

**Substitution**

\[ ((\text{nat}, \text{var}, \text{exp}) \Rightarrow S \text{ exp}) \]

\[ \frac{(n, id, \text{num}(n')) \Rightarrow S \text{ num}(n')}{(n, id, \text{id}(id)) \Rightarrow S \text{ num}(n)} \] (4)

\[ \frac{\text{cond}(id \neq id')}{(n, id, \text{id}(id')) \Rightarrow S \text{ id}(id')} \] (5)

\[ \frac{(n, id, e_1) \Rightarrow S e'_1, (n, id, e_2) \Rightarrow S e'_2}{(n, id, e_1 + e_2) \Rightarrow S e'_1 + e'_2} \] (6)

\[ \frac{(n, id, e_1) \Rightarrow S e'_1}{(n, id, \text{let } id = e_1 \text{ in } e_2) \Rightarrow S \text{ let } id = e'_1 \text{ in } e_2} \] (7)

\[ \frac{\text{cond}(id \neq id')}{(n, id, e_1) \Rightarrow S e'_1, (n, id, e_2) \Rightarrow S e'_2}{(n, id, \text{let } id = e_1 \text{ in } e_2) \Rightarrow S \text{ let } id = e'_1 \text{ in } e'_2} \] (8)

**Comments**

1. The sets of terminal symbols and productions of the CFG used in the above definition are infinite. Infinite grammars are a convenient device to define languages as already pointed out in [GTWW77, vW69].
2. The premisses of the kind \( \text{cond}(id \neq id') \) are called "side conditions" in most approaches to relational semantics. The treatment of such premisses is discussed in detail below.

Some "Syntactic Sugar"

To simplify the examples we shall adopt the following convention: we omit the unary operators that are only used for sort conversion. An example of such an operator is the operator \text{num}, that is only used to convert \( \text{nat} \) into \( \text{exp} \). Therefore, we shall write the definitions of \( S^{\text{Exp}} \) and \( F^{\text{Exp}} \) as follows:

\[
\begin{align*}
\text{exp} & ::= \text{var} \mid \text{nat} \mid \text{exp} + \text{exp} \mid \text{let} \ \text{var} = \text{exp} \ \text{in} \ \text{exp} \\
\text{var} & ::= x \mid y \mid \cdots \\
\text{nat} & ::= \text{plus}(\text{nat}, \text{nat}) \mid 0 \mid 1 \mid \cdots
\end{align*}
\]

and the Relational Rules will be changed accordingly, for instance:

\[
\begin{array}{c}
n \Rightarrow_S n \\
(n, id, id) \rightarrow_S n
\end{array}
\]

In the first rule it should be obvious from the definition of \( X^{E}_{\text{nat}} \) that \( n \) is a metavariable of sort \( \text{nat} \). In Section 8.2 we discuss the use of order-sorted signatures and algebras as a formalisation of the above "syntactical sugar". However, we prefer to develop our theory in the simpler framework of many sorted algebras, and leave the use of order-sorted algebras to be studied in future research. This discussion finishes Example 2.1 □

The Syntactical Treatment of Side Conditions

The premiss \( \text{cond}(id \neq id') \) in Rules 1(6) and 1(9) is usually called a side-condition. In most approaches in the literature side-conditions are treated in a
theory outside the semantics formalism. In this section we discuss the syntactical treatment that we give to side-conditions.

The unary relation $\text{cond}$ has sort $\text{MetaBool}$, i.e., $\text{cond} : \text{MetaBool}$. Moreover, the following Relational rule defines this relation:

\[
\text{cond}(\text{MetaTrue}) \quad (0)
\]

where $\text{MetaTrue}$ is a nullary function name of sort $\text{MetaBool}$, i.e. $\text{MetaTrue} : \text{MetaBool}$. Hereafter, we assume that the Relational Rule 0, the constants $\text{MetaTrue}$ and $\text{MetaFalse}$, and the function names of the form $\sigma : w \rightarrow \text{MetaBool}$, for some $w \in S^*$, are implicit components of any Relational Specification Syntax.

For instance the following BNF rule is assumed to be part of the semantics for $\text{Exp}$ given in Example 1:

\[
\text{MetaBool ::= var \neq var | MetaTrue | MetaFalse}
\]

Therefore, we treat side conditions as normal premisses in this work as far as the syntactical aspects are concerned; in the next section we shall explain the meta-semantics of such treatment.

As another "syntactic sugar" we omit the relation name $\text{cond}$ whenever this does not cause ambiguity. For instance, Rule 1(6) is written:

\[
\frac{id \neq id'}{(n, id, id') \rightarrow_S id'} \quad 1(6)
\]

### 2.4 Declarative Semantics of Relational Specifications

This section presents the concept of the Declarative Semantics of a Relational Specification, that is, we define the meta-semantics of a Relational Specification Syntax. While the definitions of the last section formally characterise the
syntactic aspects of the Relational Semantics formalism, allowing us to write concrete Relational Specifications, the Declarative Semantics of this section defines a precise mathematical meaning for those syntactic objects.

We may informally understand the definitions of this section as follows. Suppose we have written a Relational Specification Syntax \((\Omega, \phi)\), and now want to know which relations it defines. To answer this question we first choose an arbitrary \(\Sigma\)-algebra, where the meaning of the Relational Specification will be given with respect to this algebra. Then, we derive an inductive system from the Relational Inductive Definition \(\phi\). Intuitively, this derivation is done by constructing all possible ground instantiations of each rule in \(\phi\), and then evaluating the terms in these ground instantiations according to the chosen \(\Sigma\)-algebra.

A Relational Specification defines exactly the family of relations inductively defined by its derived inductive system. Therefore, a Declarative Semantics of a Relational Specification is a first order model that satisfies exactly the tuples that belong to the relations (inductively) defined by the specification. These notions are formalised below.

Throughout this section we fix an arbitrary Relational Specification Syntax \((\Omega, \phi)\), where \(\Omega = (S, F, \Pi)\), and an S-sorted set \(X\) of meta-variables.

The definition of the Declarative Semantics of a Relational Specification require the definition of term evaluation according to a \(\Sigma\)-algebra. Towards the definition of this concept we present the standard concept of a partial \(\Sigma\)-algebra. If \(\Sigma = (S, F)\) is an algebraic signature, a partial \(\Sigma\)-algebra \(A\) consists of an S-sorted family of sets \(\{A_s\}\) such that \(A_s\) is the carrier of sort \(s\), and a partial function \(\sigma^A \in [A^w \to A_s]\) for each symbol \(\sigma \in F_{w,s}\), called the interpretation of \(\sigma\) in \(A\). The class of all \(\Sigma\)-algebras is denoted by \(\text{Alg}(\Sigma)\).

We now define evaluation of \(\Sigma\)-terms with meta-variables in \(\{A_s\}\); this is the standard definition of evaluation of terms over partial algebras [Grä79]. The evaluation of a \(\Sigma\)-term in \(A\) is a S-sorted partial function \(\psi = \{\psi_s\}\) such that \(\psi_s : T_A(\Sigma)_s \to A_s\) is defined as follows:
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1. if $t = a$, and $a \in A_s$, for some $s \in S$, then $\psi_s(t) = a$.

2. if $t = \sigma(t_1, \ldots, t_n), \sigma : s_1 \times \ldots \times s_n \rightarrow s$, $t_i \in \text{dom } \psi_{s_i}$, for $i \in [n_+]$ and $n \geq 0$, and $(\psi_{s_1}(t_1), \ldots, \psi_{s_n}(t_n)) \in \text{dom } \sigma^A$, then $\psi_s(t) = \sigma^A(\psi_{s_1}(t_1), \ldots, \psi_{s_n}(t_n))$.

We write $\psi$ for $\psi_s$ whenever the sort $s$ is understood from the context. The evaluation of $\Omega$-formulae in $A$ is a natural extension of $\psi$ to a $\Pi$-sorted function $\Psi = \{\Psi_\pi\}_{\pi \in \Pi}$, such that $\Psi_\pi : F_A(\Omega)_\pi \rightarrow A^w$, for $\pi \in \Pi_w$, $w = s_1 \ldots s_n$, and $n > 0$, is defined as follows:

$$\Psi_{\sigma_1}(t_1, \ldots, t_n) = (\Psi_{s_1}(t_1), \ldots, \Psi_{s_n}(t_n)).$$

Hereafter, $\psi^A$ (respectively $\Psi^A$) is used to make explicit that $\psi$ (respectively $\Psi$) is the evaluation function of $\Sigma$-terms (respectively $\Omega$-formula) with respect to a $\Sigma$-algebra $A$.

The next step towards the definition of the Declarative Semantics is to use term evaluation in the derivation of an inductive system from a Relational Inductive Definition. The inductive system derived from a Relational Inductive Definition $\phi$ by a $\Sigma$-algebra $A$ is the set of $\Pi$-sorted rules $\phi^A$ obtained as follows. For all ground instantiation $\{\{P_{\sigma_1}\}, c_{\sigma_1}\}$ of each Relational Rule $\{P_{\sigma_1}, c_{\sigma_1}\} \in \phi$, $\{\{P_\pi\}_{\pi \in \Pi}, c_{\sigma_1}\} \in \phi^A$ is defined by:

$$p_\pi = \{\Psi_\pi(f) : f \in P_{\sigma_1} \text{ and } f \in \text{dom } \Psi_\pi\}$$

$$c_{\sigma_1'} = \Psi_{\sigma_1'}(c_{\sigma_1})$$

for $c_{\sigma_1'} \in \text{dom } \Psi_\pi$.

The set of relations inductively defined by a Relational Inductive Definition $\phi$, with respect to a $\Sigma$-algebra $A$, is the $\Pi$-sorted family of relations $I(\phi^A)$.

We achieve the definition of a Relational Specification by adding a $\Sigma$-algebra to a Relational Specification Syntax.

**Definition 2 (Relational Specification)** A Relational Specification is a triple $(\Omega, \phi, A)$, where $(\Omega, \phi)$ is a Relational Specification Syntax, $\Omega = (S, F, \Pi)$, and $A$ is a $\Sigma$-algebra.
The definition of the Declarative Semantics of a Relational Specification uses the notion of a first order model for an $\Omega$-signature, or an $\Omega$-model, whose definition is given below. A first order $\Omega$-model $M$ consists of a $\Sigma$-algebra $A$ and a relation $\pi^M \subseteq A^n$ for each $\pi \in \Pi_n$; $\pi^M$ is the interpretation of $\pi$ in $M$. $\text{Mod}(\Omega)$ is the class of all $\Omega$-models.

Finally, with the above definition of $\Omega$-models, we have all necessary elements to define the Declarative Semantics of a Relational specification. Intuitively, it is an $\Omega$-model in which the interpretation of the relations is defined by the rules of the Relational Specification.

**Definition 3 (Declarative Semantics)** The Declarative Semantics of a Relational specification $(\Omega, \phi, A)$, where $\Omega = (S, F, \Pi)$, is the $\Omega$-model $M$ with $\Sigma$-algebra $A$ such that for each $\pi \in \Pi$, $\pi^M = I(\phi^A)_\pi$.

Once we have defined a Relational Semantics of a programming language we are interested to know whether a given formulae is valid in this semantics. Since formulae can be interpreted as a relation between programs and results, an answer to this question tells us whether a program evaluates to some result. The ability to answer such a question is achieved by the definition of the concept of satisfaction of formulae by an $\Omega$-model.

Let $A$ be a $\Sigma$-algebra, $M$ be an $\Omega$-model with $\Sigma$-algebra $A$, and $f \in F_A(\Omega)_\pi$, for some $\pi \in \Pi$. The $\Omega$-model $M$ satisfies $f$, written $M \models f$, if and only if $f \in \text{dom } \Psi^A_\pi$ and $\Psi^A_\pi(f) \in \pi^M$. Therefore, $f \in F_A(\Omega)_\pi$ is valid in $(\Omega, \phi, A)$ if and only if $M \models f$.

Now we want to extend the concept of satisfaction to formulae with meta-variables over an arbitrary $S$-sorted set $X$. Suppose that $f \in F_X(\Omega)_\pi$ for some $\pi \in \Pi$. Intuitively, we want to interpret the validity of $f$ in $M$ as the validity of the existential closure of $f$, i.e., the logic formula $\exists x_1, \ldots, x_n.f$, where $x_1, \ldots, x_n$ are all the meta-variables in $f$. This departs from the standard logical interpretation of satisfaction, in which the universal closure of $f$ is taken into account. However, it is in agreement with the logic programming view in which $f$ is considered as a
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query for a satisficing substitution in the model M. We are interested in the logic programming approach since it characterises program evaluation as we discuss in Chapter 5.

Therefore, we say that M satisfies $f \in F_X(\Omega)_X$ if and only if there exists a ground instantiation $\theta$ such that $M \models f\theta$. In the case when such a $\theta$ exists it is called a satisficing substitution for $f$ in $M$. In Chapter 5 we shall define a procedure that finds a satisficing substitution whenever one exists. Based on that algorithm we define program evaluation and evaluation step, which form the basis of the theory of debugger design of Chapters 6 and 7.

The next example defines an algebra for the Relational Specification Syntax defined in Example 1; thus it also defines a Relational Specification for $Exp$ together with its Declarative Semantics.

**Example 2** Let $(\Omega^{Exp}, \phi^{Exp})$ be the Relational Specification Syntax defined in Example 1. We now define the $\Sigma^{Exp}$-algebra $A^{Exp}$ to be used in the Relational specification $(\Omega^{Exp}, \phi^{Exp}, A^{Exp})$. To improve the readability, we use $A$ for $A^{Exp}$ in the rest of this example. The carriers of $A$ are defined as follows:

$$
A_{exp} = T(\Sigma^{Exp})_{exp} \\
A_{var} = T(\Sigma^{Exp})_{var} \\
A_{nat} = \{0, 1, \ldots\}
$$

The algebra $A$ interprets plus as the standard sum operation on the natural numbers and $\neq$ as the intuitive inequality between identifiers, and for each $op \in \{id, num, +, let, 0, 1, \ldots, x, y, \ldots\}$ the interpretation $op^A$ is defined as a follows. For $op : s_1 \ldots s_n \rightarrow t$ and $t_i \in A_{s_i}, \ i \in [n_+]$, $op^A(t_1, \ldots, t_n) = op(t_1, \ldots, t_n)$. This is the standard term algebra interpretation for the function names.

**Comments**

It is convenient to notice that $A$ is a total algebra; this fact will be used in later examples.
The following examples illustrate the evaluation of terms in A, and show the effect of term evaluation in the derivation of the inductive system from $\phi^{Exp}$ using A. In these examples, we use the "desugared" version of the syntax of Exp to make the examples clearer. In A the evaluation of a term $+(\text{num}(1), \text{num}(2)) \in T(\Sigma^{Exp})_{exp}$ is defined by:

$\psi^{A}(+(\text{num}(1), \text{num}(2))) =$
$+^{A}(\text{num}^{A}(1^{A}), \text{num}^{A}(2^{A})) =$
$+(\text{num}(1), \text{num}(2))$

The evaluation of the term $\text{plus}(1, 2) \in T(\Sigma^{Exp})_{nat}$ is defined by:

$\psi^{A}(\text{plus}(1, 2)) = \text{plus}^{A}(1^{A}, 2^{A}) = \text{plus}^{A}(1, 2) = 3$

In general, algebras used in Relational Specification will have this characteristic: compound values, programs, and other complex operators receive the term algebra interpretation described above; this constitutes the syntactic algebra of the specification. On the other hand, basic operators like plus are assigned an actual interpretation, which is usually well defined and understood; this constitutes the semantic algebra of the specification.

Using A in the derivation of an inductive system from $\phi^{Exp}$, one rule of the derived system will have the form:

$$\frac{\text{num}(1) \Rightarrow_{S} 1 \quad \text{num}(2) \Rightarrow_{S} 2}{\text{num}(1) + \text{num}(2) \Rightarrow_{S} 3}$$

which makes the two formulae:

$$\text{num}(1) + \text{num}(2) \Rightarrow_{S} 3$$

$$\text{num}(1) + \text{num}(2) \Rightarrow_{S} \text{plus}(1, 2)$$

valid in $(\Omega^{Exp}, \phi^{Exp}, A)$. This finishes the Example 2.2. \[\square\]

The Semantic Treatment of Side Conditions

As discussed in Section 2.3, side-conditions are syntactically treated as normal premisses in Relational Rules. Let us discuss their meta-semantic interpretation.
Initially, let us assume that the interpretation of MetaTrue and MetaFalse is the term algebra interpretation in any \( \Sigma \)-algebra used in a Relational Specification. Moreover, any \( \sigma : w \rightarrow \text{MetaBool} \) in \( F \) is interpreted in the semantic algebra. For instance, in Example 2 the interpretation of \( \neq \) in \( A^{\text{Exp}} \) is the intuitive inequality on identifiers. Therefore, the inductive rule below is obtained from the rule 1(6) and belongs to the inductive system derived from the inductive definition \( \phi^{\text{Exp}} \):

\[
\frac{\text{cond}(\text{MetaTrue})}{(1, x, y) \rightarrow_S y}
\]

because in that derivation the term \( x \neq y \) evaluates to MetaTrue. Considering that the rule (0) defined in page 49 is part of \( \text{Exp} \), the premiss of the above rule is valid in \( \text{Exp} \), and the conclusion is therefore valid.

Therefore, side-conditions are also treated as normal premisses at the meta-semantic level. The uniformity achieved by treating side conditions as normal premisses makes the definition of program evaluation and evaluation steps simpler; thus, it helps in the definition of an intuitive notion of evaluation step. For the purposes of this thesis the above treatment of side conditions is an advantage over other approaches in which side-conditions have special treatment.

Finite Length Proofs and Proof Trees

We briefly define the standard concepts of finite length proofs and proof trees for an inductive system. Those concepts provide alternative characterisations of inductively defined sets; thus giving an alternative characterisation for the Declarative Semantics of the Relational Specification. This alternative characterisations are important devices for proving properties of inductively defined sets, thus they may also be used to prove properties of Relational Specifications.

The set inductively defined by a finitary inductive system can be alternatively characterised by finite length proofs of objects [Acz77]. A finitary rule is an inductive rule whose set of premisses is finite. A finitary inductive system is a set of finitary rules.
Definition 4 (Finite Length Proof) Given a finitary inductive system $\phi$, a sequence $(b_0, \ldots, b_n)$ is a finite length proof, or a $\phi$-proof, of an object $b$ if:

1. $b_n = b$, and

2. for all $m \leq n$ there is a set $B \subseteq \{b_i | i < m\}$ such that $(B, b_m) \in \phi$

The next proposition shows that the set defined by an inductive system $\phi$ is the set of objects that have finite $\phi$-proofs in the inductive system. The proof is omitted here and can be found in [Acz77].

Proposition 2 For every finitary set of rules $\phi$:

$$I(\phi) = \{ a | a \text{ has a } \phi\text{-proof} \}$$

The notion of proof trees is widely known in logic programming [Cla79], and is usually taken as an alternative declarative semantics for definite clause programs as in [DM85]. A particular definition of proof trees is used below as an alternative characterisation of inductively defined sets. Proof trees are usually used to show that an object belongs to an inductively defined set. The proposition below formally justifies this use of proof trees.

Definition 5 (Proof Tree) Let $\phi$ be a finitary set of rules. A proof tree for an object $a$, called a $\phi$-tree and denoted $PT(a)$, is an object:

$$PT(b_1) \ldots PT(b_n) \over b$$

where: there exists a rule $\{(b_1, \ldots, b_n), b\} \in \phi$, such that $a = b$ and $PT(b_i)$ is a $\phi$-tree of $b_i$, for $0 \leq i \leq n$.

In a proof tree of $a$ in the above definition, $b$ is called the root of the tree.
Proposition 3 For every finitary set of rules $\phi$:

$$I(\phi) = \{a | a \text{ has a } \phi\text{-tree}\}$$

Proof (Sketch) It is easier to show first that:

$$\{a | a \text{ has a } \phi\text{-tree}\} = \{a | a \text{ has a } \phi\text{-proof}\}$$

This argument is trivial. For each $\phi$-tree for an object $a$ we can obtain a $\phi$-proof for $a$ by linearising the tree by some traversal of it. Conversely, for each $\phi$-proof of $a$ we can build a $\phi$-tree by putting together the rules that were used in the $\phi$-proof. This proposition then follows from Proposition 2.

2.5 Summary and Conclusions

This chapter defined the semantics formalism that will be used throughout this thesis. This definition was carried out in two stages. We first defined the syntactic aspects of the formalism by defining the concept of a Relational Specification Syntax. We then defined the meta-semantic aspects of the formalism by defining the concept of a Relational Specification and its Declarative Semantics.

The most important difference between Relational Semantics as defined in this chapter and other related works is the precise, yet abstract, definition of a Relational Specification. This definition allows formal reasoning to be done over an abstract Relational Specification. This level of reasoning is essential for the later developments in this thesis.

Although other works have a precise definition of a semantic specification, for instance TYPOL [Des88], and Berry's Language Specification Language [Ber91a], these definitions are given by concrete specification languages with the main purpose of machine manipulation of the semantics. This may have an adverse effect on the formalism; thus we favour the abstract approach defined in this chapter. Moreover, based on our abstract approach it is possible to define concrete semantics specification languages with the purpose of machine manipulation.
The class of programming languages that may be described by Relational Specification is large, including non-deterministic languages. The programming languages discussed in texts on Operational Semantics (e.g., [Plo81,Hen90a]) have straightforward definitions as Relational Specifications. Furthermore, the entire Standard ML semantics [HMT89], including the static semantics, fits in the definitions of this chapter.

A Relational Specification has some similarities to the notion of many-sorted definite clause programs (DCP) [DM85]. Moreover, a many-sorted Herbrand Model (see [Llo87] for the one sorted case) extended with term evaluation could be considered as an alternative characterisation of the Declarative Semantics of Relational Specifications. This relationship with logic programming is not entirely surprising since Relational Specifications and DCP's are both used to define relations. It would be interesting to study of this relationship in more detail to see how results from one theory could be applied to the other.

We shall see in Chapter 5 that the operational semantics of DCP is also similar to the Computational Semantics of Relational Specifications. In that chapter we discuss the problems that arise when term evaluation is used in the definition of the Declarative Semantics, and compare the problems to approaches that set out to extend DCP's with external functions.
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Equivalence of Relational Specifications

In Chapter 2 we described how to define the semantic aspects of programming languages by Relational Specifications. Such semantic aspects may have various definitions, given by different Relational Specifications. One reason why different definitions are desirable is that they may define the programming language at different levels of abstraction: a definition may be highly abstract and concise, and therefore suitable for reasoning about the language or it may serve as a reference for the users to learn the language. Another definition may be more concrete and closer to an actual implementation of the language on the machine, and therefore suitable as a guide for the implementors of the language.

Furthermore, different definitions may be given at the same abstraction level to increase our confidence in the definition of the language. For similar reasons, the same semantic aspect of a language may be given in different styles of semantics, for instance in operational and denotational styles. This problem has been addressed in the literature (e.g., [Sto81,BF90]), but it is outside the scope of this thesis.

Whatever the reason we provide different definitions of the same semantic aspects of a programming language, it is necessary for the definitions to be equi-
valent in some sense, so that we may use them interchangeably. For instance, in the case we provide an abstract definition as a reference for the user and a more concrete definition as a guide to the implementor, the equivalence between the definitions guarantees that the user learns the language which is implemented.

In this chapter we define a notion of equivalence between Relational Specifications. We start by defining a relation of Observational Equivalence between first order models in Section 3.3. Then, using this relation, we define an equivalence relation between Relational Specifications in Section 3.4. We also define a proof method that may be used in practical proofs of equivalence, and give a complete example of the use of this proof method in Section 3.5.

3.1 Introduction

In this section we shall discuss some of the problems involved in the definition of a notion of equivalence between Relational Specifications. We also discuss the particular solution we adopt and compare it with other approaches in the literature.

To illustrate the following discussion, let us formalise the semantics of the language \textit{Pair}, described in Section 1.2. The following BNF rules define the sets \( S^\text{Pair} \) and \( F^\text{Pair} \) of the signature \( \Omega^\text{Pair} \):

\[
\text{pair} ::= \text{num(nat)} \mid \text{cons(pair, pair)} \mid \text{first(pair)} \mid \text{second(pair)}
\]

\[
\text{nat} ::= 0 \mid 1 \mid \ldots
\]

The sets of rules in Figure 1.3 (page 15) define two inductive definitions of the relation \( \rightarrow: \text{pair} \times \text{pair} \), i.e., \( \rightarrow \in \Pi^\text{Pair}_{\text{pair}, \text{pair}} \). Let \( \Sigma^\text{Pair} = (S^\text{Pair}, F^\text{Pair}) \) and \( A^\text{Pair} \) be the \( \Sigma^\text{Pair} \)-algebra that gives the term algebra interpretation to all function names in \( F^\text{Pair} \). Using \( A^\text{Pair} \) we obtain two Relational Specifications of \textit{Pair}:

\[
\text{Direct} = (\Omega^\text{Pair}, \text{Direct}, A^\text{Pair})
\]

\[
\text{Reverse} = (\Omega^\text{Pair}, \text{Reverse}, A^\text{Pair})
\]
Although the algebras in the two Relational Specifications are the same, the Declarative Semantics $D$ of Direct and $R$ of Reverse give different interpretation for the relation $\iff$, i.e., $\iff^D \neq \iff^R$. As outside observers, we can observe this difference by testing the satisfaction of (ground) formulae in both specifications. For instance, the following observations reveal that $\iff^D \neq \iff^R$:

$$D \models \text{cons}(\text{num}(1), \text{num}(2)) \iff \text{cons}(\text{num}(1), \text{num}(2))$$, but $R$ does not satisfy the same formula

In this sense, the satisfaction of formulae offers the observations we are allowed to make on a Relational Specification. We then consider two semantics to be equivalent if they have the same behaviour with respect to the satisfaction of all possible observations. For the semantics Direct and Reverse, since the formulae in $F(\Omega^\text{Pair})$ are the all the observations we can make on the two semantics, this notion of equivalence requires that for all $f \in F(\Omega^\text{Pair})$, $D \models f$ if and only if $R \models f$.

Clearly, the flexibility of this notion of equivalence depends on the definition of the observations that can be made. So far, we are considering the entire set of ground formulae of a Relational Specification as the observations. However, in many practical applications we are not interested in all details of a specification, e.g., internal representation of values in abstract data types, function values in functional languages, and so on. Therefore, it is natural to make such details non observable by using a smaller set of formulae as the observations. The practical effect of this on the number of possible observations is that more specifications will become equivalent.

For example, suppose that we are only interested to observe the subset of $F(\Omega^\text{Pair})$ of formulae of the form $pr \iff \text{num}(n)$ for some pair expression $pr$ and nat number $n$. In this case, the following holds

$$D \models pr \iff \text{num}(n) \text{ if and only if } R \models pr \iff \text{num}(n)$$

Therefore, if we restrict the observations we can make on Direct and Reverse to the set of formulae of the form $p \iff \text{num}(n)$, the specifications can be considered
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equivalent. In this case, we say that Direct and Reverse are observationally equivalent with respect to the formulae of the form \( pr \leftrightarrow \text{num}(n) \).

There are various approaches to the correctness problem in the theory of Algebraic Specification that formalise the above intuitive notion of equivalence. We will discuss two of those approaches: Hoare's notion of representation relation and observational equivalence. The objective is to compare our solution with existing ones.

The notion of representation of a \( \Sigma \)-algebra by another, due to Hoare [Hoa72], requires the existence of a mapping, called an abstraction function, from the carriers of the representation algebra to the carriers of the algebra represented, such that each operation in the algebra is compatible with this mapping. This mapping needs only to be defined for a subset of the carrier set of the representation algebra, which is usually characterised by a predicate called the representation invariant.

For Reverse to be considered a representation of Direct in this sense, it would be necessary the existence of a mapping \( h \) from a subset of \( A_{\text{pair}}^{\text{Pair}} \) into \( A_{\text{pair}}^{\text{Pair}} \) such that for all pair expressions \( pr \), the relation \( \leftrightarrow \) is compatible with \( h \) in the following sense:

1. If \( \exists pr_1 \) such that \( D \models pr \leftrightarrow pr_1 \)
   then \( \exists pr_2 \) such that \( R \models pr \leftrightarrow pr_2 \) and \( pr_2 = h(pr_1) \),
2. and conversely.

Clearly, there exists an \( h \) such that Reverse is a representation of Direct under the above notion: just take \( h \) to be the identity on pair values of the form \( \text{num}(n) \) and the recursive reversal of each pair value of the form \( \text{cons}(pr_1, pr_2) \). Therefore, representation relation would be a suitable notion of correctness between the above Relational Specifications, although it is not an equivalence relation since it is not symmetric.

Behavioural or observational equivalence has also been used in the field of
algebraic specification as a formal criterion for one algebra to be a correct representation of another. However, the idea of regarding behaviour, rather than the representation of data, as the relevant aspect of algebras already appears implicitly in the simulation method introduced by Milner [Mil71]. This idea applied to algebras first appears as the concept of the semantics of an algebra in [GGM76]. More recently, the notion of observational equivalence has been given many formalisations in the literature, for instance [Rei81,ST87,NO88,Sch90].

In particular, the notion of observational equivalence of [ST87] can naturally be applied to Relational Specifications. Under this notion two algebras are equivalent if they satisfy the same set of observable formulae. Continuing with the example above, suppose we consider as observable the formulae of the form $\text{pr} \rightarrow \text{num}(n)$, for all pair expressions $\text{pr}$. Let us call OBS the set of all such formulae.

Using the notion of observational equivalence of [ST87], the specifications $Direct$ and $Reverse$ are observationally equivalent with respect to the formulae OBS if for all $f \in \text{OBS}$:

$$D \models f \text{ if and only if } R \models f$$

Therefore, $Direct$ and $Reverse$ are observationally equivalent under this notion, because, as discussed above, they give the same result for formulae of the form $\text{pr} \rightarrow \text{num}(n)$.

In this work we shall use observational equivalence as the notion of equivalence between Relational Specifications. This choice is motivated by several reasons. Initially, in [Sch87, page 255] Schoett proved that observational equivalence is more general than a representation relation in the sense that there exist algebras that are equivalent under observational equivalence but such that there is no representation relation from the representation algebra to the one represented. In Chapter 4 we shall see an example of practical interest in which two Relational Specifications, which we intuitively expect to be equivalent, are not related under any representation relation but are observationally equivalent.
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Therefore, a notion of equivalence more general than representation relations is necessary for certain practical applications.

Furthermore, there exists a proof method for observational equivalence based on the notion of correspondence relations [Sch87] that may also be applied to equivalence of Relational Specifications. This method yields practical proofs of equivalence, as will be demonstrated in Section 3.5.

Finally, the particular notion of observational equivalence of [ST87] may be naturally applied to Relational Specification, yielding a simple theory of equivalence; this is the main reason why this particular approach to observational equivalence is chosen in this thesis.

The theory developed in this chapter is applied in Chapter 4 to the problem of compiler correctness. We demonstrate in Section 4.1 how the use of Observational Equivalence improves and extends previous approaches to compiler correctness. This application provides an important motivation for the definitions and theorems in this chapter.

3.2 Algebraic Preliminaries

In this section we define some concepts related to first order signatures and models. Let \( \Omega = (S, F, \Pi) \) and \( \Omega' = (S', F', \Pi') \), signature morphism \( \rho \) from \( \Omega \) to \( \Omega' \) is a triple \( (\rho_S, \rho_F, \rho_\Pi) \) such that for each \( s \in S, \sigma \in F, \) and \( \pi \in \Pi, \rho_S(s) \in S', \rho_F(\sigma) \in F', \) and \( \rho_\Pi(\pi) \in \Pi' \); and, whenever \( \sigma : s_1 \times \ldots \times s_n \rightarrow s \in F \) and \( \pi : s_1 \times \ldots \times s_n \in \Pi \) then:

\[
\rho_F(\sigma) : \rho_S(s_1) \times \ldots \times \rho_S(s_n) \rightarrow \rho_S(s)
\]

\[
\rho_\Pi(\pi) : \rho_S(s_1) \times \ldots \times \rho_S(s_n)
\]

If \( \rho \) is a signature morphism from \( \Omega \) to \( \Omega' \) we write \( \rho : \Omega \rightarrow \Omega' \). If \( \rho \) is an inclusion mapping of sets, i.e., each \( \rho_S, \rho_F, \) and \( \rho_\Pi \) is an inclusion mapping on \( S, \) \( F, \) and \( \Pi \) respectively, then \( \Omega \) is a sub-signature of \( \Omega' \), written \( \Omega \subseteq \Omega' \). If \( \Omega \subseteq \Omega' \) and \( \Omega \neq \Omega' \), we write \( \Omega \subset \Omega' \). Let \( \Omega \subseteq \Omega' \), and \( M \in Mod(\Omega') \), the reduct of \( M \)
by $\Omega$, written $M/\Omega$, is an $\Omega$-model that assigns the same interpretation as $M$ to the symbols of $\Omega$.

Let $\Sigma = (S, F)$, $\Sigma' = (S', F')$, and $A \in \text{Alg}(\Sigma')$. The above definitions extend trivially to algebraic signatures. Therefore, $\Sigma \subseteq \Sigma'$ denotes the algebraic signature inclusion, and $A/\Sigma$ denotes the reduct of $A$ by $\Sigma$. Furthermore, if $N \in \text{Mod}(\Omega)$ then $N/\Sigma$ denotes the $\Sigma$-algebra part of the model $N$.

3.3 Observational Equivalence: the Generic Case

In this section we define a notion of observational equivalence between first order models. The particular definition of observational equivalence presented here is that of [ST87] extended to the case of first order models.

Although observational equivalence is a suitable equivalence between models, direct proofs that two models are observationally equivalent may be difficult in practice. Therefore, we also define a notion of Model Correspondence between first order models inspired by Schoett's concept of strong correspondence [Sch87], and use Model Correspondence as a proof method for observational equivalence. The main theoretical result of this chapter proves that two models are observationally equivalent if and only if there exists a Model Correspondence relation between them.

Intuitively, two models over a signature are observationally equivalent if it is not possible to distinguish between them by only testing the satisfaction of observable formulae in the models. This notion requires the definition of how observations are made, i.e., a definition of observable sentences. In the framework of first order theories, a natural choice for observations would be logical formulae, formed by atomic formulae and logical connectives. As noted in [ST87], the logic used defines the possible observations, whereas the kind of observations we want to perform dictates the choice of the logic.

In this work, we are interested in observing the semantics of programs accord-
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ing to some Relational Specification. As discussed in Section 3.1, for an arbitrary
Relational Specification $(\Omega, \phi, A)$ the set of ground formula $F(\Omega)$ defines all the
observations we can make. We then suggested that, in practice, we are only inter-
ested in a subset of $F(\Omega)$ as our observations. This subset can be characterised
by a sub-signature of $\Omega$, called an observation signature, which we will denote
by $\Omega_{OBS}$. Therefore, the set $F(\Omega_{OBS})$ defines the observations we can make for a
given observation signature.

The above discussion leads to the definition of Observational Equivalence
between first order $\Omega$-models with respect to an observation signature. In the
rest of this chapter let $\Omega \in \text{Sig}$ with algebraic signature $\Sigma$, $\Omega_{OBS} \subseteq \Omega$ be an
observation signature of $\Omega$ such that $\Omega_{OBS} = (S_{OBS}, F_{OBS}, \Pi_{OBS})$, and let $\Sigma_{OBS} \subseteq
\Sigma$ denote the algebraic signature $(S_{OBS}, F_{OBS})$ of $\Omega_{OBS}$. In order to simplify the
presentation we will denote by $M$ and $N$ two models in $\text{Mod}(\Omega)$ with $\Sigma$-algebras
$A$ and $B$ respectively i.e., $M/\Sigma = A$ and $N/\Sigma = B$.

Definition 1 (Observational Equivalence) The $\Omega$-models $M$ and $N$ are ob-
servationally equivalent with respect to $\Omega_{OBS}$, written $M \equiv_{\Omega_{OBS}} N$, if and only if
both requirements are satisfied:

1. For all $s \in S_{OBS}$ and $t \in T(\Sigma_{OBS})$:

   $t \in \text{dom } \psi^A_s$ if and only if $t \in \text{dom } \psi^B_s$

2. For all $\pi \in \Pi_{OBS}$ and $f \in F(\Omega_{OBS})$:

   $f \in \text{dom } \Psi^A_\pi$ if and only if $f \in \text{dom } \Psi^B_\pi$
   and if both sides of the above equivalence are true then
   $\Psi^A_\pi(f) \in \pi^M$ if and only if $\Psi^B_\pi(f) \in \pi^N

Two important facts about the relation of Observational Equivalence are stated
below.
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Fact 1 For any signature $\Omega$ and $\Omega_{\text{OBS}} \subseteq \Omega$, $\equiv_{\text{OBS}} \in \text{Mod}(\Omega) \times \text{Mod}(\Omega)$ is an equivalence relation on $\text{Mod}(\Omega)$, i.e., $\equiv_{\text{OBS}}$ is transitive, reflexive, and symmetric.

Fact 2 For any signature $\Omega$, and observation signatures $\Omega_{\text{OBS}}, \Omega'_{\text{OBS}} \subseteq \Omega$, if $\Omega_{\text{OBS}} \subseteq \Omega'_{\text{OBS}}$ then $\equiv_{\text{OBS}} \subseteq \equiv_{\text{OBS}}$.

Among the properties of $\equiv_{\text{OBS}}$ stated above, symmetry requires some comments. In the field of algebraic specification of programs there are various notions of representation between algebras that do not have this property. These include the relations of behavioural inclusion [Sch87, page 216] and simulation [Nip86]. Those relations express the intuition that a program may be a partial implementation of its specification. For instance, a program may be undefined in more arguments than its specification, and yet be considered a suitable implementation.

In practice, these partial implementation notions account for limitations of actual implementations, for instance, finite memory space, finite size of numbers, and so forth. For the case of non-deterministic programs, if a program is related to its specification by a simulation in the sense of [Nip86], the program may be less non-deterministic than its specification. The intuition is that in a real implementation we would have to choose which deterministic behaviour to implement.

However, the problem of equivalence between Relational Specifications of programming languages differs from the problem of correctness in algebraic specification in this aspect. To illustrate this difference let us consider the non-deterministic choice operator $+$ of CCS [Mil89]. The non-deterministic behaviour that $+$ introduces in the language is an essential part of CCS's semantics, and must be preserved across alternative definitions of the language. Therefore, a definition of CCS that makes this operator into a deterministic choice operator should not be considered correct since it does not preserve this essential
non-determinism.

On the other hand, there is another kind of non-deterministic behaviour in the concrete definitions of some programming languages that we call non-essential. For instance, in the semantics of Standard ML [HMT89] memory locations are arbitrarily chosen, introducing non-determinism in the language with respect to the memory that results after the evaluation of an expression. However, this non-determinism does not introduce any new feature to the language for it cannot be exploited by the user in any interesting way. Therefore, a definition of Standard ML semantics that chooses memory locations deterministically should be considered a correct alternative definition.

This problem is solved in our framework by "hiding" the choice of memory location such that the difference between the original definition of the semantics and an alternative definition with deterministic choice cannot be observed. In general, we should make the essential characteristics of the language, like the non-determinism of the + operator of CCS, always observable, while non-essential features like the non-deterministic choice of memory location should not be observable for correctness purposes.

Let us now discuss the problem of giving concrete proofs of Observational Equivalence between two models. These proofs are essential in establishing the equivalence of Relational Specifications as shall be seen in the next section. However, proofs of observation equivalence can be difficult to be established. To understand this difficulty, suppose we try a proof by structural induction on the terms in the observable sentences. In general, in such a proof we will have to reason about non-observable sentences in order to apply the inductive hypothesis. However, the original theorem does not mention non-observable sentences, making it impossible to apply the inductive hypothesis directly.

In [Hen90b] Context Induction is proposed as a proof method for behavioural abstractions. A possible drawback of this proof method is that it requires one to identify all contexts in which a visible object may occur, which may involve
some non-trivial reasoning. Furthermore, proofs of context induction are, in
general, large even for simple examples. However, a more detailed study is still
required to assess the applicability of context induction in proofs of Observational
Equivalence as defined in this thesis.

In [Sch87, Sch90], Schoett defines a notion of correspondence relation for many
sorted partial algebras, which is a practical proof method to show that two al-
gebras are observationally equivalent. In the rest of this section we will use the
concept of correspondence to define a proof method for Observational Equival-
ence that we call Model Correspondence.

We first adapt Schoett’s notion of strong correspondence [Sch87, page 240] to
the case in which observation signatures are used instead of a set of visible sorts.
Observation signatures are more natural to be used in our framework than a set
of visible sorts, since observations in our approach are the satisfaction of formulae
rather than the evaluation of terms to yield a visible result, as in [Sch87].

Recall from page 67 that, for some $\Omega \in \text{Sig}$ with algebraic signature $\Sigma$,
$\Sigma\text{OBS} \subseteq \Sigma$ and $A, B \in \text{Alg}(\Sigma)$.

**Definition 2 (Strong Correspondence)**

A strong $\Sigma\text{OBS}$-correspondence$^1$ between $A/\Sigma\text{OBS}$ and $B/\Sigma\text{OBS}$ is an $\text{SOBS}$-sorted
relation $G = \{G_s\}_{s \in \text{SOBS}}$, where $G_s \subseteq A_s \times B_s$ for all $s \in \text{SOBS}$, such that all
$\sigma \in \text{F}_{\text{OBS}}$ are compatible with $G$ in the following sense:

For all $\sigma : s_1 \times \ldots \times s_m \rightarrow s \in \text{F}_{\text{OBS}}$, $m \geq 0$:

whenever $(a_i, b_i) \in G_s$, for $i \in [m_+]$,

then $(a_1, \ldots, a_m) \in \text{dom } \sigma^A$ if and only if $(b_1, \ldots, b_m) \in \text{dom } \sigma^B$

and if both sides of the above equivalence are true then

$(\sigma^A(a_1, \ldots, a_m), \sigma^B(b_1, \ldots, b_m)) \in G_s$

The fact that $G$ is a strong $\Sigma\text{OBS}$-correspondence between $A/\Sigma\text{OBS}$ and $B/\Sigma\text{OBS}$
is denoted by $G : A/\Sigma\text{OBS} \Longrightarrow_{\Sigma\text{OBS}} B/\Sigma\text{OBS}$.

---

$^1$We use the term strong correspondence to keep the consistency with the terminology used
in [Sch87], even though we do not present a notion of (weak) correspondence in this thesis.
The above definition says that a relation is a strong correspondence between two algebras $A/\Sigma_{\text{OBS}}$ and $B/\Sigma_{\text{OBS}}$ when every observable function yields a result for some argument in $A/\Sigma_{\text{OBS}}$ if and only if it yields a related result for every related argument in $B/\Sigma_{\text{OBS}}$.

The following proposition states that every strong correspondence contains all the pairs of values that result from the evaluation, in each algebra, of every observable term. The proposition is important for the proof of Theorem 1 and also for the proofs of equivalence throughout this thesis.

**Proposition 1 (Strong Correspondence)**

If $G$ is a strong $\Sigma_{\text{OBS}}$-correspondence between $A/\Sigma_{\text{OBS}}$ and $B/\Sigma_{\text{OBS}}$ then for all $s \in S_{\text{OBS}}$ and $t \in T(\Sigma_{\text{OBS}})$:

\[ t \in \text{dom} \psi^A_s \text{ if and only if } t \in \text{dom} \psi^B_s \quad (1) \]

and if both sides of the above equivalence are true then $(\psi^A_s(t), \psi^B_s(t)) \in G_s$.

**Proof** The proof is by structural induction on $t$.

**Base Case** $t = \sigma$, for $\sigma : s \in F_{\text{OBS}}$. In this case, $(\psi^A_s(\sigma), \psi^B_s(\sigma)) = (\sigma^A, \sigma^B)$ and because $G$ is a $\Sigma_{\text{OBS}}$-correspondence between $A/\Sigma_{\text{OBS}}$ and $B/\Sigma_{\text{OBS}}$, then $(\sigma^A, \sigma^B) \in G_s$.

**Inductive Step** $t = \sigma(t_1, \ldots, t_n)$, for $\sigma : s_1 \times \ldots \times s_n \rightarrow s \in \Sigma_{\text{OBS}}$ and $n > 0$.

From the definition of evaluation we have:

- If $t_i \in \text{dom} \psi^A_{s_i}$, and $(\psi^A_{s_1}(t_1), \ldots, \psi^A_{s_n}(t_n)) \in \text{dom} \sigma^A$ then $\psi^A_s(t) = \sigma^A(\psi^A_{s_1}(t_1), \ldots, \psi^A_{s_n}(t_n))$
- If $t_i \in \text{dom} \psi^B_{s_i}$, and $(\psi^B_{s_1}(t_1), \ldots, \psi^B_{s_n}(t_n)) \in \text{dom} \sigma^B$ then $\psi^B_s(t) = \sigma^B(\psi^B_{s_1}(t_1), \ldots, \psi^B_{s_n}(t_n))$

From the inductive hypothesis,

\[ t_i \in \text{dom} \psi^A_{s_i} \text{ if and only if } t_i \in \text{dom} \psi^B_{s_i}, \quad (2) \]

and if both sides of the above equivalence are true then $(\psi^A_{s_i}(t_i), \psi^B_{s_i}(t_i)) \in G_{s_i}$.
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Now we have two cases to analyse:

1. If both sides of the equivalence (2) are false for some \( i \in [n_k] \), then both sides of the equivalence (1) are false, and the proposition holds.

2. If both sides of the equivalence (2) are true for all \( i \in [n_k] \), then
   \[
   (\psi^A_{s_1}(t_i), \psi^B_{s_1}(t_i)) \in G_{s_1}.
   \]
   Since \( G \) is a strong \( \Sigma_{OBS} \)-correspondence then:
   \[
   (\psi^A_{s_1}(t_1), \ldots, \psi^A_{s_n}(t_n)) \in \text{dom } \sigma^A \text{ if and only if } (\psi^B_{s_1}(t_1), \ldots, \psi^B_{s_n}(t_n)) \in \text{dom } \sigma^B
   \]
   and when both sides of this equivalence are true then \( (\psi^A_{s_1}(t), \psi^B_{s_1}(t)) \in G_{s_1} \).

This finishes the proof of Proposition 1. \( \square \)

The following definition extends the notion of strong correspondence to first order models by defining a pair of relations between models, which we call a Model Correspondence. Recall from page 3.3 that, for some \( \Omega \in \Sigma \), \( \Omega_{OBS} \subseteq \Omega \), and \( M, N \in Mod(\Omega) \) are models with algebra \( A \) and \( B \) respectively.

**Definition 3 (Model Correspondence)**

A \( \Omega_{OBS} \)-Model Correspondence between \( M \) and \( N \) is a pair of relations \((G, H)\) such that:

1. \( G \) is a strong \( \Sigma_{OBS} \)-correspondence between \( A/\Sigma_{OBS} \) and \( B/\Sigma_{OBS} \).

2. \( H = \{ H_\pi \} \) is a \( \Pi_{OBS} \)-sorted family of relations such that for all relation names \( \pi : s_1 \times \ldots \times s_n \in \Pi_{OBS}, H_\pi \subseteq A_w \times B_w \), where \( w = s_1 \ldots s_n \), with the following restrictions, for \( n > 0 \) and for all \( i \in [n_k] \):
   
   i. Whenever \( ((a_1, \ldots, a_n), (b_1, \ldots, b_n)) \in H_\pi \) then \( (a_i, b_i) \in G_{s_i} \).
   
   ii. For all \( t_i \in T(\Sigma_{OBS})_{s_i} \), if \( t_i \in \text{dom } \psi^A_{s_i} \) and \( t_i \in \text{dom } \psi^B_{s_i} \) then
   
   \[
   ((\psi^A_{s_1}(t_1), \ldots, \psi^A_{s_n}(t_n)), (\psi^B_{s_1}(t_1), \ldots, \psi^B_{s_n}(t_n))) \in H_\pi
   \]
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and \( \pi \) is compatible with \( H \pi \) in the following sense:

whenever \( ((a_1, \ldots, a_n), (b_1, \ldots, b_n)) \in H \pi \)

then \( (a_1, \ldots, a_n) \in \pi^M \) if and only if \( (b_1, \ldots, b_n) \in \pi^N \)

The fact that \((G, H)\) is a \( \Omega_{\text{OBS}} \)-Model Correspondence between \( M \) and \( N \) is denoted by \((G, H) : M \leftrightarrow_{\Omega_{\text{OBS}}} N \)

A Model correspondence is a natural extension of strong correspondence to first order models. Recall that a strong correspondence \( G \) is a relation between the carriers of observable sorts in a \( \Sigma \)-algebra, with the requirement that each observable function \( \sigma \) is compatible with \( G \). The component \( H \) of a Model Correspondence extends the role of \( G \) to the relations of a first order model. Therefore, \( H \) is a relation between the relations in a model with the requirement that each observable \( \pi \) must be compatible with \( H \).

Definition 3(2.i) says that \( H \) is consistent with \( G \) in the sense that every related tuple in \( H \) is built of related values in \( G \). Definition 3(2.ii) requires that every pair of tuples built from the evaluation of the same observable terms must be in \( H \). This requirement guarantees \( H \) is not empty whenever \( T(\Sigma_{\text{OBS}}) \), and consequently \( F(\Omega_{\text{OBS}}) \), are not empty.

The following theorem shows that the notion of Model Correspondence is an alternative characterisation of Observational Equivalence. Therefore, the former can be used as a proof method for Observational Equivalence between first order models. The example of Section 3.5 shows that this method yields practical proofs of equivalence between Relational Specifications.

**Theorem 1 (Model Correspondence)** The models \( M \) and \( N \) are observationally equivalent with respect to \( \Omega_{\text{OBS}} \) if and only if there exists a \( \Omega_{\text{OBS}} \)-Model Correspondence between \( M \) and \( N \), i.e.:

\[
M \equiv_{\Omega_{\text{OBS}}} N \text{ if and only if there exists } (G, H), \ (G, H) : M \leftrightarrow_{\Omega_{\text{OBS}}} N
\]
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Proof This is based on the proof of Theorem 4.2.3 of [Sch87, pages 223–225], and is given in two parts as follows.

Soundness We need to prove that if there exists a pair of relations \((G, H)\) such that \((G, H) : M \leftrightarrow \equiv_{\text{B}} N\) then \(M \equiv_{\text{B}} N\). Since \(G\) is a strong \(\Sigma_{\text{B}}\)-correspondence between \(A/\Sigma_{\text{B}}\) and \(B/\Sigma_{\text{B}}\) then Proposition 1 applies. Therefore, Definition 1(1) is trivially satisfied. It remains to prove that Definition 1(2) is satisfied. From Proposition 1 it follows that for all \(\pi : s_1 \times \ldots \times s_n \in \Pi_{\text{B}}\) and \(\pi(t_1, \ldots, t_n) \in F(\Omega_{\text{B}})\),

\[
\forall i \in [n] \quad t_i \in \text{dom } \psi^A_{s_i} \quad \text{if and only if} \quad t_i \in \text{dom } \psi^B_{s_i}
\]

Therefore,

\[
\pi(t_1, \ldots, t_n) \in \text{dom } \Psi^A \quad \text{if and only if} \quad \pi(t_1, \ldots, t_n) \in \text{dom } \Psi^B
\]

Whenever both sides of the above equivalence are true it follows that for all \(i \in [n], t_i \in \text{dom } \psi^A_{s_i}\) and \(t_i \in \text{dom } \psi^B_{s_i}\). From the fact that \(H\) satisfies the requirement of Definition 3(2.ii) we obtain that:

\[
((\psi^A_{s_1}(t_1), \ldots, \psi^A_{s_n}(t_n)), (\psi^B_{s_1}(t_1), \ldots, \psi^B_{s_n}(t_n)) \in H_{\pi}
\]

Since for all \(\pi \in \Pi_{\text{B}}, \pi\) is compatible with \(H_{\pi}\) then:

\[
(\psi^A_{s_1}(t_1), \ldots, \psi^A_{s_n}(t_n) \in \pi^M \quad \text{if and only if} \quad (\psi^B_{s_1}(t_1), \ldots, \psi^B_{s_n}(t_n)) \in \pi^N
\]

Therefore, from the definition of formula evaluation (Section 2.4, page 51):

\[
\Psi^A_{\pi}(\pi(t_1, \ldots, t_n)) \in \pi^M \quad \text{if and only if} \quad \Psi^B_{\pi}(\pi(t_1, \ldots, t_n)) \in \pi^N
\]

Therefore, Definition 1(2) is satisfied and we conclude that \(M \equiv_{\text{B}} N\). Since this proof is done for an arbitrary pair \((G, H)\), it implies that the existence of any \(\Omega_{\text{B}}\)-Model Correspondence between \(M\) and \(N\) implies \(M \equiv_{\text{B}} N\).

Completeness We need to prove that \(M \equiv_{\text{B}} N\) implies that there exists a pair of relations \((G, H)\), such that \((G, H) : M \leftrightarrow_{\text{B}} N\). For this proof we will
show first that \( G \) defined as \( G_s = (\psi^A_s)^{-1} \circ \psi^B_s \), for each \( s \in S_{\text{OBS}} \) is a strong \( \Sigma_{\text{OBS}} \)-correspondence between \( A/\Sigma_{\text{OBS}} \) and \( B/\Sigma_{\text{OBS}} \).

Let \( (a_i, b_i) \in G_i \) for \( n \geq 0 \) and all \( i \in [n_+] \). Then, choose \( t_i \in \text{dom} \psi^A_{s_i} \cap \text{dom} \psi^B_{s_i} \) in \( T(\Sigma_{\text{OBS}})_{s_i} \), such that \( \psi^A_{s_i}(t_i) = a_i, \psi^B_{s_i}(t_i) = b_i \), and \( t = \sigma(t_1, \ldots, t_n) \) belongs to \( T(\Sigma_{\text{OBS}})_s \) for some \( s \in S_{\text{OBS}} \). From Definition 1(1) we have that:

\[
t \in \text{dom} \psi^A_s \text{ if and only if } t \in \text{dom} \psi^B_s
\]

and if both sides of this equivalence are true then we can write:

\[
(\sigma^A(\psi^A_{s_1}(t_1), \ldots, \psi^A_{s_n}(t_n)), \sigma^B(\psi^B_{s_1}(t_1), \ldots, \psi^B_{s_n}(t_n))) = (\psi^A_s(t), \psi^B_s(t)) \in (\psi^A_s)^{-1} \circ \psi^B_s = G_s
\]

Which proves \( G \) is a strong \( \Sigma_{\text{OBS}} \)-correspondence between \( A/\Sigma_{\text{OBS}} \) and \( B/\Sigma_{\text{OBS}} \).

We will show that \( H \) defined as \( H_\pi = (\psi^A_\pi)^{-1} \circ \psi^B_\pi \), for all \( \pi \in \Pi_{\text{OBS}} \), satisfies the requirements of Definition 3(2). From this definition of \( H_\pi \) it follows that for all \( \pi(t_1, \ldots, t_n) \in F(\Omega_{\text{OBS}})_\pi \), if \( t_i \in \text{dom} \psi^A_{s_i} \) and \( t_i \in \text{dom} \psi^B_{s_i} \) for every \( i \in [n_+] \), then:

\[
((\psi^A_{s_1}(t_1), \ldots, \psi^A_{s_n}(t_n)), (\psi^B_{s_1}(t_1), \ldots, \psi^B_{s_n}(t_n))) \in H_\pi
\]

The requirements of Definition 3(2.i) follows trivially from the definition of \( H_\pi \) and Proposition 1. Definition 3(2.ii) is trivially satisfies by the definition of \( H_\pi \). Now, we must show that each \( \pi \in \Pi_{\text{OBS}} \) is compatible with \( H_\pi \). For all \( \pi : s_1 \times \ldots \times s_n \in \Pi_{\text{OBS}}, \) whenever \( ((a_1, \ldots, a_n), (b_1, \ldots, b_n)) \in H_\pi \), for all \( i \in [n_+] \), \( s_i \in S_{\text{OBS}} \) take \( t_i \in \text{dom} \psi^A_{s_i} \cap \text{dom} \psi^B_{s_i} \) in \( T(\Sigma_{\text{OBS}})_{s_i} \) such that \( \psi^A_{s_i}(t_i) = a_i \) and \( \psi^B_{s_i}(t_i) = b_i \). It is clear that \( \pi(t_1, \ldots, t_n) \in F(\Omega_{\text{OBS}})_\pi \). Now, from the fact that \( M \equiv_{\Omega_{\text{OBS}}} N \), it follows that:

\[
\pi(t_1, \ldots, t_n) \in \text{dom} \Psi^A_\pi \text{ if and only if } \pi(t_1, \ldots, t_n) \in \text{dom} \Psi^B_\pi
\]

and if both sides of the above equivalence are true then

\[
\Psi^A_\pi(\pi(t_1, \ldots, t_n)) \in \pi^M \text{ if and only if } \Psi^B_\pi(\pi(t_1, \ldots, t_n)) \in \pi^N
\]

It is obvious that \( \pi(t_1, \ldots, t_n) \in \text{dom} \Psi^A_\pi \) and \( \pi(t_1, \ldots, t_n) \in \text{dom} \Psi^B_\pi \). Therefore, from the definition of evaluation of formulae (Section 2.4, page 51):

\[
(\psi^A_{s_1}(t_1), \ldots, \psi^A_{s_n}(t_n)) \in \pi^M \text{ if and only if } (\psi^B_{s_1}(t_1), \ldots, \psi^B_{s_n}(t_n)) \in \pi^N
\]
Finally, we conclude that:

\[(a_1, \ldots, a_n) \in \pi^M \text{ if and only if } (b_1, \ldots, b_n) \in \pi^N\]

This proves that \(\pi\) is compatible with \(H_\pi\), for all \(\pi \in \Pi_{OBS}\), and therefore that \((G, H)\) is a \(\Omega_{OBS}\)-Model Correspondence between \(M\) and \(N\). This finishes the proof of Theorem 1.

Model Correspondences offers a suitable proof method for Observational Equivalence between first order models in a similar way as strong correspondences provide a proof method for observational equivalence between algebras. As discussed above, proofs of Observational Equivalence can be difficult because the requirements of Definition 1 do not involve non observable objects. However, these objects often occur in intermediate steps of inductive proofs making it impossible to apply the inductive hypothesis directly. Model Correspondences solve this problem since Definition 3(2.1) allows non observable objects to be related in \(H\). In Section 3.5, we illustrate the use of Model Correspondences.

### 3.4 Observational Equivalence of Relational Specifications

In this section we apply the results of Section 3.3 to the equivalence of Relational Specifications. The objective is the definition of a relation of Observational Equivalence between Relational Specifications. For this definition we have a choice between a relation parametric on an observation signature, like the \(\equiv_{OBS}\) relation, or to include an observation signature as a component of the Relational Specification and then define the equivalence relation on the class of Relational Specifications with the same observation signature.

Both choices lead to essentially the same notion of equivalence. The first choice is more flexible in the sense that it directly allows two Relational Specifications to be compared using different observation signatures; the second choice
provides simpler and more concise definitions. Furthermore, we can indirectly achieve the flexibility of the first approach in the second approach by considering different classes of specifications, one for each observation signature. Therefore, we choose the second approach for its simplicity.

We extend a Relational Specification (Definition 2.2) with an observation signature such that whenever \((\Omega, \phi, A)\) is a Relational Specification and \(\Omega_{OBS} \subseteq \Omega\) is an observation signature of \(\Omega\), we write the Relational Specification as \((\Omega, \phi, A, \Omega_{OBS})\). The class of Relational Specifications with observation signature \(\Omega_{OBS}\) is denoted by \(Spec(\Omega_{OBS})\). Notice that in general the specifications in \(Spec(\Omega_{OBS})\) have different signatures. The notion of Observational Equivalence between Relational Specifications will account for this.

We now define a relation of Observational Equivalence on \(Spec(\Omega_{OBS})\). To motivate this definition let us consider two Relational Specifications of a simple functional language without recursion, which we call Fun. The following example shows a substitution-model semantics for Fun, which is just an extension to the Relational Specification \(Exp\) defined in examples 2.1 and 2.2.

Example 1 This example presents a complete definition of a Relational Specification \(Sub = (\Omega_{Sub}^{^S}, \phi_{Sub}^{^S}, A_{Sub}^{^S}, \Omega_{OBS}^{S_{Fun}})\) that defines a semantic of Fun. Here, we have called the observation signature \(\Omega_{OBS}^{S_{Fun}}\) instead of \(\Omega_{OBS}^{Sub}\) because it will be used in the Relational Specification of the next example as well. The components \(S_{Sub}^{^S}\) and \(F_{Sub}^{^S}\) of \(\Omega_{Sub}^{^S}\) are defined by the following BNF rules:

\[
\begin{align*}
exp & ::= \ var \mid \ nat \mid exp + exp \mid \text{let } var = \ exp \ \text{in} \ exp \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{\textbf{fn}} \ var \ . \ exp \mid exp(exp) \\
var & ::= x \mid y \mid \ldots \\
nat & ::= \text{plus}(nat, nat) \mid 0 \mid 1 \mid \ldots \\
\text{funval} & ::= \text{fn} \ var \ . \ exp \\
\text{val} & ::= nat \mid \text{funval}
\end{align*}
\]

where an object of sort \(\text{funval}\) is function value, i.e., the value that results from the evaluation of an expression of the form \(\text{fn} \ var \ . \ exp\). The meta-variables
used to construct terms and formulae are those in $X^E$, defined in Example 2.1, to which we add the component $X^E_{v_n}$ generated by $v$ and $n$. The set of rules $\phi_{\text{Sub}}^S$ defines three relations. The relations $\Rightarrow_S$ and $\rightarrow_S$ have the same intuitive meaning as in Example 2.1, extended to the new language constructs.

The definition of the relation $\Rightarrow$ makes sure that only expressions without free-variables, i.e., closed expressions, are evaluated using the relation $\Rightarrow_S$. The evaluation of expressions with free variables may produce incorrect results due to the capture of the free variables in the substitution. This restriction is achieved by using the function $FV$ that, when applied to an expression, returns the set of its free variables. The definition of $FV$ can be given by a simple set of Relational Rules. However, its meaning is standard and we therefore omit its definition from this presentation.

Rule (1) defines the relation $=\Rightarrow$ using the relation $\Rightarrow_S$. Rules (2)-(4) and (7)-(12) were defined in Example 2.1 and are also presented here to make this example self-contained.

**Evaluation of Expressions**

\[
\begin{align*}
FV(e) &= \{ \} & e \Rightarrow_S v \\
\Rightarrow & \quad e \Rightarrow v 
\end{align*}
\]

\[ \text{(1)} \]

**Evaluation of Closed Expressions**

\[
\begin{align*}
n \Rightarrow_S n \\
\Rightarrow & \quad e_1 + e_2 \Rightarrow_S \text{plus}(n_1, n_2) \\
\Rightarrow & \quad \text{let } id = e_1 \text{ in } e_2 \Rightarrow_S v_2 \\
\Rightarrow & \quad \text{fn } id . e \Rightarrow_S \text{fn } id . e
\end{align*}
\]

\[ \text{(2)-(4)-(5)} \]
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\[
e_1 \Rightarrow s \text{ fn } id \cdot e \quad e_2 \Rightarrow s \nu \quad (v_2, id, e) \Rightarrow s \ e' \quad e' \Rightarrow s \nu
\]

\[
e_1(e_2) \Rightarrow s \nu
\]  

Substitution

\[
(v, id, n) \Rightarrow s n
\]

\[
(v, id, id) \Rightarrow s \nu
\]

\[
\text{id} \neq \text{id}' \quad (v, id, id') \Rightarrow s \text{id}'
\]

\[
(v, id, e_1) \Rightarrow s e'_1 \quad (v, id, e_2) \Rightarrow s e'_2
\]

\[
(v, id, e_1 + e_2) \Rightarrow s e'_1 + e'_2
\]

\[
(v, id, let \ id = e_1 \ in \ e_2) \Rightarrow s \ let \ id = e'_1 \ in \ e_2
\]

\[
id \neq id' \quad (v, id, e_1) \Rightarrow s e'_1 \quad (v, id, e_2) \Rightarrow s e'_2
\]

\[
(v, id, let \ id' = e_1 \ in \ e_2) \Rightarrow s \ let \ id' = e'_1 \ in \ e'_2
\]

\[
(v, id, \text{fn } id \cdot e) \Rightarrow s \text{ fn } id \cdot e
\]

\[
\text{id} \neq \text{id}' \quad (v, id, e) \Rightarrow s \ e'
\]

\[
(v, id, \text{fn } id' \cdot e) \Rightarrow s \text{ fn } id' \cdot e'
\]

\[
(v, id, e_1(e_2)) \Rightarrow s \ e'_1(e'_2)
\]

The \( \Sigma^{Sub} \)-algebra \( A^{Sub} \) is a simple extension to \( A^{Exp} \) of Example 2.2 in which \( A^{Sub}_{funval} = T(\Sigma^{Sub})_{funval} \), \( A^{Sub}_{val} = A^{Sub}_{nat} + A^{Sub}_{funval} \), and the new language constructs and new values of sort \( \text{funval} \) are assigned the term algebra interpretation.

Finally, the observation signature \( \Sigma^{Sub}_{OBS} \) is defined as follows. The set \( \Pi^{Sub}_{OBS} \) has only the relation \( \Rightarrow \), and the sets \( S^{Sub}_{OBS} \) and \( F^{Sub}_{OBS} \) are defined by the following BNF rules:
\[ \text{exp } ::= \text{var} \mid \text{nat} \mid \text{exp} + \text{exp} \mid \text{let \ var = exp in exp} \]
\[ \text{fn \ var. \ exp} \mid \text{exp(exp)} \]
\[ \text{var } ::= x \mid y \mid \ldots \]
\[ \text{nat } ::= 0 \mid 1 \mid \ldots \]
\[ \text{funval } ::= \]
\[ \text{val } ::= \text{nat} \]

This finishes the complete definition of \textit{Sub} and Example 3.1.

We now define another Relational Specification for \textit{Fun}. This definition uses an environment-model semantics in which the variables of expression and their values are kept in an environment, and looked up when needed. For the purpose of establishing their equivalence, an important difference between this semantics and \textit{Sub} is in the representation of function values.

\textbf{Example 2} In this example we present an environment-model semantics for \textit{Fun} by defining a Relational Specification \( S\text{Env} = (\Omega^{S\text{Env}}, \phi^{S\text{Env}}, A^{S\text{Env}}, \Omega^{S\text{Fun}}) \). In this specification, the values of the free variables of an expression are kept in an environment. Moreover, function values are represented as triples of the form \((E, id, e)\), where \(E\) is an environment, \(id\) is the formal parameter, and \(e\) is the body of the function. This representation for function values is normally called a \textit{closure} in the literature (e.g., in [FH88, page 200]).

The following BNF rules define the components \( S\text{Env} \) and \( F\text{Env} \) of \( \Omega^{S\text{Env}} \).

\[ \text{funval } ::= (\text{env}, \text{var}, \text{exp}) \]
\[ \text{val } ::= \text{nat} \mid \text{funval} \]
\[ \text{env } ::= \epsilon_E \mid \text{var} \mapsto \text{val} \cdot \text{env} \]

where \text{exp}, \text{var}, \text{nat} were defined in Example 1. We first extend \( X^E \) with \( X^E_{\text{env}} \) generated by \(E\). The Relational Rules below define \( \phi^{S\text{Env}} \). Rule (1) defines the relation \( \Rightarrow \) in terms of the relation \( \vdash \Rightarrow \Rightarrow \). Since in \textit{Sub} only the evaluation of closed expressions is defined, in \( S\text{Env} \) the evaluation of expressions starts with
an empty environment $\varepsilon_E$, as defined by rule (1). Rules (2) to (7) define the evaluation of expressions in an arbitrary environment $E$. Rules (8) and (9) define the result of looking up the value of a variable in the environment.

**Evaluation of Expressions**

\[
\frac{\varepsilon_E \vdash e \Rightarrow v}{e \Rightarrow v} \quad (1)
\]

**Evaluation on an Environment**

\[
\frac{E \vdash n \Rightarrow n}{E \vdash \text{id} \Rightarrow v} \quad (2)
\]

\[
\frac{(E, \text{id}) \rightarrow_L v}{E \vdash \text{id} \Rightarrow v} \quad (3)
\]

\[
\frac{E \vdash e_1 \Rightarrow v_1 \quad E \vdash e_2 \Rightarrow v_2}{E \vdash e_1 + e_2 \Rightarrow \text{plus}(v_1, v_2)} \quad (4)
\]

\[
\frac{E \vdash e_1 \Rightarrow v_1 \quad \text{id} \mapsto v_1 \cdot E \vdash e_2 \Rightarrow v_2}{E \vdash \text{let} \text{id} = e_1 \text{ in } e_2 \Rightarrow v_2} \quad (5)
\]

\[
\frac{E \vdash \text{fn} \text{id . e} \Rightarrow (E, \text{id}, e)}{E \vdash e_1(e_2) \Rightarrow v'} \quad (6)
\]

\[
\frac{E \vdash (E', \text{id}, e') \quad E \vdash e_2 \Rightarrow v_2 \quad \text{id} \mapsto v_2 \cdot E' \vdash e' \Rightarrow v'}{E \vdash e_1(e_2) \Rightarrow v'} \quad (7)
\]

**Variable Lookup**

\[
\frac{\text{id} \mapsto v \cdot E, \text{id}}{\rightarrow_L v} \quad (8)
\]

\[
\frac{\text{id} \neq \text{id'}}{(E, \text{id}) \rightarrow_L v}
\]

\[
\frac{(E', \text{id}) \rightarrow_L v}{(\text{id'} \mapsto v' \cdot E, \text{id}) \rightarrow_L v} \quad (9)
\]

The $\Sigma^{\text{SEnv}}$-algebra $A^{\text{SEnv}}$ is a simple extension to $A^{\text{Exp}}$ of Example 2.2 in which $A^{\text{funval}} = T(\Sigma^{\text{SEnv}})^{\text{funval}}$, $A^{\text{SEnv}}_{\text{val}} = A^{\text{SEnv}}_{\text{nat}} + A^{\text{SEnv}}_{\text{funval}}$, and the new language constructs and new values of sort $\text{funval}$ are assigned the term algebra interpretation.
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The observation signature $\Omega_{OBS}^{S_{Fun}}$ was already defined in Example 1. This finishes Example 3.2.

We now have two Relational Specifications for the programming language $Fun$: $Sub$ and $SEnv$. Moreover, these Relational Specifications belong to the same class $Spec(\Omega_{OBS}^{S_{Fun}})$; thus the next question we want to answer is whether $Sub$ and $SEnv$ are equivalent. To answer this question we first have to define a notion of equivalence between Relational Specifications in terms of the relation $\equiv_{OBS}$.

**Definition 4 (Equivalence of Relational Specifications)** Two Relational Specifications $S = (\Omega^{S}, \phi^{S}, A^{S}, \Omega_{OBS})$ and $R = (\Omega^{R}, \phi^{R}, A^{R}, \Omega_{OBS})$, with Declarative Semantics $M^{S}$ and $M^{R}$ respectively, are observationally equivalent, written $S \equiv R$, if and only if:

$$M^{S}/\Omega_{OBS} \equiv_{OBS} M^{R}/\Omega_{OBS}$$

This definition says that $S$ and $R$ are equivalent if the reduct of their Declarative Semantics by observation signature are observationally equivalent.

**Fact 3** The relation $\equiv \subseteq Spec(\Omega_{OBS}) \times Spec(\Omega_{OBS})$ is an equivalence relation on $Spec(\Omega_{OBS})$, for any observation signature $\Omega_{OBS}$.

Therefore, to establish whether $Sub \equiv SEnv$ we must establish whether:

$$M^{Sub}/\Omega_{OBS}^{S_{Fun}} \equiv_{OBS} M^{SEnv}/\Omega_{OBS}^{S_{Fun}}$$

where $M^{Sub}$ and $M^{SEnv}$ are the Declarative Semantics of $Sub$ and $SEnv$ respectively. The proof of this equivalence is done in the next section.

### 3.5 A Proof of Equivalence

In this section we prove that $Sub$ and $SEnv$ are observationally equivalent using the notion of Model Correspondence of Definition 3. The initial proposition we want to prove is stated below.
Proposition 2 The Relational Specifications $\text{Sub}$ and $\text{SEnv}$ are observationally equivalent, i.e., $\text{Sub} \cong \text{SEnv}$. 

According to Definition 4 the proof of the above proposition requires a proof that $M^{\text{Sub}}_{\Omega_{\text{OBS}}}^{\text{SFun}}$ and $M^{\text{SEnv}}_{\Omega_{\text{OBS}}}^{\text{SFun}}$ are observationally equivalent with respect to $\Omega_{\text{OBS}}^{\text{SFun}}$. Therefore, we will define a pair of relations $(G, H)$ and prove this pair is an $\Omega_{\text{OBS}}^{\text{SFun}}$-Model Correspondence between the two models. Then, Proposition 2 follows from Theorem 1.

An important advantage of using Model Correspondence as a proof method, rather than an ad hoc approach, is that this proof method structures the proofs of equivalence. This structure occurs in other proofs in this thesis, for instance, in the compiler correctness proof in Section 4.4. This suggests that this structure can be exploited, for instance, by defining semi-automatic tools to assist in the equivalence proofs. For this reason, we will present this proof in some detail so that the presentation of following proofs will be simplified.

To simplify the presentation let us abbreviate $M^{\text{Sub}}_{\Omega_{\text{OBS}}}^{\text{SFun}}$ by $\text{MS}$, $M^{\text{SEnv}}_{\Omega_{\text{OBS}}}^{\text{SFun}}$ by $\text{MSE}$, $A^{\text{Sub}}_{\Sigma_{\text{OBS}}}^{\text{SFun}}$ by $\text{AS}$, and $A^{\text{SEnv}}_{\Sigma_{\text{OBS}}}^{\text{SFun}}$ by $\text{ASE}$.

For the definition of the relation $G$ we need to define how to close an expression with respect to an environment, i.e., how to substitute every occurrence of every free variable in an expression by its value in the environment. This closure operation is defined by the recursive function \( \text{close} : \text{exp} \times \text{env} \rightarrow \text{exp} \), as follows:

\[
\begin{align*}
\text{close}(e, e_E) &= e \\
\text{close}(n, E) &= n \\
\text{close}(\text{id}, \text{id}' \mapsto n \cdot E) &= \text{if } \text{id} \neq \text{id}' \text{ then } \text{close}(\text{id}, E) \\
&\quad \text{else } n \\
\text{close}(\text{id}, \text{id}' \mapsto (E, \text{id}'', e) \cdot E) &= \text{if } \text{id} \neq \text{id}' \text{ then } \text{close}(\text{id}, E) \\
&\quad \text{else } \text{fn } \text{id}'' \cdot \text{close}(e, \text{remove}(\text{id}'', E)) \\
\text{close}(e_1 + e_2, E) &= \text{close}(e_1, E) + \text{close}(e_2, E) \\
\text{close(\text{fn } \text{id} \cdot e), E) &= \text{fn } \text{id} \cdot \text{close}(e, \text{remove}(\text{id}, E))
\end{align*}
\]
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\[
\text{close}(e_1(e_2), E) = \text{close}(e_1, E)(\text{close}(e_2, E))
\]
\[
\text{close(let } id = e_1 \text{ in } e_2, E) = \text{let } id = \text{close}(e_1, E) \text{ in } \text{close}(e_2, \text{remove}(id, E))
\]

Here, \(\text{remove}(id, E)\) is an operation that returns an environment that is the same as \(E\) except that all binds \(id \mapsto v\) were removed. It is easy to verify that \(\text{close}\) is a total function. Furthermore, the algebras \(\text{AS}\) and \(\text{ASE}\) are total. These facts will simplify the following definitions and the subsequent proofs.

**Definition 5 (The Relation G)** Let us define a \(S_{\text{Obs}}^{\text{SFun}}\)-sorted relation \(G\) such that each \(G \subseteq \text{AS} \times \text{ASE}, s \in S_{\text{Obs}}^{\text{SFun}}\), is defined as follows:

For \(s \in \{\text{exp}, \text{var}, \text{nat}\}\), \(G_s\) is defined as the identity relation on \(\text{AS} \times \text{ASE}\).

\[
G_{\text{funval}} = \{(\text{fn } id . e', (E, id, e)) : e' = \text{close}(e, \text{remove}(id, E))\}
\]

\[
G_{\text{val}} = G_{\text{funval}} + G_{\text{nat}}
\]

The component \(G_{\text{funval}}\) relates function values, which are non observable according to \(\Omega_{\text{Obs}}^{\text{SFun}}\). This component is essential in the proof of Lemma 3.

**Definition 6 (The Relation H)** The relation name \(\Rightarrow\) is the only relation in \(\Pi_{\text{Obs}}^{\text{SFun}}\). Therefore, we define \(H_\Rightarrow = (\text{AS}_{\text{Exp}} \times \text{AS}_{\text{Val}}) \times (\text{ASE}_{\text{Exp}} \times \text{ASE}_{\text{Val}})\) to be the least relation (with respect to set inclusion) such that:

1. For all \(e \in T(\Sigma_{\text{Obs}}^{\text{SFun}})_\text{exp}\) and \(v \in T(\Sigma_{\text{Obs}}^{\text{SFun}})_\text{val}\):

\[
((\psi^{\text{AS}}_{\text{exp}}(e), \psi^{\text{AS}}_{\text{val}}(v)), (\psi^{\text{ASE}}_{\text{exp}}(e), \psi^{\text{ASE}}_{\text{val}}(v))) \in H_\Rightarrow_S
\]

2. For all \((e, e') \in G_{\text{exp}}\) and \((v, v') \in G_{\text{val}}\) if \((e, v) \in \Rightarrow^{\text{MS}}_S\) and \((e, v') \in \Rightarrow^{\text{MSE}}_S\) then \(((e, v), (e, v')) \in H_\Rightarrow\).

\[
\]

Definition 6(2) includes the (non observable) function values in \(H_\Rightarrow\). This is necessary for the proof of the following proposition.
Proposition 3 The pair of relations \((G, H)\) is an \(\Omega^{SPun}_{OBS}\)-Model Correspondence between MS and MSE, i.e., \((G, H) : MS \leftrightarrow_{\Omega^{SPun}_{OBS}} MSE\).

To simplify the following presentation, whenever \(e \in A^{Sub}_{exp} \) and \(v \in A^{Sub}_{val} \), we will use \(e \Rightarrow v\) for \((e, v) \in \Rightarrow^{MS}\), if it is not ambiguous to do so. The same convention applies to the other relations in Sub and to every relation in \(SEnv\).

The proof of Proposition 3 requires the proof of the requirements of Definitions 3(1) and 3(2). It is trivial to prove that Definition 3(1) is satisfied since AS and ASE give the same interpretation for all function names in \(F^{SPun}_{OBS}\). Therefore, we will assume hereafter that \(G : AS \Rightarrow_{\Sigma^{SPun}_{OBS}} ASE\).

The proof of the requirements in Definition 3(2) becomes easier if we prove the following lemmas first. The proof of the Lemma 3 uses Lemmas 1 and 2 stated below, whose proofs are simpler than the proof of Lemma 3 and are carried out in a similar way. Therefore, we omit the proofs of these Lemmas 1 and 2 from this presentation.

**Lemma 1** For all \(E \in A^{SEnv}_{env}\), \((id, id) \in G_{var}\), \((e, e) \in G_{exp}\), and \((v_1, v'_1) \in G_{val}\):

1. If there exists \(v'_2 \in ASE_{val}\) such that \(id \leftrightarrow v'_1 \cdot E \vdash e \Rightarrow v'_2\), there exists \(v_2 \in AS_{val}\) such that \((v_1, id, close(e, remove(id, E))) \rightarrow S e' \) and \(e' \Rightarrow_S v_2\) and \((v_2, v'_2) \in G_{val}\).

2. If there exists \(v_2 \in AS_{val}\) such that \(FV(v_1) = \{\}\), \((v_1, id, close(e, remove(id, E))) \rightarrow S e'\), and \(e' \Rightarrow_S v_2\), there exists \(v'_2 \in ASE_{val}\) such that \(id \leftrightarrow v'_1 \cdot E \vdash e \Rightarrow v'_2\) and \((v_2, v'_2) \in G_{val}\).

The next lemma relates the environment lookup in \(SEnv\) with the close function defined above.

**Lemma 2** For all \(E \in A^{SEnv}_{env}\), \((id, id) \in G_{var}\), and \((e, e) \in G_{exp}\):
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1. If there exists \( v' \in \text{ASE}_{\text{val}} \), such that \( (E, id) \rightarrow_L v' \),
   there exists \( v \in \text{AS}_{\text{val}} \), such that \( \text{close}(id, E) \Rightarrow_S v \) and \( (v, v') \in G_{\text{val}} \)

2. If there exists \( v \in \text{AS}_{\text{val}} \), such that \( \text{close}(id, E) \Rightarrow_S v \),
   there exists \( v' \in \text{ASE}_{\text{val}} \), such that \( (E, id) \rightarrow_L v' \) and \( (v, v') \in G_{\text{val}} \)

The following lemma relates the evaluation of expressions in \( \text{Sub} \) and \( \text{Env} \).

**Lemma 3** For all \( E \in \text{A}^{_{\text{SE} env}} \), \( (e, e) \in G_{\text{exp}} \):

1. If there exists \( v' \in \text{ASE}_{\text{val}} \) such that \( E \vdash e \Rightarrow v' \),
   there exists \( v \in \text{AS}_{\text{val}} \) such that \( \text{close}(e, E) \Rightarrow_S v \) and \( (v, v') \in G_{\text{val}} \)

2. If there exists \( v \in \text{AS}_{\text{val}} \) such that \( \text{FV}(\text{close}(e, E)) = \{ \} \),
   and \( \text{close}(e, E) \Rightarrow_S v \), there exists \( v' \in \text{ASE}_{\text{val}} \) such that
   \( E \vdash e \Rightarrow v' \) and \( (v, v') \in G_{\text{val}} \)

**Proof** We prove 3(1) and 3(2) separately.

1(1) Recall that Proposition 2.3 states that \( E \vdash e \Rightarrow v' \) if and only if there
exists a proof tree for the formula \( E \vdash e \Rightarrow v \) in \( M \); the same is valid for the
other relations. Therefore, we will prove the following statement:

\[
\text{If } \exists v' \text{ and } \frac{PT'}{E \vdash e \Rightarrow v'} \text{ then } \exists v \text{ and } \frac{PT}{\text{close}(e, E) \Rightarrow_S v} \text{ and } (v, v') \in G_{\text{val}}
\]

where \( PT' \) and \( PT \) represent proof trees of the formulae below the line. This
proof is by induction on the height of \( PT' \). We present one case for each rule of
the definition of \( \vdash \Rightarrow \) (Example 2) used to construct the proof tree.

**Rule 2(2)** In this case \( e = n \) and \( v = n^{\text{ASE}} \). Since \( \text{close}(n, E) = n \) and
\( n \Rightarrow_S n^{\text{AS}} \), the proof trees are as follows:

\[
\begin{align*}
E \vdash n \Rightarrow n^{\text{ASE}} & & \text{close}(n, E) \Rightarrow_S n^{\text{AS}}
\end{align*}
\]
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Since \( n_A^S = n_A^{\text{ASE}} \), for all \( n \in T(\Sigma_{\text{OBS}}^{\text{Fun}})_{\text{nat}} \), then \( (n_A^S, n_A^{\text{ASE}}) \in G_{\text{nat}} \) and therefore \( (n_A^S, n_A^{\text{ASE}}) \in G_{\text{val}} \).

**Rule 2(3)** In this case \( e = \text{id} \). If there exist \( v' \) and a proof tree for \( E \vdash \text{id} \Rightarrow v' \) this proof tree must be of the following form:

\[
\frac{PT'}{E \vdash \text{id} \Rightarrow v'}
\]

From Lemma 2(1) we have that there exists \( v \) and a proof tree \( PT \) such that:

\[
\frac{PT}{\text{close}(\text{id}, E) \Rightarrow S v}
\]

and \((v, v') \in G_{\text{val}}\).

**Rule 2(4)** In this case \( e = e_1 + e_2 \). If there exists \( v' \) and a proof tree for \( E \vdash e_1 + e_2 \Rightarrow v' \) this proof tree must be of the following form:

\[
\frac{PT'_1}{E \vdash e_1 \Rightarrow v'_1} \quad \frac{PT'_2}{E \vdash e_2 \Rightarrow v'_2}
\]

\[
\frac{E \vdash e_1 + e_2 \Rightarrow \text{plus}(v'_1, v'_2)}{E \vdash e_1 + e_2 \Rightarrow v}
\]

where \( v' = \text{plus}(v'_1, v'_2) \). From the definition of \( \text{close} \) we have that \( \text{close}(e_1 + e_2, E) = \text{close}(e_1, E) + \text{close}(e_2, E) \). From the inductive hypothesis there exist \( v_1, v_2, PT_1, \) and \( PT_2 \) such that:

\[
\frac{PT_1}{\text{close}(e_1, E) \Rightarrow S v_1} \quad \frac{PT_2}{\text{close}(e_2, E) \Rightarrow S v_2}
\]

\[
\frac{\text{close}(e_1 + e_2, E) \Rightarrow S \text{plus}(v_1, v_2)}{\text{close}(e_1 + e_2, E) \Rightarrow S \text{plus}(v_1, v_2)}
\]

and \((v_1, v'_1), (v_2, v'_2) \in G_{\text{val}}\). From the fact that \( G : AS \rightarrow \Sigma_{\text{OBS}}^{\text{Fun}} \) \( \text{ASE} \), we have that \((\text{plus}^S(v_1, v_2), \text{plus}^{\text{ASE}}(v'_1, v'_2)) \in G_{\text{val}}\).

**Rule 2(5)** In this case \( e = \text{let } \text{id} = e_1 \text{ in } e_2 \Rightarrow v'_2 \). If there is a \( v'_2 \) and a proof tree for \( E \vdash \text{let } \text{id} = e_1 \text{ in } e_2 \Rightarrow v'_2 \), this proof tree must be of the following form:

\[
\frac{PT'_1}{E \vdash e_1 \Rightarrow v'_1} \quad \frac{PT'_2}{\text{id} \Rightarrow v'_1 \cdot E \vdash e_2 \Rightarrow v'_2}
\]

\[
\frac{E \vdash \text{let } \text{id} = e_1 \text{ in } e_2 \Rightarrow v'_2}{E \vdash \text{let } \text{id} = e_1 \text{ in } e_2 \Rightarrow v'_2}
\]
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From the definition of close we have that \( \text{close(let } id = e_1 \ \text{in } e_2, E) \) is equal to \( \text{let } id = \text{close(e}_1, E) \ \text{in } \text{close(e}_2, \text{remove(id, E)}) \). From the inductive hypothesis there exist \( v_1 \) and \( PT_1 \) such that \((v_1, v'_1) \in G_{val}\), and from Lemma 1(1) there exist \( v_2, PT_2, \) and \( PT_3 \) such that:

\[
\frac{PT'_1}{\text{close(e}_1, E) \Rightarrow_S v_1} \quad \frac{PT'_2}{(v_1, id, \text{close(e}_2, \text{remove(id, E)})) \Rightarrow_S e'_2} \quad \frac{PT'_3}{e'_2 \Rightarrow_S v_2}
\]

and \((v_2, v'_2) \in G_{val}\).

**Rule 2(6)** In this case \( e = \text{fn } id . \ e' \). If there exists \( v' \) and a proof tree for the formula \( E \vdash \text{fn } id . \ e' \Rightarrow v' \) this proof tree must be of the following form:

\[
E \vdash \text{fn } id . \ e' \Rightarrow (E', id, e')
\]

where \( v' = (E, id, e') \). Since \( \text{close(\text{fn } id . \ e', E) = \text{fn } id . \text{close(e}', \text{remove(id, E)})} \), then:

\[
\text{close(\text{fn } id . \ e', E) \Rightarrow_S \text{fn } id . \text{close(e}', \text{remove(id, E)})}
\]

From the definition of \( G_{\text{funval}} \), \((\text{fn } id . \text{close(e}', \text{remove(id, E)})), (E, id, e') \) \( \in G_{val}\).

**Rule 2(7)** In this case \( e = e_1(e_2) \). If there exists \( v' \) and a proof tree for the formula \( E \vdash e_1(e_2) \Rightarrow v' \) this proof tree must be of the following form:

\[
\frac{PT'_1}{E \vdash e_1 \Rightarrow (E', id', e')} \quad \frac{PT'_2}{E \vdash e_2 \Rightarrow v'_2} \quad \frac{PT'_3}{id' \mapsto v'_2, E \vdash e' \Rightarrow v'}
\]

From the definition of close we have \( \text{close}(e_1(e_2), E) = \text{close}(e_1, E)(\text{close}(e_2, E)) \). If there exists a proof tree for \( \text{close}(e_1(e_2), E) \Rightarrow_S v \) it must be of the following form:

\[
\frac{PT_1}{\text{close}(e_1, E) \Rightarrow_S \text{fn } id . \ e} \quad \frac{PT_2}{\text{close}(e_2, E) \Rightarrow_S v_2} \quad \frac{PT_3}{(v_2, id, e) \Rightarrow_S e''} \quad \frac{PT_4}{e'' \Rightarrow_S v}
\]

From the inductive hypothesis the proof trees \( PT_1 \) and \( PT_2 \) exist. Furthermore:

- \((\text{fn } id . \ e, (E', id', e')) \in G_{\text{funval}}\) and from the definition of \( G_{\text{funval}} \), we have that \( \text{close(e}', \text{remove(id', E'))} = e \) and \( id = id' \).
\[ (v_2, v'_2) \in G_{val}. \]

Then applying Lemma 1(1) to the formulae \( id' \mapsto v'_2 \cdot E' \vdash e' \Rightarrow v' \), \( (v_2, id, close(e', remove(id, E'))) \rightarrow_S e'', \) and \( e'' \Rightarrow_S v \), we obtain \((v, v') \in G_{val}\).

This completes the proof of Lemma 3(1).

3(2) (sketch): We must prove that:

\[
\begin{align*}
\text{If } & \exists v, \ FV(close(e, E)) = \{ \} \quad \text{and} \quad \frac{PT'}{close(e, E) \Rightarrow_S v} \\
\text{then} & \exists v' \quad \text{and} \quad \frac{PT'}{E \vdash e \Rightarrow v'} \quad \text{and} \quad (v, v') \in G_{val}.
\end{align*}
\]

This proof is by rule induction on the definition of \( \Rightarrow_S \) of Example 1. The proof is analogous to the proof Lemma 3(1).

This finishes the proof of Lemma 3. \( \square \)

Using Lemma 3 we can give proof for Proposition 3.

**Proof** (of Proposition 3) We already argued that the proof of the requirement of Definition 3(1) is trivial, and therefore \( G : AS \xrightarrow{\Sigma_{\text{OBSE}}} ASE \). It remains to prove the requirements of Definition 3(2) are satisfied.

This proof is clearer if we first restate Lemma 3 for the case when \( E = \epsilon_E \). Lemma 3(1) then becomes: for all \((e, e) \in G_{exp}\),

1. if there exists \( v' \in ASE_{val} \) such that \( \epsilon_E \vdash e \Rightarrow v' \)

then there exists \( v \in AS_{val} \) such that \( close(e, \epsilon_E) \Rightarrow_S v \) and \((v, v') \in G_{val}\)

Notice that applying rule (1) of Example 2 to the proof tree for the formula \( \epsilon_E \vdash e \Rightarrow v' \) we obtain \( e \Rightarrow v' \) in \( SEnv \). It is easy to check that \( FV(e) = \{ \} \). Furthermore, \( close(e, \epsilon_E) = e \) and by applying rule (1) of Example 1 we obtain the following statement for Lemma 3(1): for all \((e, e) \in G_{exp}\),

1. if there exists \( v' \in ASE_{val} \) such that \( (e, v') \in M^{SE} \)

then there exists \( v \in AS_{val} \) such that \( (e, v) \in M^{SE} \) and \((v, v') \in G_{val}\)
Using a similar argument we can rewrite Lemma 3(2) as follows: for all \((e, e) \in G_{\text{exp}}\),

2. if there exists \(v \in AS_{\text{val}}\) such that \(\text{FV}(e) = \{\}\) and \((e, v) \in \Rightarrow_{\text{MS}}\) then there exists \(v' \in AS_{\text{val}}\) such that \((e, v') \in \Rightarrow_{\text{MSE}}\) and \((v, v') \in G_{\text{val}}\)

Let us prove first that Definition 3(2.i) is satisfied. Any pair \(((e, v), (e', v'))\) can only be in \(H_{\rightarrow}\) because of either Definition 6(1) or Definition 6(2). Suppose it is because of Definition 6(1), then from Proposition 1 it follows that \((e', e) \in G_{\text{exp}}\) and \((v, v') \in G_{\text{val}}\). Suppose now that it is because of Definition 6(2). It is then clear that \(e = e'\) and \((e, e') \in G_{\text{exp}}\). It follows then from Lemma 3 that \((v, v') \in G_{\text{val}}\). We then conclude that Definition 3(2.i) is satisfied

Definition 3(2.ii) follows trivially from Definition 6(1). It remains to show that \(\Rightarrow\) is compatible with \(H_{\rightarrow}\) in the sense of Definition 3(2). Therefore, we must prove the following statement:

whenever \(((e, v), (e, v')) \in H_{\rightarrow}\) then:

\[(e, v) \in \Rightarrow_{\text{MS}}\text{ if and only if } (e, v') \in \Rightarrow_{\text{MSE}}\]

Let us prove the left to right implication first. Suppose that \((e, v) \in \Rightarrow_{\text{MS}}\) and let us analyse the possible values for \(v\).

1. If \(v = n\) since \((v, v') \in G_{\text{val}}\) then \(v = v'\). In this case it follows from Lemma 3 that there exists \(v''\) such that \((e, v'') \in \Rightarrow_{\text{MSE}}\) and \((v, v'') \in G_{\text{val}}\). Since \(v = n\) then \(v = v''\), therefore \(v' = v''\).

2. If \(v = \text{fn id} \cdot e\), then \(((e, v), (e, v'))\) is in \(H_{\rightarrow}\) because of Definition 6(2) since there is no visible term of sort \(\text{funval}\). In this case, \(((e, v), (e, v')) \in H_{\rightarrow}\) only if \((e, v) \in \Rightarrow_{\text{MS}}\) and \((e, v') \in \Rightarrow_{\text{MSE}}\), and the statement holds.

The proof of the right to left implication follows similarly. Therefore, we have proved that the requirements of Definitions 3(1) and 3(2) are satisfied, concluding that \((G, H) : MS \rightarrow_{\Omega_{\text{OBS}}}^\text{fun} MSE\). From Theorem 1 it follows that \(MS \equiv_{\Omega_{\text{OBS}}}^\text{fun}\)
MSE, which according to Definition 4 establishes that \( \text{Sub} \cong \text{SEnv} \). This finishes the proof of equivalence between \( \text{Sub} \) and \( \text{SEnv} \).

3.6 Summary and Conclusions

In this chapter we defined an equivalence relation between Relational Specifications and used this equivalence as a correctness criterion between two Relational Specifications. This equivalence relation is based on an observational equivalence in the algebraic specification sense. Moreover, the particular notion of observational equivalence used in this section is that of [ST87].

This definition provides a general criterion for correctness; the equivalence relation between specifications is (obviously) transitive, which is a desirable property of a correctness criterion. Moreover, this equivalence comes equipped with a proof method based on correspondence relations. We extended the definition of strong correspondence of [Sch87, page 241] to a relation between first order models we called Model Correspondence.

In our approach to correctness, non-deterministic programming languages are accounted for. In [Nip86] Nipkow proposes a notion of simulation of an algebra by another which also accounts for non-deterministic languages. Our solution differs from Nipkow's simulation relation in that \( \equiv_{\text{obs}} \), and therefore \( \cong \), are symmetric relations. The symmetry between alternative definitions of a language's semantics expresses that essential features of the language (in the sense of Section 3.3, page 69) must be preserved across alternative definitions. On the other hand, non-essential characteristics may be made non-observable for correctness purposes.

An important application of the definitions of this chapter is in the problem of compiler correctness. This problem will be studied in Chapter 4 where we show that the use of Observational Equivalence extends and improves previous approaches to this problem.
Chapter 4

Compiler Correctness

In this chapter we study the problem of compiler correctness in the framework of Relational Semantics. This problem consists in establishing whether a compiler for a programming language generates "correct machine code" for programs in the language. The key aspect of this problem is to define a natural and formal meaning for "correct machine code".

We propose a solution to this problem by applying the concept of Observational Equivalence of Relational Specifications developed in Chapter 3. The initial aspect of this solution is the characterisation of the process that we call Evaluation by Compilation, or simply Compilation. In a Compilation, the semantics of a program is defined in three stages: the program is compiled into machine code which is loaded and executed on the machine; if this execution is successful then the result of the evaluation is unloaded from the machine and given as the result of the program.

Once we characterise a Compilation we show how it may be defined by a Relational Specification. The last aspect of our approach to compiler correctness is to use Observational Equivalence as the equivalence between a (standard) semantics and a Compilation of the programming language. This equivalence defines a criterion for compiler correctness and we shall argue why this is a suitable criterion.
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The compiler correctness problem has received a great deal of attention in the literature. In Section 4.1 we summarise the main approaches to this problem and compare their solutions to the approach we propose in this chapter. In Section 4.3 we give an abstract characterisation of the Compilation process in terms of signatures and first order models; then we use an example to show how a concrete Compilation may be defined by a Relational Specification. In Section 4.4 we prove that the Compilation defined in Section 4.3 and a Relational Specification derived from \( SEnv \) (see Example 3.2) are observationally equivalent.

4.1 Introduction

In [MP67], McCarthy and Painter presented one of the earliest approaches to compiler correctness. This work consists of a proof of correctness of an algorithm for compiling arithmetic expressions into an abstract machine. In [BL69], Burstall and Landin introduced the use of algebraic methods in the compiler correctness problem. The use of an algebraic approach introduced structure on the objects involved in the correctness problem: programming language semantics, machine semantics, and the definition of the compiler.

The algebraic approach was further developed in [Mor73], where compiler correctness is characterised as the commutativity of the diagram in Figure 1 (page 94), known as the Morris Diagram. In that diagram, the nodes are algebras and the arrows are homomorphisms. The \( \pi \) arrow denotes the semantics of the programming language, while the \( \mu \) arrow denotes the semantics of the machine language.

In the Morris Diagram, the algebra \( L \) is the initial term algebra \( T(\Sigma) \) for a signature \( \Sigma \) which defines the programming language. Therefore, \( \gamma \) and \( \pi \) are unique homomorphisms by initiality. The proof method is also based on initiality, for if \( \mu \) and \( \delta \) are also homomorphisms then the commutativity of the Morris Diagram follows by uniqueness. Therefore, a proof of compiler correctness consists of proving that the arrows of the diagram are homomorphisms.
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One limitation of Morris’ approach is that the correctness criterion requires the existence of a homomorphism $\delta$ from the algebra of the machine values into the algebra of the programming language values. To understand why this is a limitation let us consider a practical example. In the language $Fun$ of Example 3.2 the expression $\text{fn } x \cdot x + 1$ evaluates to the function value $(\epsilon_E, x, x + 1)$, and $\text{fn } y \cdot y + 1$ evaluates to $(\epsilon_E, y, y + 1)$. It is conceivable that in a machine implementation these two expressions evaluate to the same machine value that “represents” all $\alpha$-conversions of a function value like $(\epsilon_E, x, x + 1)$. In this case there is no homomorphism $\delta$ that makes the Morris Diagram commute.

The approach initiated by Morris inspired several investigations which set out to extend and improve the ideas presented in [Mor73]. We now discuss some of these investigations. In [TWW81], the ADJ group proposes the use of a homomorphism $\epsilon : M \rightarrow U$ (of encoding) to replace the homomorphism $\delta : U \rightarrow M$ in the Morris Diagram. A motivation for using $\epsilon$ is to overcome the limitations of the original diagram for cases like the function values discussed above.

However, the use of an encoding arrow in the correctness diagram is problematic in various ways. First, the commutativity of the diagram with $\epsilon : M \rightarrow U$ is not a sufficient criterion for correctness. For instance, in the case where $T$ and $U$ are one-point algebras and $\gamma$, $\mu$, and $\epsilon$ are the unique homomorphism to these algebras, the diagram commutes trivially, as mentioned in [TWW81].

Another reason why $\epsilon$ does not give a sufficient correctness criterion is illustrated by a simple example. Suppose $\gamma$ compiles every program $l$ in $L$ into the
(fixed) code sequence \( t \) in \( T \). Therefore, since \( \mu \) is a function, every program has the (fixed) meaning \( \mu(t) \) in \( U \). Furthermore, for every \( l \) in \( L \) suppose that \( \epsilon \) maps \( \pi(l) \) into (the fixed) \( \mu(l) \). The diagram then commutes trivially, although we intuitively would not regard this compiler as being correct.

The degenerate case of one-point algebras seems irrelevant in practice since we expect the machine language \( T \) never to be one-point. However, the second problem discussed above suggests that errors in the compiler arrow \( \gamma \) can be hidden by a suitable choice of the encoding arrow \( \epsilon \). Therefore, the use of the encoding arrow in the Morris Diagram is not adequate for compiler correctness.

Furthermore, the use of an encoding arrow suffers from a pragmatic problem. In practice, we use a compiler to translate a program into machine code; we then execute the code on the machine and, if a result is produce by the execution, we expect to obtain its source level representation as the result of the program evaluation. In other words, we are interested in the results as they are represented in the algebra \( M \).

However, the existence of an encoding \( \epsilon \) that makes the correctness diagram commute is not sufficient to guarantee we can (uniquely) convert from the machine representation of a result to its source language representation. In fact, a diagram with an encoding arrow only guarantees that there exists at least one result in \( M \) that corresponds to the result in \( U \) obtained from the execution of the program's code. We argue this is not sufficient from a pragmatic point of view.

A major limitation of the aforementioned algebraic approaches is that the algebraic semantics used to define the semantics of programming languages is functional. Therefore, these approaches do not directly deal with non-deterministic languages. In the approach initiated by Despeyroux [Des86] and followed by Simpson [Sim90], the nodes of the Morris Diagram become term algebras and the arrows become inductively defined relations between these algebras. Therefore, these approaches model non-deterministic languages naturally. The correctness diagrams used in [Des86,Sim90] use the encoding arrow \( \epsilon \). Therefore, both
approaches suffer from the problems discussed above.

Some authors divide the compiler correctness problem into compiler specification correctness and compiler implementation correctness [Pol81, CM86]. The former refers to the correctness of a compiler specification with respect to the programming language semantics. This category includes all above cited works. Compiler implementation correctness refers to the correctness of a compiler implementation with respect to its specification.

Various aspects distinguish specification and implementation of compilers in this context. For instance, a specification is usually defined in terms of abstract syntax of the program while the implementation may involve lexical analysis, parsing, and so forth. Furthermore, a specification does not need to be executable, and even when it is executable, it is too inefficient to be used in practical applications. On the other hand, an implementation is necessarily executable and often robust for real applications.

This distinction was first addressed in [Pol81]. In [CM86] Chirica and Martin show how to apply the ideas of the Morris Diagram to prove correctness of a compiler implementation. Although we believe that compiler implementation correctness is an important problem, it is not addressed in this thesis.

Summarising the above discussion, we have seen that most approaches to the compiler correctness problem are based on the ideas proposed in [Mor73, TWW81]. However, the original Morris Diagram (see Figure 1) is too restrictive for some practical applications. Furthermore, the use of an encoding arrow $\epsilon$ replacing the decoding arrow $\delta$ cannot be considered a sufficient criterion for compiler correctness. A natural question at this point is whether there is a suitable generalisation of the Morris Diagram which is an (intuitively) sufficient criterion and yet is general enough to address cases such the function value.

Clearly, to require the encoding arrow $\epsilon$ to be injective gives a sufficient correctness criterion in the sense that it does not suffer from the problems addressed above. However, this restriction means that any two distinct program phrases
with distinct semantics must have distinct target semantics. The example of the
function values presented above shows that this restriction is too strong in some
practical cases.

A less restrictive solution would be to use Hoare's idea of a representation
relation [Hoa72] between the algebras $M$ and $U$. Another solution would be
to compare the algebras $M$ and $U$ under observational equivalence [Rei81,ST87,
NO88,Sch90]. The advantages of using observational equivalence over representa-
tion relation were discussed in Chapter 3. Moreover, in [Sch87, page 255] Schoett
gives a proof that observational equivalence is more general than representation
relation.

In Chapter 3, we successfully applied Observational Equivalence to the prob-
lem of equivalence between Relational Specifications. If we consider the problem
of compiler correctness as an instance of equivalence between Relational Spe-
cifications we have a criterion for compiler correctness based on Observational
Equivalence. It is our objective in this chapter to show how the problem of com-
piler correctness can be formulated in the framework developed in Chapter 3.

The use of Observational Equivalence as the criterion for compiler correctness
is an improvement on previous approaches for two clear reasons. First, it is more
general than previous approaches to the problem while it is still an (intuitively)
sufficient criterion for correctness. Second, it is based on a formal definition which
can reasoned about at the meta-level. This level of reasoning is important since
it is now possible to state and prove properties about the correctness criterion,
for instance, those stated in Facts 3.1, 3.2, and 3.3.

It is generally agreed that a major contribution of the ideas in [Mor73,
TWW81,Pol81,CM86,Des86,Sim90] is that they present methodologies to struc-
ture the compiler and other semantic objects involved in the compiler correct-
ness problem. However, this structure does not directly extend to the proofs
of correctness which remains an ad hoc process. Various approaches have pro-
posed ways of structuring the correctness proofs by using semi-automatic theorem
provers [MW72, Coh78, Joy89, Sim90].

Another advantage of formulating the compiler correctness problem in the framework of Chapter 3 is that we can use Model Correspondence as a proof method. As stressed in Chapter 3, Model Correspondence is an improvement over ad hoc approaches because, besides being consistent with respect to Observational Equivalence, it introduces structure into the proofs of equivalence. This structure may suggest ways in which proofs can be semi-automated, contributing to the use of this framework in practical applications.

Summarising, our approach to compiler correctness affirms the ideas proposed in previous approaches and improves these ideas in various aspects. First, it gives a more general and yet (intuitively) sufficient criterion for correctness. Second, it provides a proof method which is consistent with respect to the correctness criterion. Finally, this proof method suggests a methodology to structure the proofs of correctness which complements previous advice on how to structure the other objects involved in the compiler correctness problem. It is the main objective of this chapter to illustrate these improvements.

4.2 Definitional Preliminaries

The definitions in this, and subsequent chapters, use the concept of directed first order signatures in the Relational Specifications. In such a signature the sorts and function names are as in a (standard) first order signature and the relation names have an input/output direction assigned to them. Intuitively, the inputs of a relation characterise the programs in the programming language and the outputs characterise their results. Furthermore, a directed signature has a distinguished relation symbol, called the initial relation of the signature, which defines the meaning of programs by relating programs to their results.

In this chapter we need to distinguish between programs and results so that we can characterise compilers from source language programs into target language programs. In Chapter 5, we will motivate the need for directed relations in the
A directed first order signature (or simply a directed signature) is a quadruple \((S, F, \Pi, \pi)\) such that \((S, F)\) is an algebraic signature, \(\Pi\) is a \(S^+ \times S^*\)-sorted family of sets, and \(\pi \in \Pi\) is a relation name called the initial relation of the signature. A directed signature \((S, F, \Pi, \pi)\) is a sub-signature of \((S', F', \Pi', \pi')\) if \((S, F, \Pi) \subseteq (S', F', \Pi')\) and \(\pi = \pi'\). Hereafter, the signature of any Relational Specification is a directed signature.

A relation name \(\pi \in \Pi_{w \times w'}\), for some \(w \in S^+\) and \(w' \in S^*\), is called a directed relation name and is written \(\pi : w \leftrightarrow w'\). If \(w = s_1 \ldots s_n\) and \(w' = s_{n+1} \ldots s_m\), for \(n > 0\), \(m \geq n\), and \(t_i \in T_X(\Sigma)_{s_i}\), for \(i \in [m+]\), then \(t_w\) is an abbreviation for \(t_1, \ldots, t_n\) and \(t'_w\) is an abbreviation for \(t_{n+1}, \ldots, t_m\). The formula \(\pi(t_1, \ldots, t_n, t_{n+1}, \ldots, t_m)\) in \(F_X(\Omega)_\pi\) is then abbreviated by \(\pi(t_w, t'_{w'})\).

As usual, we will treat \(w\) and \(w'\) as single sorts and \(t_w\) and \(t'_{w'}\) as single terms whenever it does not introduce ambiguities. Therefore, \(t_w \in T_X(\Sigma)\) is an abbreviation for \(t_{s_i} \in T_X(\Sigma)_{s_i}\), for \(i \in [n+]\). The application of a \(S\)-sorted function to \(t_w\) or \(t'_{w'}\) is interpreted as the componentwise application; the same applies for substitutions or other \(S\)-sorted operations. In a formula \(\pi(t_w, t'_{w'})\), \(t_w\) is called the input, and \(t'_{w'}\) is called the output.

The following terminology is used if \(\pi \in \Pi_{w \times w'}\) is the initial relation of a directed signature. A program formula is a formula \(\pi(\overline{t_w}, t'_{w'})\), where \(\overline{t_w} \in T(\Sigma)\) and \(t'_{w'} \in T_X(\Sigma)\). The (ground) term \(\overline{t_w}\) is called the program and, whenever \(t'_{w'}\) is ground, it is called the result of the program formula. Notice that this definition of the term "program" is different from its common usage. A program in our terminology contains an actual program together with the context in which this program evaluates.

We denote the set of program formulae in a first order signature \(\Omega\) by \(P_X(\Omega)\); thus \(P(\Omega)\) denotes the set of ground program formulae. Clearly, \(P_X(\Omega) \subseteq F_X(\Omega)_\pi\) whenever \(X \neq \{\}\), and \(P(\Omega) = F(\Omega)_\pi\).

For example, we can define a directed signature \(\Omega = (S, F, \Pi, - \vdash - \Rightarrow -)\) based on the signature \(\Omega^{S_{Env}}\), defined in Example 3.2, as follows: \(S = S^{S_{Env}}\).
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$F = F^{\text{Env}}, \Rightarrow_S: \text{exp} \leftrightarrow \text{val}$, and $\_ \vdash _: \text{env} \times \text{exp} \leftrightarrow \text{val}$. A program in $\Omega$ is a pair containing a ground environment and a ground $\text{Fun}$ expression, e.g., $(E, \text{num}(1) + \text{num}(2))$. A program formula in $P_{X^E}(\Omega)$ is, for instance, a formula $\varepsilon_E \vdash \text{num}(1) + \text{num}(2) \Rightarrow v$, for some $v \in X_{\text{val}}$. Hereafter, whenever it is necessary to refer to $\Omega$ we will use $\Omega^{\text{Env}} = (S^{\text{Env}}, F^{\text{Env}}, \Pi^{\text{Env}}, \_ \vdash _: \Rightarrow \_)$.

The directed signature $\Omega^{\text{Env}}$ will be used in Section 4.4 in the example of a compiler correctness proof.

4.3 Evaluation by Compilation

In this section we study compiler correctness in the context of the theory of Observational Equivalence developed in Chapter 3. The generality of the framework developed in Chapter 3 makes it simple to formulate the compiler correctness problem as an instance of equivalence between Relational Specifications. However, the compiler correctness problem possesses particular aspects which require specific treatment by a correctness theory. In this sense, compiler correctness is not just an instance of equivalence between Relational Specifications but has extra requirements that account for these particular aspects. It is our objective in this section to characterise these extra-requirements.

Our approach to structuring the compiler correctness problem is inspired by the early algebraic approaches [Mor73, TWW81]. However, our interpretation of the Morris Diagram (Figure 1, page 94) is similar to the approaches in [Des86, Sim90] in which the nodes of the diagram are term algebras and the arrows are inductively defined relations between the carriers of these algebras. We illustrate our interpretation of compiler correctness using the diagrams in Figure 2.

In Figure 2, the nodes $L$, $M$, $T$, $U$, and $M'$ are term algebras, the double arrows are directed relations and the single arrow is a partial function. Both diagrams describe first order models of some directed signature $\Omega$. The left diagram describes an $\Omega$-model $LM$ in which the programming language is defined by a directed relation $\pi : L \leftrightarrow M$ between programs and results. The right diagram
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Figure 2: Evaluation by Compilation

describes what we call an Evaluation by Compilation, or simply a Compilation, which is an $\Omega$-model $LTUM'$ in which the semantics of a program is defined by the composition of the compiler $\gamma : L \to T$, the machine language semantics $\mu : T \leftrightarrow U$, and the unloading of results $\delta : U \leftrightarrow M'$.

The conditions for compiler correctness are also expressed by the diagrams in Figure 2. Let $\Omega_{OBS} \subseteq \Omega$ be an observation signature. The Compilation $LTUM'$ is correct with respect to $LM$ and $\Omega_{OBS}$ if and only if $\gamma$ is a (partial) function and $LM \equiv_{\Omega_{OBS}} LTUM'$. Whenever the $\Omega$-models $LM$ and $LTUM'$ are defined by Relational Specifications in $Spec(\Omega_{OBS})$, say $S$ and $C$ respectively, the second requirement becomes $S \simeq C$.

In the above sense, compiler correctness should be actually called Compilation correctness. In fact, the question of what it means for a compiler to be correct with respect to the semantics of the programming language is vacuous if asked in isolation of the other components of the Compilation. Nevertheless, we prefer to keep the more traditional terminology and use "compiler correctness" in this presentation.

Compiler correctness is not just an instance of Observational Equivalence
between Relational Specifications because we require the compiler $\gamma$ to be a partial function instead of an arbitrary directed relation. In the rest of this section we will use examples to illustrate the above ideas. However, before we move on to the examples, let us discuss the motivations for requiring the compiler to be a (partial) function.

This requirement is motivated by the behaviour we expect from the Compilation process when the language is non-deterministic. Whenever a programming language is non-deterministic, there will be a relation in which any program in $L$ may be related to more than one result in $M$. In a Compilation, we have the freedom to simulate this non-determinism in either of the three stages, provided the overall non-deterministic behaviour is equivalent to that of $\pi$.

However, this freedom is misleading if we consider this problem from a pragmatic point of view. In practice, whenever we need all possible results of the evaluation of a (non-deterministic) program we expect to be able to compile the program once and for all and then run the generated code as many times as necessary. However, if the non-determinism of the Compilation is produced by a non-deterministic compiler while the machine evaluation of the generated code is deterministic, we will have to recompile the program before each re-evaluation. This is clearly not what we expect in practice. The compiler correctness condition makes sure that we obtain the behaviour we expect from a non-deterministic Compilation by requiring $\gamma$ to be a (partial) function.

Let us now use an example to illustrate how to define Compilations using Relational Specifications. This and following examples have some similarities with the work of Despeyroux [Des86]. Throughout the rest of this chapter we discuss the main similarities and differences between Despeyroux’s work and our approach to the definition of Compilations and to compiler correctness proofs.

In agreement with previous approaches, we advocate that the starting point in the design of a Compilation is the formal semantics of the programming language. Therefore, we start by defining a Relational Specification derived from $SEnv$ (see
Example 3.2) for the language $Fun$ of previous examples.

First, let $\Omega^{Env}$ be the directed signature defined in Section 4.2. Let us now define a Relational Specification $Env = (\Omega^{Env}, \phi^{Env}, A^{Env}, \Omega^{Fun}_{OBS})$ by making $\phi^{Env}$ and $A^{Env}$ to be the same as $\phi^{SEnv}$ and $A^{SEnv}$ respectively. Let $\Omega^{Fun}_{OBS}$ be the directed signature that has $\vdash -$ as the initial relation, $\Pi^{Fun}_{OBS}$ has only the symbol $\vdash -$ as the relation, and $S^{Fun}_{OBS}$ and $F^{Fun}_{OBS}$ are defined by the following BNF rules:

\[
\begin{align*}
exp & ::= \text{var} | \text{nat} | \text{exp} + \text{exp} | \text{let \ var = \ exp in \ exp} \\
& \quad | \text{fn \ var. \ exp} | \text{exp(exp)} \\
env & ::= \varepsilon_E \\
\text{var} & ::= x | y | \ldots \\
\text{nat} & ::= 0 | 1 | \ldots \\
\text{funval} & ::= \ldots \\
\text{val} & ::= \text{nat}
\end{align*}
\]

The observable terms according to these BNF rules are the expressions of sort $exp$, the empty environment, variables, and values of sort $nat$ of the form 0, 1, and so forth. The sort $funval$ is observable, but there is no constructor for building observable terms of this sort. Hereafter, let $M^{Env}$ denote the Declarative Semantics of $Env$. Notice that the Declarative Semantics $M^{SEnv}$ of $SEnv$ is equal to $M^{Env}$.

Once we have the programming language semantics, the next stage is to define the Compilation process. In practice, this stage starts with the definition of the machine language semantics. The next example defines the semantics of the Categorical Abstract Machine (CAM) [CCM84] by a Relation Specification.

The definition of the CAM in the following example is the first difference between our approach and Despeyroux's approach in [Des86]. Despeyroux defines the CAM by a relation that describes the entire evaluation of a sequence of machine instructions into a final result. We define a transition relation that describes the evaluation of a single machine instruction and then use the transitive-reflexive closure of this relation to evaluate sequences of instructions.
We chose this approach to define the CAM because this style of defining an abstract machine will be used in the characterisation of Compiler-debuggers in Chapter 7. Furthermore, the definition of the CAM given below will also be used in various examples in Chapter 7.

**Example 1** In this example we present a complete definition of a subset of the CAM that is sufficient for the Compilation of Fun programs. This definition is given by a Relational Specification $Cam = (\Omega^{Cam}, \phi^{Cam}, A^{Cam}, \Omega^{Cam}_{OBS})$. The grammar below defines the sets $S^{Cam}$ and $F^{Cam}$ of $\Omega^{Cam}$:

\[
\begin{align*}
state :& ::= (stack, code) \\
stack :& ::= \varepsilon_S | val \cdot stack \\
code :& ::= \varepsilon_C | inst \cdot code \\
val :& ::= nat \mid funval \mid (val, val) \mid () \\
nat :& ::= plus(nat, nat) \mid 0 \mid 1 \mid \ldots \\
funval :& ::= [val, code] \\
inst :& ::= \text{quote}(nat) \mid \text{push} \mid \text{car} \mid \text{cdr} \mid \text{cons} \\
& \quad \mid \text{swap} \mid \text{cur}(code) \mid \text{app} \mid \text{add}
\end{align*}
\]

where $\varepsilon_S$ denotes the empty stack, $\varepsilon_C$ denotes the empty sequence of machine instructions, and $()$ denotes an empty pair. A stack is a sequence of machine values and a code is a sequence of machine instructions. We denote the concatenation of two code sequences $c$ and $c'$ as $c@c'$. The val component of a function value holds a machine environment, which is an encoding of a source language environment obtained using de Bruijn's method [dB72]. We extend $X^E$ with the following components:

\[
\begin{align*}
X^E_{\text{state}} & \text{ generated by } st & X^E_{\text{stack}} & \text{ generated by } S \\
X^E_{\text{code}} & \text{ generated by } c & X^E_{\text{inst}} & \text{ generated by } op
\end{align*}
\]

We present the rules that define the directed relation $\xrightarrow{\text{CAM}}: state \leftrightarrow state$. This relation defines the evaluation of a single CAM instruction. The transitive-reflexive
closure of $\text{CAM}$, written $\overrightarrow{\text{CAM}}$, defines the evaluation of arbitrary sequences of instructions. The definition of $\overrightarrow{\text{CAM}}$ by a set of Relational Rules is straightforward and is omitted in this presentation.

The Transition Relation

\[
\begin{align*}
(\overrightarrow{\text{CAM}}) & \quad (v \cdot S, \text{quote}(n) \cdot c) \rightarrow (n \cdot S, c) \\
(\overrightarrow{\text{CAM}}) & \quad (v \cdot S, \text{push} \cdot c) \rightarrow (v \cdot v \cdot S, c) \\
(\overrightarrow{\text{CAM}}) & \quad ((v_1, v_2) \cdot S, \text{car} \cdot c) \rightarrow (v_1 \cdot S, c) \\
(\overrightarrow{\text{CAM}}) & \quad ((v_1, v_2) \cdot S, \text{cdr} \cdot c) \rightarrow (v_2 \cdot S, c) \\
(\overrightarrow{\text{CAM}}) & \quad (v_1 \cdot v_2 \cdot S, \text{cons} \cdot c) \rightarrow ((v_2, v_1) \cdot S, c) \\
(\overrightarrow{\text{CAM}}) & \quad (v_1 \cdot v_2 \cdot S, \text{swap} \cdot c) \rightarrow (v_2 \cdot v_1 \cdot S, c) \\
(\overrightarrow{\text{CAM}}) & \quad (v \cdot S, \text{cur}(c') \cdot c) \rightarrow ([v, c'] \cdot S, c) \\
(\overrightarrow{\text{CAM}}) & \quad (\text{app} \cdot c') ((v, v') \cdot S, c@c') \\
(\overrightarrow{\text{CAM}}) & \quad (v_1 \cdot v_2 \cdot S, \text{add} \cdot c) \rightarrow (\text{plus}(v_2, v_1) \cdot S, c)
\end{align*}
\]

The directed signature $\Omega^\text{CAM}$ is defined by $(S^\text{Cam}, F^\text{Cam}, \Pi^\text{Cam}, \overrightarrow{\text{CAM}})$, where $\overrightarrow{\text{CAM}}: \text{state} \times \text{state}$. For all $s \in S^\text{Cam}$, $A_s^\text{Cam} = T(\Sigma^\text{Cam})$, except that $A_{\text{nat}}^\text{Cam} = \{0, 1, \ldots\}$. Moreover, the $\Sigma^\text{Cam}$-algebra $A^\text{Cam}$ interprets plus as the standard sum operation on the natural numbers and all other function names are given the term algebra interpretation.
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The observational signature $\Omega_{OBS}^{Cam}$ of $Cam$ is just the signature $\Omega^{Cam}$. Therefore, every object in this Relational Specification is observable. This finishes Example 4.1.

Once the machine language semantics is defined, the next step in the definition of a Compilation process is to define the compiler.

Example 2 In this example we define a compiler for $Fun$ into CAM code by presenting a Relational Specification $Trans = (\Omega^{Trans}, \phi^{Trans}, A^{Trans}, \Omega_{OBS})$. The signature $\Omega^{Trans}$ is the union of $\Omega^{Cam}$ with the relation names defined in the Relational Rules below and the algebraic signature defined by the following BNF rules:

\[
\begin{align*}
\text{sfunval} & ::= (env, var, exp) \\
\text{sval} & ::= \text{nat} \mid \text{sfunval} \\
\text{env} & ::= \epsilon_E \mid \text{var} \mapsto \text{sval} \cdot \text{env} \\
\text{comp_env} & ::= \epsilon_{CE} \mid (\text{comp_env}, \text{var})
\end{align*}
\]

where $exp$ and $var$ are defined in Example 3.1. In the grammar above $sval$ and $sfunval$ are the same as $val$ and $funval$ of Example 3.2. The sort names must be changed to distinguish them from $val$ and $funval$ of the signature $\Omega^{Cam}$.

The compiler generates code for pairs of the form $(E, e)$ where $E$ is an environment and $e$ is a $Fun$ expression. In fact, the compiler constructs a machine state of the form $(S, c)$ where $c$ is the code generated for $e$ with respect to the environment $E$ and $S$ is a compiled version of $E$, called the machine environment. Such an environment is a pair in which values are accessed using a sequence of $\text{car}$ and $\text{cdr}$ instructions. This sequence is a form of de Bruijn encoding of variables [dB72]. In the rest of this section, we will write a sequence of CAM code $op_1 \cdot \ldots \cdot op_n \cdot \epsilon_C$ using the usual sequence notation $(op_1, \ldots, op_n)$, to improve readability.

We extend $X^E$ with the component $X^{comp_env}_E$ generated by $CE$. The rules below define the compiler $\text{Comp}_E: env \times exp \leftrightarrow state$; this definition uses three
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auxiliary relations. The relation \[ \rightarrow_E: \text{env} \leftrightarrow \text{comp.env} \times \text{val} \] compiles an environment into a compilation-environment and a machine environment, i.e., a pair of values as described above. The compilation-environment is necessary in the generation of lookup code of variables. The relation \[ \rightarrow_{LC}: \text{comp.env} \times \text{var} \leftrightarrow \text{code} \] generates lookup code for variables, and \[ \vdash \text{Comp}_E: \text{env} \times \text{exp} \leftrightarrow \text{code} \] generates code for expressions.

Environment-Compiler

\[ \begin{align*} \varepsilon_E & \rightarrow_E (\varepsilon_{CE}, ()) \\ E & \rightarrow_E (CE, v) \\ id & \mapsto n \cdot E \rightarrow_E ((CE, id), (v, n)) \end{align*} \]

(1) \[ \begin{align*} E' & \rightarrow_E (CE', v') \\ (CE', id') & \vdash e' \text{ Comp}_E c \\ E & \rightarrow_E (CE, v) \\ id & \mapsto (E', id', v') \cdot E \rightarrow_E ((CE, id), (v, [v', c])) \end{align*} \]

(2) \[ \begin{align*} \text{Lookup Code} \quad \begin{aligned} (\text{comp.env}, \text{var}) & \rightarrow_{LC} \text{ code} \\ ((CE, id), id) & \rightarrow_{LC} (\text{cdr}) \quad (4) \\ id' \neq id \quad (CE, id) & \rightarrow_{LC} c \\ ((CE, id'), id) & \rightarrow_{LC} (\text{car})@c \quad (5) \end{aligned} \end{align*} \]

The Code Generator

\[ \begin{align*} CE & \vdash n \text{ Comp}_E \text{ (quote}(n)) \\ (CE, id) & \rightarrow_{LC} c \\ CE & \vdash id \text{ Comp}_E c \end{align*} \]

(6) \[ \begin{align*} CE & \vdash e_1 \text{ Comp}_E c_1 \quad CE & \vdash e_2 \text{ Comp}_E c_2 \\ CE & \vdash e_1 + e_2 \text{ Comp}_E \text{(push)}@c_1@(swap)@c_2@(add) \quad (8) \end{align*} \]

\[ \begin{align*} CE & \vdash e_1 \text{ Comp}_E c_1 \quad (CE, id) & \vdash e_2 \text{ Comp}_E c_2 \\ CE & \vdash \text{let } id = e_1 \text{ in } e_2 \text{ Comp}_E \text{(push)}@c_1@(cons)@c_2 \quad (9) \end{align*} \]
Chapter 4. Compiler Correctness

\[(CE, id) \vdash e \xrightarrow{\text{Comp}} c\]  
\[CE \vdash \text{fn } id \cdot e \xrightarrow{\text{Comp}} \langle \text{cur}(c)\rangle\]  
\[\begin{align*}
CE \vdash e_1 \xrightarrow{\text{Comp}} c_1 & \quad CE \vdash e_2 \xrightarrow{\text{Comp}} c_2 \\
CE \vdash e_1(e_2) \xrightarrow{\text{Comp}} \langle \text{push}@c_1\rangle@\langle \text{swap}@c_2\rangle@\langle \text{cons,app}\rangle
\end{align*}\]  

The Compiler

\[
E \longrightarrow E (CE, v) \quad CE \vdash e \xrightarrow{\text{Comp}} c \\
(E, e) \xrightarrow{\text{Comp}} (v \cdot \varepsilon_S, c)
\]

The algebra \(A^{\text{trans}}\) is the trivial term algebra on all function names. The observational signature \(\Omega^{\text{trans}}_{\text{OBS}}\) is just the signature \(\Omega^{\text{trans}}\). This finishes Example 4.2.

There are still two remaining stages in the definition of a Compilation. First we must define the unload relation and then to compose the compiler, machine semantics, and unload relation to obtain the semantics \(\text{Fun}\) expressions.

Example 3 This example defines the remaining components of a Compilation for \(\text{Fun}\) programs by presenting a Relational Specification

\[\text{Comp} = (\Omega^{\text{Comp}}_{\text{Comp}}, \phi^{\text{Comp}}_{\text{Comp}}, A^{\text{Comp}}_{\text{Comp}}, \Omega^{\text{Fun}}_{\text{OBS}})\]

The BNF rules which define the sets \(S^{\text{Comp}}\) and \(F^{\text{Comp}}\) of \(\Omega^{\text{Comp}}\) are the same as in Example 2. The rules below define the unloading relation \(\longrightarrow_u: \text{state} \leftrightarrow \text{val}\) and the evaluation of \(\text{Fun}\) expressions given by the relation \(\vdash \Rightarrow : \text{env} \times \text{exp} \leftrightarrow \text{val}\). The entire set of rules \(\phi^{\text{Comp}}\) is the union of the rules below and the rules defined in Examples 1 and 2.

Unloading of Results

\[
(v \cdot S, \varepsilon_C) \longrightarrow_u v
\]
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The Compilation

\[
\begin{align*}
\text{env} \vdash \text{exp} \Rightarrow \text{val} \\
(E, e) \xrightarrow{\text{Comp}} (S, \varepsilon_C) \quad (S, \varepsilon_C) \xrightarrow{\text{CAML}} v \\
E \vdash e \Rightarrow v
\end{align*}
\]

(2)

In rule (1), \(\varepsilon_C\) indicates we only unload results from successful states. Rule (2) is what we call a Compilation rule; it defines the evaluation of \(e\) in \(E\) by compiling \(e\) into code for the CAM, executing this code by using the transitive-reflexive closure of \(\text{CAML}\), and unloading the result from the final CAM state.

The \(\Sigma\)-algebra \(A^{\text{Comp}}\) agrees with the algebras defined in Examples 1 and 2 on all function names. The observation signature \(\Omega_{\text{OBS}^{\text{Fun}}}\) is the same as for the Relational Specification \(\text{Env}\) defined above. Hereafter, let \(M^{\text{Comp}}\) denote the Declarative Semantics of \(\text{Comp}\).

This finishes Example 4.3.

In Examples 1, 2, and 3 we illustrated how to structure the design of a Compilation in Relational Specification. We started by defining the abstract machine which gives the target language for the compiler. We then defined the compiler and the unloading relation, and composed them using a Compilation rule. We believe this is a pattern which frequently occurs in the design of compilers in practice.

There are other possibilities in the definition of a Compilation of \(\text{Fun}\) into CAM. For instance, it is straightforward to define a Compilation that uses the definition of the CAM given in [Des86].

4.4 A Proof of Compiler Correctness

In Section 4.3 we presented a criterion for compiler correctness and then used an example to illustrate how to design a Compilation in Relational Semantics. We now have two definitions of the language \(\text{Fun}\) given by the Relational Specifications \(\text{Env}\) and \(\text{Comp}\). In this section we will prove the correctness of \(\text{Comp}\) with respect to \(\text{Env}\).
In the framework of Chapter 3, this "correctness" would mean establishing whether $Env \cong Comp$. However, $Comp$ defines a Compilation and we are interested in a compiler correctness proof of $Comp$ with respect to $Env$. Therefore, we must prove two conditions. First, we must show that the rules for $Comp$ defined in Example 2 define a (partial) function. Then, we prove that $Env \cong Comp$.

Our motivation in this sections is to emphasise that there are more requirements in a compiler correctness proof than in a proof of equivalence between Relational Specifications. Furthermore, we want illustrate the use of Model Correspondence in compiler correctness proofs.

Following the same conventions used in Section 3.5, whenever $E \in A_{env}^{Env}$, $e \in A_{exp}^{Exp}$, and $v \in A_{val}^{Val}$ we write $E \vdash e \Rightarrow v$ for $(E, e, v) \in (\vdash \Rightarrow)^{M_{env}}$ when it does not introduce ambiguities; the same convention applies to other relations in $Env$ and for every relation in $Comp$.

The first step in the compiler correctness proof of $Comp$ with respect to $Env$ is to establish whether $Comp$ defines a function. This is stated in the following proposition.

**Proposition 1** For all $E \in A_{env}^{Comp}$ and $e \in A_{exp}^{Comp}$ if there exist $st, st' \in A_{state}^{Comp}$ such that $(E, e) \xrightarrow{Comp} st$ and $(E, e) \xrightarrow{Comp} st'$ then $st = st'$.

**Proof** (Sketch) The definition of $Comp$ in rule 2(12) is given in terms of the relations $\rightarrow_E$ and $\vdash$. This proof follows easily by induction on the height of the proof trees for the relation $\vdash$. We omit the details of the proof from this presentation.

The next stage in the compiler correctness proof is to establish the equivalence between $Env$ and $Comp$.

**Proposition 2** The Relational Specifications $Env$ and $Comp$ are observationally equivalent, i.e., $Env \cong Comp$. 
Hereafter, we drop the superscript \( \text{Fun} \) from the signature \( \Omega_{\text{OBS}}^{\text{Fun}} \) whenever it does not introduce ambiguities. The proof of Proposition 2 follows the structure of the proof of Proposition 3.3 that established the Observational Equivalence of \( \text{Sub} \) and \( \text{SEnv} \). For this proof we must establish whether:

\[
M_{\text{Env}} / \Omega_{\text{OBS}} \equiv_{\text{OBS}} M_{\text{Comp}} / \Omega_{\text{OBS}}
\]

For this proof we define a pair of relations \((G, H)\) and prove that this pair is an \( \Omega_{\text{OBS}} \)-Model Correspondence between \( M_{\text{Env}} / \Omega_{\text{OBS}} \) and \( M_{\text{Comp}} / \Omega_{\text{OBS}} \). To simplify the presentation of the proof let \( ME \) denote \( M_{\text{Env}} / \Omega_{\text{OBS}} \), \( MC \) denote \( M_{\text{Comp}} / \Omega_{\text{OBS}} \), \( AE \) denote \( A^{\text{Env}} / \Sigma_{\text{OBS}} \), and \( AC \) denote \( A^{\text{Comp}} / \Sigma_{\text{OBS}} \). Clearly, the algebras \( AE \) and \( AC \) are total algebras. This fact will simplify the presentation of the following proofs.

**Definition 1 (The Relation \( G \))** Let us define a \( \Sigma_{\text{OBS}} \)-sorted relation \( G \) such that each \( G_s \subseteq AE_s \times AC_s \), \( s \in \Sigma_{\text{OBS}} \), is defined as follows

For \( s \in \{ \text{exp}, \text{env}, \text{var}, \text{nat} \} \), \( G_s \) is the identity relation on \( AE_s \times AC_s \).

\[
G_{\text{funval}} = \{ ((E, id, e), [S, c]) : E \rightarrow_S (CE, S) \text{ and } (CE, id) \vdash e \xrightarrow{\text{Comp}} c \}
\]

\[
G_{\text{val}} = G_{\text{funval}} + G_{\text{nat}} \]

**Definition 2 (The Relation \( H \))** The relation name \( \vdash \Rightarrow \) is the only relation in \( \Pi_{\text{OBS}} \). Therefore, we define \( H_{\vdash \Rightarrow} \) as the smallest (with respect to set inclusion) such that:

1. For all \( E \in T(\Sigma_{\text{OBS}})_{\text{env}} \), \( e \in T(\Sigma_{\text{OBS}})_{\text{exp}} \), and \( v \in T(\Sigma_{\text{OBS}})_{\text{val}} \) then:

\[
((\psi_{\text{env}}^{AE}(E), \psi_{\text{exp}}^{AE}(e), \psi_{\text{val}}^{AE}(v)), (\psi_{\text{env}}^{AC}(E), \psi_{\text{exp}}^{AC}(e), \psi_{\text{val}}^{AC}(v))) \in H_{\vdash \Rightarrow}
\]

2. For all \( (E, E) \in G_{\text{env}}, (e, e) \in G_{\text{exp}}, \text{ and } (v, v') \in G_{\text{val}}, \)

if \( (E, e, v) \in \vdash \Rightarrow_{\text{ME}} \) and \( (E, e, v') \in \vdash \Rightarrow_{\text{MC}} \) then:

\[
((E, e, v), (E, e, v')) \in H_{\vdash \Rightarrow}
\]
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We now have to prove Proposition 3, and the proof of Proposition 2 then follows from Theorem 3.1.

**Proposition 3** The pair \((G, H)\) of Definitions 1 and 2 is a \(\Omega_{\text{OBS}}\)-Model Correspondence between ME and MC, i.e., \((G, H) : \text{ME} \leftrightarrow \text{MC}\).

The proof of this proposition is easier if we prove the following lemmas first. The first lemma relates the evaluation of variables in Env and Comp. The proof of this lemma is simpler than the proof of Lemma 2 and carried out in the same way. Therefore, we omit the proof of Lemma 1 from this presentation.

**Lemma 1** For all \((E, E) \in G_{\text{env}}, (id, id) \in G_{\text{var}}, S' \in A_{\text{stack}},\) and \(c' \in A_{\text{code}}:\)

1. If there exists \(v \in A_{\text{val}}\) such that \((E, id) \xrightarrow{L} v\)
then there exists \(v', v'' \in A_{\text{val}}, CE \in A_{\text{comp.env}}, c \in A_{\text{code}}\) such that \(E \xrightarrow{E} (CE, v''), CE \vdash id \xrightarrow{\text{Comp}} c, (v''.S', c@c') \xrightarrow{\text{CAM}^*} (v'.S', c')\) and \((v, v') \in G_{\text{val}}\)

2. And conversely

The next lemma relates the evaluation of arbitrary expressions in Env and Comp. The reader familiar with the proof of correctness given in [Des86] will notice that Lemma 2 is similar to the central correctness theorem of that proof. In this sense, our proof of correctness in this example is similar to the proof in [Des86]. However, one of the main advantages of using Model Correspondence is that this proof method is formally consistent with respect to Observational Equivalence.

**Lemma 2** For all \((E, E) \in G_{\text{env}}, (e, e) \in G_{\text{exp}}, S' \in A_{\text{stack}},\) and \(c' \in A_{\text{code}}:\)

1. If there exists \(v \in A_{\text{val}}\) such that \(E \vdash e \Rightarrow v\)
then there exists \(v', v'' \in A_{\text{val}}, CE \in A_{\text{comp.env}}, c \in A_{\text{code}}\)
such that \(E \xrightarrow{E} (CE, v''), CE \vdash e \xrightarrow{\text{Comp}} c, (v''.S', c@c') \xrightarrow{\text{CAM}^*} (v'.S', c')\) and \((v, v') \in G_{\text{val}}\)

2. And conversely
Proof  We prove 2(1) and 2(2) separately.

2(1)  This proof is by induction on the height of the proof tree for $E \vdash e \Rightarrow v$ in $Env$.

Rule 3.2(2) In this case $e = n$, and the proof tree in $Env$ is as follows:

$$E \vdash n \Rightarrow n^{AE}$$

In $Comp$ we have the following proof trees:

$$E \rightarrow_E (CE, v'')$$

$$CE \vdash n^{Comp} (\text{quote}(n))$$

and the following single CAM transition:

$$(v'' \cdot S', (\text{quote}(n)) \odot c') \xrightarrow{\text{CAM}} (n^{AC} \cdot S', c')$$

Therefore, $n^{AE} = n^{AC}$ and it is trivial to conclude that $(n^{AE}, n^{AC}) \in G_{val}$.

Rule 3.2(3) The proof of this case follows immediately from Lemma 1.

Rule 3.2(4) The proof of this case is simpler than for the other cases and we omit it here.

Rule 3.2(5) The proof of this case is similar to the case of rule 3.2(7). It is therefore omitted.

Rule 3.2(6) In this case $e = \text{fn id} . e'$, and the proof tree for this expression is as follows:

$$E \vdash \text{fn id} . e' \Rightarrow (E, id, e')$$

In $Comp$ the corresponding proof trees are as follows:

$$E \rightarrow_E (CE, v'')$$

$$CE \vdash \text{fn id} . e' \xrightarrow{\text{Comp}} (\text{cur}(c))$$
and we have the following single CAM transition:

\((v'' \cdot S', (\text{cur}(c))@c') \xrightarrow{\text{CAM}} ([v'', c] \cdot S', c')\)

It follows from the definition of \(G_{\text{funval}}\) that \(((E, id, e'), [v'', c]) \in G_{\text{val}}\).

**Rule 3.2(7)** In this case \(e = e_1(e_2)\). If there exists \(v\) and a proof tree for \(E \vdash e_1(e_2) \Rightarrow v\) in \(Env\) this proof tree must be of the following form:

\[
\begin{align*}
&PT_1 \quad PT_2 \quad PT_3 \\
E \vdash e_1 \Rightarrow (E', id, e') & E \vdash e_2 \Rightarrow v_2 & id \mapsto v_2 \cdot E' \vdash e' \Rightarrow v \\
E \vdash e_1(e_2) \Rightarrow v
\end{align*}
\]

Therefore, in \(Comp\) we must have the following proof trees:

\[
\begin{align*}
&PT_1' \quad PT_2' \quad PT_3' \\
E \xrightarrow{E} (CE, v'') & CE \vdash e_1 \xrightarrow{\text{Comp}} c_1 \quad CE \vdash e_2 \xrightarrow{\text{Comp}} c_2 \\
&CE \vdash e_1(e_2) \xrightarrow{\text{Comp}} (\text{push}@c_1@(\text{swap}@c_2@(\text{cons,app})@c')
\end{align*}
\]

and the following CAM transition sequence:

\[
\begin{align*}
&((v'' \cdot S', (\text{push}@c_1@(\text{swap}@c_2@(\text{cons,app})@c')) \xrightarrow{\text{CAM}} \\
&(v'' \cdot v'' \cdot S', c_1@(\text{swap}@c_2@(\text{cons,app})@c')) \xrightarrow{\text{CAM}} \\
&(v'' \cdot v'_1 \cdot S', c_2@(\text{cons,app})@c') \xrightarrow{\text{CAM}} \\
&(v'' \cdot v'_1 \cdot S', \text{cons,app}@c') \xrightarrow{\text{CAM}} \\
&([(v''', c'''), v''_2) \cdot S', (\text{app}@c') \xrightarrow{\text{CAM}} \\
&((v''', v''_2) \cdot S', c''@c') \xrightarrow{\text{CAM}} \\
&(v \cdot S', c')
\end{align*}
\]

And the existence of the above transition sequence is justified as follows. From the inductive hypothesis applied to \(PT_1, PT_1'\), and (1) we have \(((E', id, c'), v'_1) \in G_{\text{val}}\). Therefore, \(v_1 = [v''', c'']\) where \(E' \xrightarrow{E} (CE', v''')\) and \((CE', id) \vdash e' \xrightarrow{\text{Comp}} c''\).

From the inductive hypothesis applied to \(PT_2, PT_2'\), and (2) we obtain that \((v_2, v'_2) \in G_{\text{val}}\). Moreover, \(id \mapsto v_2 \cdot E' \xrightarrow{E} ((CE', id), (v''', v''_2));\) thus we can apply the inductive hypothesis on \(PT_3\) and (3) and obtain that \((v, v') \in G_{\text{val}}\). This finishes the proof of 2(1).
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2(2) (Sketch): This proof is analogous to the proof of part 2(1), and follows by induction on the length of the CAM evaluation of the code sequence of the expressions.

This finishes the proof of Lemma 2. □

Proof (of Proposition 3) We must prove that \((G, H)\) obeys the requirements of Definitions 3.3(1) and 3.3(2). Since AE and AC give the same interpretation for each symbol in \(\Sigma_{OBS}\) the proof of Definition 3.3(1) is trivial. Therefore, we can assume that \(G: AE \rightarrow \times_{\Sigma_{OBS}} AC\). It remains to prove Definition 3.3(2).

First, let us prove Definition 3.3(2.i) is satisfied. Any pair \(((E, e, v), (E', e', v'))\) can only be in \(H_{\rightarrow}\) because of either Definition 2(1) or Definition 2(2). Suppose it is because of Definition 2(1), then from Proposition 3.1 it follows that \((E, E') \in G_{env}, (e, e') \in G_{exp}\), and \((v, v') \in G_{val}\). Suppose now that it is because of Definition 2(2). It is then clear that \(E = E', e = e', (E, E') \in G_{env}\), and \((e, e') \in G_{exp}\), and it follows from Lemma 2 that \((v, v') \in G_{val}\). We then conclude that Definition 3.3(2.i) is satisfied.

Definition 3.3(2.ii) follows trivially from Definition 2(1). It remains to show that \(\_ \vdash \_ \Rightarrow \_\) is compatible with \(H_{\rightarrow}\) in the sense of Definition 3.3(2). i.e., we must prove the following statement:

whenever \(((E, e, v), (E, e, v')) \in H_{\rightarrow}\) then:

\((E, e, v) \in \_ \vdash \_ \Rightarrow \_^{ME}\) if and only if \((E, e, v') \in \_ \vdash \_ \Rightarrow \_^{MC}\)

The proof, similarly to that of Proposition 3.3 presented in Section 3.5, follows by analysing the possibilities of \(v\) and \(v'\). We omit the details from this presentation.

Therefore, we have proved that \((G, H)\) satisfies Definitions 3.3(1) and 3.3(2), concluding that \((G, H): ME \leftarrow_{\Omega_{OBS}} MC\). From Theorem 3.1 it follows that \(ME \equiv_{\Omega_{OBS}} MC\) and from Definition 3.4 we obtain that \(Env \cong Comp\). This finishes the proof of equivalence between \(Env\) and \(Comp\). □
Comment

There is no representation relation from MC to ME because there is no homomorphism from a subset of $A_{funval}^{Comp}$ to $A_{funval}^{Env}$ that will make the diagram of Figure 1 commute. For instance, the machine closure $[( ), 3]$ is the result of the evaluation of the Fun expression $\text{fn id . 3}$ on the empty environment for all formal parameters id. Therefore, this is a practical example in which the use of Observational Equivalence is more general than the use of representation relations in compiler correctness. Furthermore, it is possible to find examples in which there is no representation relation in either direction between two algebras, as demonstrated in [Sch87, page 255].

Let us now establish the equivalence between $Comp$ and the Relational Specification $Sub$ defined in Example 3.1. We will assume that the signatures of $Sub$ and $SEnv$ were modified to be directed signatures in the obvious way. Furthermore, let the relation $\Rightarrow: exp \leftrightarrow val$ be the initial relation of those signatures. The problem in establishing the equivalence between $Sub$ and $Comp$ is that $Comp$ does not define the relation $\Rightarrow$. This relation is the initial relation in $Sub$ and belongs to its observation signature. A simple solution is to add the following rule to the set $\phi^{Comp}$:

\[
\frac{e \in E \Rightarrow e \Rightarrow u}{e \Rightarrow u}
\]

This rule is the same as rule 3.2(1) and serves the purpose of defining the relation $\Rightarrow$ in terms of the relation $\in \Rightarrow$. Then we build a Relational Specification $SComp = (\Omega^{SComp}, \phi^{SComp}, A^{SComp}, \Omega^{SPfun}_{OBS})$ where $\Omega^{SComp}$ is equal to $\Omega^{Comp}$ except that the initial relation is $\Rightarrow$ instead of $\in \Rightarrow$. The set of rules $\phi^{SComp}$ is $\phi^{Comp}$ with the above rule, and $A^{SComp}$ is the same as $A^{Comp}$. Therefore, $SComp \in Spec(\Omega^{SPfun}_{OBS})$.

Let MSC denote $M^{SComp}_{OBS}/\Omega^{SPfun}_{OBS}$ where $M^{SComp}$ denotes the Declarative Semantics of $SComp$. If $SEnv$ is the specification of Example 3.2 we can state the following proposition.
Proposition 4  The Relational Specifications $S_{Comp}$ and $S_{Env}$ are observationally equivalence, i.e, $S_{Comp} \cong S_{Env}$.

Proof  (Sketch) Let $G$ be the relation of Definition 1 and $J$ be the relation obtained from $H$ of Definition 2 as follows:

$((E, e, v), (E', e', v')) \in H$ if and only if $((e, v), (e', v')) \in J$

Now, in both $S_{Comp}$ and $S_{Env}$ the relation $\Rightarrow$ is defined by the following rule:

$$
\begin{array}{c}
\varepsilon_E \vdash e \Rightarrow v \\
\hline
e \Rightarrow v
\end{array}
$$

Therefore, since $(G, H) : ME \iff \text{MC}$, it is easy to prove that $(G, J) : MSE \iff \text{MSC}$. Therefore, we conclude that $S_{Comp} \cong S_{Env}$. □

Corollary 1  The Relational Specifications $S_{Comp}$ and $Sub$ are observationally equivalent, i.e, $S_{Comp} \cong Sub$.

Proof  Immediate consequence of Propositions 3.2 and 4 and the transitivity of the relation $\cong$.

4.5  Summary and Conclusions

In this chapter we defined a notion of compiler correctness by applying the results of Chapter 3. This notion was achieved by first characterising the process we call a Compilation, in which a program is evaluated in three stages: translation into machine code, execution of the code on the machine, and unloading of the results from the machine state. The criterion for compiler correctness defined in this chapter is based on Observational Equivalence, as defined in Chapter 3. This criterion is more general than the previous approaches to the compiler correctness problem. In this sense, we argue that the results of this chapter improve on previous work.
Furthermore, our approach does not suffer from the problems found in other approaches (e.g., in [TWW81, Des86, Sim90]), where an encoding arrow $\epsilon$ is used to replace the arrow $\delta$ of Figure 1 (page 94). Using this approach compilers that we would intuitively regard as being incorrect can be proved correct by a suitable choice of an encoding arrow, as discussed in Section 4.1.

Finally, we argue that the use of Model Correspondence in the proofs of compiler correctness is also an improvement on previous approaches. We believe that the structure introduced by Model Correspondence in the correctness proofs can be exploited to make our methods to scale up to practical examples. A possible investigation in this direction is to study the use of semi-automatic theorem provers in the proofs of correctness. Semi-automatic proof by induction is being investigated, for instance, in the work of the DReaM group [Bun88, BvHHS91]. Since the bulk of the proofs of compiler correctness using the Model Correspondence are inductive proofs, we believe that such proofs are amenable to semi-automatic treatment by theorem provers. Moreover, in [HP92] Hannan and Pfenning showed a proof of correctness of a compiler, from a simple functional programming language to CAM, using the LF Logical Framework [HHP87]. This also reinforces our belief that such proofs can be semi-automated.
Chapter 5

Evaluation of Programs Based on Relational Semantics

In this chapter we define program evaluation and a notion of evaluation step based on a Relational Specification. Although semantics-based program evaluation has been investigated as a problem on its own, our investigation is motivated and guided towards the definition of an evaluation step to be used in debuggers. The ability to evaluate a program through a step by step evaluation of its sub-programs is essential for debugging programs. Therefore, a notion of an evaluation step is the most basic and fundamental component in the specification of debuggers.

We first define the Computational Semantics of a Relational Specification, by a (non-deterministic) procedure that searches for a satisfying substitution for arbitrary formulae in the specification. We then define program evaluation as the search for a satisfying substitution for a program formula. The Computational Semantics is a terminal transition system inspired by the stack-of-stack (SOS) operational semantics of logic programming defined in [And91]. The transitions of this system provide an operational interpretation for the Relational Rules which complements the abstract interpretation given by the Declarative Semantics.

The first technical result in this chapter is a proof of the soundness of the Computational Semantics with respect to the Declarative Semantics of Defini-
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Section 2.3. This result is important since it guarantees that the notions of program evaluation and evaluation step defined in this chapter are consistent with respect to the declarative interpretation of a Relational Specification.

Not all Relational Specifications have an operational interpretation that agrees with our intuition about the programming language, and we use some examples to illustrate this problem. We then define the class of Data-driven Relational Specifications with the objective of characterising the specifications that have an intuitive operational interpretation. The second major result of this chapter is the proof of the completeness of the Computational Semantics of a Data-driven Specification.

Although we argue that the operational interpretation of a Data-driven Specification is intuitive, the transition of its Computational Semantics is nondeterministic and therefore unsuitable for debugging. We then characterise a subclass of Data-driven Specifications which we call deterministic and prove the Computational Semantics of a Deterministic Specification is monogenic. Finally, we define a program evaluation step to be a transition of the this monogenic Computational Semantics. The class of Deterministic Specification and this notion of an evaluation step will be used in Chapter 6 in the specification of debuggers.

5.1 Introduction

In this section we discuss other approaches to program evaluation based on the semantics of a programming language, and compare some aspects of those approaches to our own. Some authors have proposed program evaluation based on a denotational semantics of the programming language, for instance in the PSG system [BS86]. However, we concentrate our presentation on the approaches that use a semantic formalism closer to Relational Semantics.

CENTAUR [CIK89] is a system that, among other features, generates interpreters from Natural Semantics specifications of programming languages. The
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Semantic specifications are written in the meta-language TYPOL [Des88], which the system compiles into a Mu-PROLOG [Nai83b] program that may be executed. Running the TYPOL specification with a program as its input yields program evaluation. One difference between TYPOL and our approach is that there is no formal proof of the correctness of the compilation of TYPOL into Mu-PROLOG with respect to some underlying mathematical meaning of Natural Semantics. Furthermore, the definition of a notion of evaluation step is not taken into consideration in the CENTAUR approach to program evaluation. For this reason, certain characteristics of the evaluation of TYPOL programs, like backtracking and the use of control strategies of Mu-PROLOG [Nai83a,Nai85] make the definition of an intuitive notion of evaluation step very difficult.

The Animator Generator [Ber91a] is a system that generates program animators from a Structural Operational Semantics of the programming language. Program Animators may be used for several purposes, including debugging. Because of the similarity between Relational Semantics and the formalism used in the Animator Generator, one would imagine that it would not be difficult to use the Animator Generator's concept of "compilation step" in this thesis. However, an animation step is unnecessarily complex for our needs and this extra-complexity would make reasoning about debuggers more difficult.

Moreover, in Berry's approach there is no definition of a concept similar to the Declarative Semantics. His definition of program evaluation is the meta-semantics of the formalism used in the Animator Generator. Therefore, to use the notion of program evaluation of the Animator Generator in the framework of this thesis would not be as trivial as one first imagined.

The parallel between Relational Specifications and Definite Clause Programs (DCP) that we made in Section 2.5 extends to the problem of program evaluation. The Computational Semantics of a Relational Specification is the counterpart of an operational semantics for DCP. The latter is usually defined by SLD-resolution or some of its variants; other authors have proposed the use of proof tree construc-
tion in the definition of the operational semantics of DCP [DF87]. Furthermore, the concept of a data-driven DCP defined in [DM85] is similar to the notion of directed relations introduced in Section 4.2.

Therefore, it is not a complete surprise that some concepts defined in this chapter for a Relational Specification have been addressed in the context of DCP. Our approach differs from the logic programming approach in two major aspects. First, we formalise the use of term evaluation in a Relational Specification. Although recently some authors have proposed a theoretical account of term evaluation in logic programming [Boy91a,Boy91b], this problem has often been left as an implementation issue. For instance, in PROLOG term evaluation is usually performed using the "IS" predicate [CM87].

The second and major aspect that distinguishes our approach from approaches related to logic programming is that our main objective is the definition of a notion of evaluation step based on the Computational Semantics. In this sense, SLD-resolution and proof tree construction do not provide a suitable notion of Computational Semantics since they yield definitions of an evaluation step that are difficult to reason about.

We present a Computational Semantics based on the SOS semantics of [And91] extended with term evaluation, and derive from this semantics a notion of evaluation step that agrees with our intuition about the language. Furthermore, this definition of evaluation step is simpler to present and easier to reason about than the approaches based on proof tree construction or SLD-resolution.

Finally, the concept of directed relations is essential to our definition of an evaluation step since it is used in the definition of a Data-driven Relational Specification. A more restricted form of directed relations was used in [Chi89] also with the objective of defining semantic based program evaluation.
5.2 Definitional Preliminaries

As discussed before, this chapter defines a computational semantics for the Relational specifications. This computational semantics computes substitutions for meta-variables in formulae using unification, e.g., Robinson's algorithm [Rob65]. In this section we present some definitions related to substitution and unification that will be used in the following sections.

Let \((S, F, \Pi, \pi)\) be a directed signature, \(\theta\) be a substitution as defined in Section 2.3 (page 43), and \(X\) be an \(S\)-sorted set of meta-variables.

A substitution \(\theta\) is variable pure if \(\text{ran } \theta \subseteq X\). If \(t \in T_X(\Sigma)\) then \(\theta\) is a renaming for \(t\) if \(\theta\) is variable-pure and for each \(x \in \mathcal{V}(t)\), \(\theta(x) \notin \mathcal{V}(t)\). If \(\theta\) is a renaming for \(t\) then \(t\theta\) is the variant of \(t\) by \(\theta\). If \(t, t' \in T_X(\Sigma)_s\), then \(t\) and \(t'\) unify if there exists a substitution \(\theta\) such that \(t\theta = t'\theta\); in this case \(\theta\) is called the unifier for \(t\) and \(t'\). A substitution \(\theta\) is called the most general unifier (m.g.u.) for \(t\) and \(t'\) if for each unifier \(\theta'\) for \(t\) and \(t'\) there exists a substitution \(\theta''\) such that \(\theta' = \theta\theta''\). Hereafter we assume that \(\text{Unify}\) is an algorithm that takes two terms as arguments and returns their m.g.u. if the terms unify.

The definitions in this chapter use the concept of simplification of terms by evaluation. For this definition, let \(A\) be a \(\Sigma\)-algebra and \(X\) be a \(S\)-sorted set of meta-variables, such that \(A_x \cap X_s = \{\}\), for each \(s \in S\). Intuitively, a simplification of a term \(t \in T_X(\Sigma)\) with respect to a \(\Sigma\)-algebra \(A\) is a term in \(t \in T_{X+A}(\Sigma)\) in which the evaluation function \(\psi^A\) is applied to all sub-terms of \(t\) (including \(t\)) that can be evaluated, leaving the sub-terms with meta-variables in \(X\) unaltered.

Let \(A\) be a \(\Sigma\)-algebra. The simplification of a \(\Sigma\)-term is a \(S\)-sorted partial function \(\chi = \{\chi_s\}\), such that \(\chi_s : T_{(X+A)}(\Sigma)_s \to T_{(X+A)}(\Sigma)_s\), is defined as follows:

1. if \(t = a\), and \(a \in A_s\), then \(\chi_s(t) = a\).
2. if \(t = x\), and \(x \in X_s\), then \(\chi_s(t) = x\).
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3. if \( t = \sigma(t_1, \ldots, t_n), t \in T_A(\Sigma), \) and \( t \in \text{dom } \psi^A \) then \( \chi_A(t) = \psi^A(t). \)

4. if \( t = \sigma(t_1, \ldots, t_n), \sigma : s_1 \times \ldots \times s_n \rightarrow s, \) and \( t \notin T_A(\Sigma), \) then \( \chi_A(t) = \sigma(\chi_A(t_1), \ldots, \chi_A(t_n)). \)

From the above definition, it is easy to conclude that whenever \( X = \{ \}, \chi \) is the same as the evaluation function \( \psi. \) Simplification of \( \Sigma \)-terms extends naturally to simplification of \( \Omega \)-formulae. We also use \( \chi \) to denote simplification of formulae. Hereafter we write \( \chi^A \) for \( \chi \) to emphasise its dependency on the \( \Sigma \)-algebra \( A. \)

The following paragraphs introduce some standard concepts about transition systems. A transition system is a pair \( (\Gamma, \rightarrow) \) where \( \Gamma \) is the set of states and \( \rightarrow \subseteq \Gamma \times \Gamma \) is the transition relation. For \( (st, st') \in \Gamma \times \Gamma, \) \( (st, st') \in \rightarrow \) is written \( st \rightarrow st'. \)

A terminal transition system is a triple \( (\Gamma, \rightarrow, T) \) where \( (\Gamma, \rightarrow) \) is a transition system and \( T \subseteq \Gamma \) is a set of terminal states that satisfy: for each \( st \in T \) and all \( st' \in \Gamma, \) \( st \not\rightarrow st'. \) We also use the term abstract machine to refer to a terminal transition system.

We use \( \rightarrow^* \) to denote the transitive-reflexive closure of \( \rightarrow, \) and \( \rightarrow^+ \) to denote the transitive closure. Let \( st \in \Gamma; \) \( st \) succeeds in \( (\Gamma, \rightarrow, T) \) if and only if there exists a state \( st' \in T \) such that \( st \rightarrow^* st'; \) \( st \) fails if and only if \( st \) does not succeed and there exists \( st' \in \Gamma \setminus T \) such that \( st \rightarrow^* st', \) and for all \( st'' \in \Gamma, \) \( st' \not\rightarrow st''; \) \( st \) terminates if \( st \) either succeeds or fails; and \( st \) diverges if \( st \) neither succeeds nor fails. A transition system is monogenic if and only if for all \( st \in \Gamma \) there exists at most one \( st' \in \Gamma \) such that \( st \rightarrow st'. \)

5.3 Computational Semantics of Relational Specifications

In this section we define the Computational Semantics of a Relational Specification. From a general perspective, this semantics defines an operational interpret-
ation of the Relational Specification which we may use to understand the pro-
gramming language in a concrete and evaluation-oriented way. In this sense, the 
Computational Semantics provides an interpretation of the Relational Specifica-
tion that complements the more abstract interpretation given by the Declarative 
Semantics defined in Chapter 2.

These two interpretations have different applications. On the one hand, it 
is simpler to understand a Relational Specification of a programming language 
by referring to its operational interpretation, as defined by the Computational 
Semantics. On the other hand, it is easier to formally reason about the Relational 
Specification by referring to its Declarative Semantics.

From the perspective of this thesis in particular, the Computational Semantics 
is used in the definition of program evaluation and a notion of an evaluation step 
based on a Relational Specification. Therefore, the Computational Semantics is 
a fundamental component of the formal specification of debuggers, discussed in 
Chapter 6.

The definition of a notion of evaluation step is the main motivation for the 
definition of the Computational Semantics in this thesis. For this reason, the 
Computational Semantics is defined as a transition system whose transition re-
lation is then interpreted as the steps of the program evaluation. This transition 
system is inspired by the SOS semantics of logic programming defined in [And91].

There exist other possibilities for a Computational Semantics different from 
the SOS semantics, for instance proof tree construction [DF87] or some variant 
of SLD-resolution [Llo87]. A particular definition of proof tree construction is 
used in the Animator Generator for evaluation of programs based on Structural 
Operational Semantics [Ber91a]. However, when compared to different notions of 
evaluation step based on those approaches, the notion of evaluation step defined 
in this chapter is simpler to define, more natural to understand, and easier to 
reason about.

Let $S = (\Omega, \phi, A, \Omega_{OBS})$ be a Relational specification where $\Omega = (S, F, \Pi, \pi)$,
and $X$ be an $S$-sorted set of meta-variables, such that $X_s \cap A_s = \{ \}$ for each $s \in S$.

The basic objects of the Computational Semantics of the Relational Specification $S$ are goal stacks and evaluation states. A goal stack is a sequence of formulae in $F_X(\Omega)$, and the empty goal stack is denoted by $\epsilon$. We use $\alpha$ with indexes to stand for an arbitrary goal stack, and write the concatenation of goal stacks $\alpha_1$ and $\alpha_2$ as $\alpha_1 \cdot \alpha_2$. If $f \in F_X(\Omega)$, we write $f$ to stand for the goal stack $\langle f \rangle$, such that $\alpha_1 \cdot \langle f \rangle \cdot \alpha_2$ is written $\alpha_1 \cdot f \cdot \alpha_2$. The context and the convention on the names used to denote formulae and goal stacks will be enough to resolve ambiguities.

An evaluation state (or simply a state) is either the constant $\square$ (the failure state), or a term $[\theta : \alpha]$, where $\alpha$ is a goal stack, and $\theta$ is a substitution of terms in $T(x+A)(\Sigma)$ for meta-variables in $X$. Notice that a term in $T(x+A)(\Sigma)$ has sub-terms from the carriers of the $\Sigma$-algebra $A$.

Informally, the Computational Semantics of $S$ is a non-deterministic terminal transition system whose states contain the $\Omega$-formulae for which we are trying to find a satisfying substitution. At each state of this system one formula in the goal stack is selected. If there exists a rule in $\phi$ whose conclusion unifies with this selected goal, then in the following state the selected goal is replaced by the premisses of the rule, which become new goals. The substitutions resulting from the unifications at each transition are kept in the state. If a successful state is reached, i.e., a state with an empty goal stack, the substitution in this state is a satisfying substitution for each formulae in the goal stack of predecessor states.

Moreover, if $[\theta_0 : f]$ is the initial state for some $\Omega$-formula $f$, and $[\theta : \epsilon]$ is a state after various transitions of the Computational Semantics, then $\theta$ is a satisfying substitution for $f$.

**Definition 1 (Computational Semantics)** The Computational Semantics of a Relational Specification $S = (\Omega, \phi, A, \Omega_{\text{OBS}})$ is a terminal transition system $CS = (\Gamma_{CS}, \Theta_{CS}, I_{CS})$, where $\Gamma_{CS}$ is the set of evaluation states whose formulae are
in $F_X(\Omega)$, $T_{CS}$ is the set of (terminal) states of the form $[\theta : \varepsilon]$, and $CS$ is the transition relation defined by the following rewrite rules:

1. **Goal Expansion**

   $$[\theta : \alpha_1 \cdot f \cdot \alpha_2] \xrightarrow{CS} [\theta' : \alpha_1 \cdot f_1 \cdot \ldots \cdot f_n \cdot \alpha_2]$$

   where:

   - $([{f_1, \ldots, f_n}, ce), n \geq 0$, is a variant of a (non-deterministically chosen) rule $R \in \phi$, such that no meta-variable in the rule appears on the left of the $CS$ arrow.
   - $f\theta \in \text{dom } \chi^A$ and $\theta' = \text{Unify}(\chi^A(f\theta), ce)$,

2. **Failure**

   $$[\theta : \alpha_1 \cdot f \cdot \alpha_2] \xrightarrow{CS} []$$

   whenever Goal Expansion does not apply.

In the definition of the transition relation $CS$, the state on the left of the arrow is called the *current state*. At the current state, the formula $f$ is the *selected goal* and $R \in \phi$ is the *selected rule*. The Relational Rule $([{f_1, \ldots, f_n}, ce) is a suitable variant of $R$ that does not contain any meta-variables already appearing in the current state.

The renaming of meta-variables is (deterministically) achieved by subscribing the meta-variables of $R$ with a counter (initially 0) which indicates the number of transitions from an initial state to the current state at which $R$ is the selected rule. This process of renaming the meta-variable is known in the literature as *standardising the meta-variables apart* [Llo87, page 41]. Definition 6.2 in Chapter 6 and the results in Chapter 7 depend on a deterministic choice for the fresh meta-variables.
Some points in the above definition need clarification. In contrast to the SOS semantics of [And91], there is no backtrack stack in the states of the above transition system; instead, the rules are non-deterministically chosen. Therefore, only one rule is selected at each transition of CS. Another possibility would be to use the idea of a backtrack stack, i.e., a sequence of evaluation states, and change the transition relation \( CS \) to be a relation between backtrack stacks. With this alteration, at each transition of the new \( CS \) every rule in \( \phi \) whose conclusion unifies with the selected goal is selected, and an evaluation state is added to the current backtrack stack for each selected rule. Therefore, each possibility for the search is "tried in parallel". However, for the Relational Specifications that are suitable for debugging, both alternatives to define the Computational Semantics are equivalent. We therefore preferred the version without backtrack stack because it is simpler to present and easier to reason about.

In the Goal Expansion rule, the simplification function \( \chi^A \) is used to evaluate as many sub-terms of \( f \theta \) as possible. The objective is to mimic the use of term evaluation in the derivation of the Declarative Semantics of a Relational Specification in Section 2.4 (page 52). Intuitively, the use of simplification makes terms like 5 and \( \text{plus}(3, 2) \) unify.

The use of an explicit failure state in the transition system is unusual. However, when debugging a program, using the Computational Semantics for its evaluation, we do want to know that a failure state is reached and also to be able to syntactically recognise this state. This necessity for the failure state shall become clearer when we treat the specification of debuggers in Chapter 6.

The concepts and terminology defined in Section 5.2 for an arbitrary terminal transition system also apply to the CS system; thus, a state \( st \in \Gamma \) succeeds in CS if and only if \( st \subseteq^* [\theta : e] \); \( st \) fails if and only if \( st \) does not succeed and \( st \subseteq^* [\] \); and \( st \) diverges if it neither succeeds nor fails. We say that a formula \( f \in F_X(\Omega) \) succeeds (fails, diverges) in CS if the initial state \( [\theta_0 : f] \) succeeds (fails, diverges); in an initial state \( [\theta_0 : f] \) the formula \( f \) is called the query. If a
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formula $f$ succeeds in $CS$ the finite transition sequence:

$$[\theta_0 : f] \supseteq [\theta_0 \theta_1 : \alpha_1] \supseteq \ldots \supseteq [\theta_0 \theta_1 \ldots \theta_n : \varepsilon]$$

is called a $CS$-sequence of $f$ with length $n$; the composition of substitutions $\theta_0 \theta_1 \ldots \theta_n$ with domain restricted to the variables of $f$ is called an answer for $f$ in $CS$.

Hereafter, $CS$ stands for the Computational Semantics of an arbitrary Relational Specification. Whenever we want to refer to the Computational Semantics of a particular Relational Specification $S$ we write $CS^S$.

We shall prove the Computational Semantics of $S$ is sound with respect to the Declarative Semantics of $S$. This means that if an answer $\theta$ is found for $f$ in $CS$ then all ground instantiations of $f\theta$ are satisfiable in the Declarative Semantics of $S$. The following lemma relates simplification and evaluation of terms. Intuitively, it states that simplification followed by a substitution and an evaluation is the same as the evaluation of the instantiated term. The lemma is used in the proof of the Soundness Theorem.

**Lemma 1** For all terms $t \in T_{(X+A)}(\Sigma)$, and substitutions $\theta$ and $\theta'$, the following holds:

$$\chi^A(t\theta') \in \text{dom } \psi^A \quad \text{if and only if} \quad t\theta' \in \text{dom } \psi^A$$

and if both sides of this equivalence are true then $\psi^A(\chi^A(t\theta')) = \psi^A(t\theta')$.

**Proof** (Sketch) This follows by simple structural induction on $t$. \qed

Lemma 1 generalises trivially to the evaluation of formulae using $\Psi$. Now we are ready to prove the first main result about the Computational Semantics: its soundness with respect to the Declarative Semantics defined in Section 2.4 (Definition 2.3).
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Theorem 1 (Soundness of the Computational Semantics)

Let \((\Omega, \phi, \Lambda, \Omega_{OBS})\) be a Relational Specification and \(CS\) be its Computational Semantics. For all \(f \in F_X(\Omega)_\pi\), and \(\pi \in \Pi\):

if there exists a \(CS\)-sequence of \(f\) of the form \([\theta_0 : f]^{CS}\Rightarrow [\theta : \varepsilon]\) then for all ground instantiation \(\bar{\theta}\) of \(f\theta\), if \(f\theta\bar{\theta} \in \text{dom} \ \Psi^A\) then \(\Psi^A(f\theta\bar{\theta}) \in \pi^A\).

Proof This proof consists of building a \(\phi^A\)-tree for \(\Psi^A(f\theta\bar{\theta})\) using the \(CS\)-sequence of \(f\). The proof is by induction on the length of the \(CS\)-sequence. As it is often the case in proofs by induction, we shall prove a stronger proposition of which the desired theorem is a trivial corollary.

For all \(f \in F_X(\Omega)_\pi\), goal stacks \(\alpha_1\) and \(\alpha_2\), and substitution \(\theta\):

if there exists a transition sequence of the form \([\theta : \alpha_1 \cdot f \cdot \alpha_2]^{CS} \Rightarrow [\theta' : \varepsilon]\) then for all ground instantiation \(\bar{\theta}\) of \(f\theta'\), if \(f\theta'\bar{\theta} \in \text{dom} \ \Psi^A\) then \(\Psi^A(f\theta'\bar{\theta}) \in \pi^A\).

Base Case For a single transition of the form:

\([\theta : \alpha_1 \cdot f \cdot \alpha_2]^{CS} \Rightarrow [\theta \theta' \bar{\theta}] : \varepsilon\]

\(\alpha_1\) and \(\alpha_2\) are empty and \((\{\}, ce)\) is a variant of the selected rule in the transition such that \(\theta' = \text{Unify}(\chi^A(f\theta), ce)\). Therefore, every ground instantiation \(\bar{\theta}\) of \(ce\theta'\) is a ground instantiation of \((\chi^A(f\theta))\theta'\), such that \(ce\theta'\bar{\theta} = \chi^A(f\theta)\theta'\bar{\theta}\). If \(\chi^A(f\theta)\theta'\bar{\theta} \in \text{dom} \ \Psi^A\) then from Lemma 1 we have \(f\theta\theta'\bar{\theta} \in \text{dom} \ \Psi^A\) and \(\Psi^A(\chi^A(f\theta)\theta'\bar{\theta}) = \Psi^A(f\theta\theta'\bar{\theta})\); thus \(\Psi^A(ce\theta'\bar{\theta}) = \Psi^A(f\theta\theta'\bar{\theta})\) and

\(\Psi^A(ce\theta'\bar{\theta})\)

is a \(\phi^A\)-tree of \(\Psi^A(f\theta\theta'\bar{\theta})\). Therefore, from Proposition 2.3 \(\Psi^A(f\theta\bar{\theta}) \in \pi^A\), which proves the base case.

Inductive Step For a transition sequence of length \(m > 1\) of the form:

\([\theta : \alpha_1 \cdot f \cdot \alpha_2]^{CS} [\theta \theta_1 : \alpha_1 \cdot f_1 \cdot \ldots \cdot f_n \cdot \alpha_2]^{CS} [\theta' : \varepsilon]\)


such that \( \{f_1, \ldots, f_n\}, ce, n \geq 0 \), is a variant of the selected rule in the first transition. By the inductive hypothesis for every ground instantiation \( \overline{\theta} \) of \( f_i\theta'' \), for \( i \in [n] \), \( \Psi^A(f_i\theta''\overline{\theta}) \in \pi^A \), therefore there is a \( \phi^A \)-tree \( T_i \) with root \( \Psi^A(f_i\theta''\overline{\theta}) \) for each \( i \in [n] \). Moreover, \( \theta_1 = Unify(\chi^A(f(\overline{\theta}), ce)) \).

Therefore, every ground instantiation \( \overline{\theta} \) of \( ce\theta'' \) is a ground instantiation of \( \chi^A(f(\overline{\theta})\theta'') \), such that \( ce\theta''\overline{\theta} = \chi^A(f(\overline{\theta})\theta'') \). If \( \chi^A(f(\overline{\theta})\theta'') \in \text{dom} \Psi^A \) then from Lemma 1 we have that \( \Psi^A(\chi^A(f(\overline{\theta})\theta'')) = \Psi^A(f(\theta''\overline{\theta})) \); thus \( \Psi^A(ce\theta''\overline{\theta}) = \Psi^A(f(\theta''\overline{\theta})) \) and

\[
\frac{T_1 \ldots T_n}{\Psi^A(ce\theta''\overline{\theta})}
\]

is a \( \Psi^A \)-tree for \( \Psi^A(f(\theta''\overline{\theta})) \); thus \( \Psi^A(f(\theta''\overline{\theta})) \in \pi^A \).

This finishes the proof of the stronger proposition. For \( \theta = \theta_0 \) and \( \alpha_1 \) and \( \alpha_2 \) equal to \( \varepsilon \) this proposition is exactly the Soundness theorem. \( \square \)

In the rest of this section we shall discuss the completeness of the Computational Semantics of \( S \) with respect to its Declarative Semantics. Informally, completeness means that if there exists a substitution \( \theta \) for a formula \( f \) such that \( f\theta \) belongs to the Declarative Semantics, then \( f \) succeeds in \( CS \) with answer \( \theta \). This notion of Completeness is often used as the completeness of SLD-resolution, e.g., in [Llo87].

Because of the use of term evaluation in the Declarative Semantics, the Computational Semantics is not complete in general. To illustrate this problem, let us consider the Relational Rule 2.1(2) of the Relational Specification \( Exp = (\Omega^{Exp},\phi^{Exp},A^{Exp}) \) in Example 2.1 (page 48):

\[
\frac{e_1 \Rightarrow_S n_1 \quad e_2 \Rightarrow_S n_2}{e_1 + e_2 \Rightarrow_S \text{plus}(n_1, n_2)}
\]

The derivation of the inductive system from the Relational Inductive Definition \( \phi^{Exp} \) using \( A^{Exp} \) is achieved by first obtaining all possible ground instantiations of each rule in \( \phi^{Exp} \), and then applying the evaluation of terms to the instantiated
rules to obtain the rules of the inductive system. Let us denote this inductive system by $\phi^{AE_{Exp}}$. For instance, the following rule is a ground instance of the Relational Rule 2.1(2):

\[
\frac{\text{num}(1) \Rightarrow_S 1 \quad \text{num}(2) \Rightarrow_S 2}{\text{num}(1) + \text{num}(2) \Rightarrow_S \text{plus}(1, 2)} \quad (*)
\]

Applying term evaluation to the above rule we obtain:

\[
\frac{\text{num}(1) \Rightarrow_S 1 \quad \text{num}(2) \Rightarrow_S 2}{\text{num}(1) + \text{num}(2) \Rightarrow_S 3} \quad (**)
\]

where the term $\text{plus}(1, 2)$ is evaluated to 3 and the other terms are evaluated to themselves because of their term interpretation in $A^{Exp}$. The rule (*) does not belong to $\phi^{AE_{Exp}}$ whereas the rule (**) does. Therefore, $\text{num}(1) + \text{num}(2) \Rightarrow_S 3$ is obviously valid in $Exp$ because it belongs to the inductively defined set $I(\phi^{AE_{Exp}})$.

However, the Computational Semantics $CS^{Exp}$ fails to find a satisfying substitution for this formula (in this case the identity substitution) because the term 3 in the formula does not unify with the term $\text{plus}(v_1, v_2)$ in the conclusion of the Relational Rule 2.1(2). In this sense, $CS^{Exp}$ is not complete with respect to Declarative Semantics of $Exp$.

There are various solutions for this incompleteness problem in logic programming. For instance, it is possible to use strategies in the Computational Semantics to delay the unification until all meta-variables in terms like $\text{plus}(v_1, v_2)$ are instantiated. Some of these strategies are discussed in [Nai83a,Nai85]. Alternatively, we can use other search strategies to define $CS$, for instance, S-SLD-resolution [Boy91b]. These general solutions are not suitable in the context of this thesis because they would make the notion of evaluation step more difficult to define and reason about.

The objective of the aforementioned solutions is to improve the completeness of the resulting Computational Semantics for an arbitrary Relational Specification. However, as we will demonstrate in the next section, some Relational Specifications are not suitable as the basis for the specification of debuggers.
Therefore, such Relational Specifications are excluded from the definition of an evaluation step and from the investigations of Chapters 6 and 7.

Since our main goal in this chapter is to achieve a definition of an evaluation step, we can approach the incompleteness problem from another direction. We first characterise the subset of Relational Specifications that will be used to define an evaluation step. Then, we establish the completeness of the Computational Semantics of specifications in this subset.

Our approach departs from the logic programming approach in the sense that we do not improve the completeness of the $CS$ system, but characterise the class of Relational Specification for which $CS$ is complete. This is sufficient for our objectives since this class contains the Relational Specifications we are interested in as the basis for the specification of debuggers.

In our approach, an (indirect) solution to the incompleteness of the $CS^{Exp}$ system is to replace rule 2.1(2) by the following rule:

$$
\frac{e_1 \Rightarrow_S v_1 \quad e_2 \Rightarrow_S v_2 \quad \text{num}(\text{plus}(v_1, v_2)) \Rightarrow_S v}{e_1 + e_2 \Rightarrow_S v}
$$

Intuitively, this rule is semantically equivalent to rule 2.1(2) and $Exp$ using this rule fits in the class of specifications that are suitable as the basis of specifications of debuggers. We conjecture that $Exp$ with this new rule is complete under the condition that, after a goal expansion using this rule, the premisses $e_1 \Rightarrow_S v_1$ and $e_2 \Rightarrow_S v_2$ are selected before $\text{num}(\text{plus}(v_1, v_2)) \Rightarrow_S v$.

The reason for requiring the two leftmost premisses to be selected before the rightmost one is to guarantee that when the the rightmost premiss is selected in a state of $CS^{Exp}$ the instance of the term $\text{plus}(v_1, v_2)$ at this state is ground; thus, its simplification yields a nat number, and the premiss unifies with the conclusion of the Relational Rule 2.1(1) that defines constant expressions. A term of the form $\text{plus}(v_1, v_2)$ does not unify with the conclusion of that rule. The generalisation of this discussion is studied in the next section.
5.4 Program Evaluation and Evaluation Step

In this section we define the notion of evaluation step that will be used in the specification of debuggers in Chapter 6. It was mentioned above that the Computational Semantics gives an operational interpretation for the Relational Specifications. For this interpretation to be suitable in a debugger it must agree with our intuition about the programming language, as discussed in Chapter 1.

Initially, we describe what we think is a natural and intuitive operational interpretation of a Relational Specification. Not all Relational Specifications have such an intuitive operational interpretation, and we use some examples to illustrate this problem. We then characterise a Data-driven Relational Specification with the objective of obtaining a class of specifications that has an intuitive operational interpretation, and prove the completeness of the Computational Semantics of an arbitrary specification in this class.

Although we argue the operational interpretation given by the Computational Semantics of a Data-driven Specification is intuitive, the transitions of this Computational Semantics are non-deterministic, and therefore unsuitable for debugging. We then characterise a subclass of Data-driven Specifications which we call deterministic and prove the Computational Semantics of a Deterministic Specification is monogenic. Finally, we define a program evaluation step to be a transition of the this monogenic Computational Semantics.

The diagram in Figure 1 shows the inclusions of the subclasses of Relational Specifications we define in this section.

Let us now describe an operational interpretation for Relational Rules which we consider intuitive. To illustrate this notion we use the rule for sum expressions defined in the previous section:

\[
\begin{align*}
{e_1} & \Rightarrow_S {v_1} \\
{e_2} & \Rightarrow_S {v_2} \\
\text{num}(\text{plus}(v_1, v_2)) & \Rightarrow_S v \\
e_1 + e_2 & \Rightarrow_S v
\end{align*}
\]

An operational interpretation of the above rule says that the evaluation of an expression \(e_1 + e_2\) is composed of the steps of the evaluation of \(e_1\), plus the steps
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of the evaluation of $e_2$ (not necessarily in this order), plus the step necessary to perform the sum operation. Let us now consider, as another example, the rule 2.1(3) in $Exp$:

$$
\frac{e_1 \Rightarrow_{v_1} (v_1, \text{id}, e_2) \rightarrow_{e_2'} e_2' \Rightarrow v_2}{\text{let } \text{id} = e_1 \text{ in } e_2 \Rightarrow v_2} \quad 2.1(3)
$$

The operational interpretation of this rule is as follows: the evaluation of the expression $\text{let } \text{id} = e_1 \text{ in } e_2$ is composed of the steps of the evaluation of $e_1$ into $v_1$, followed by the steps of the substitution of the value $v_1$ for every free occurrence of $\text{id}$ in $e_2$ resulting in an expression $e_2'$, followed by the steps of the evaluation of $e_2'$ into the result $v_2$, which is the result of the original expression.

In the interpretation of the rule 2.1(3) there is an implicit order on the evaluation; for instance, we evaluate $e_1$ before making the substitution of $v_1$ for $\text{id}$ in $e_2$. This ordering is derived from an input/output dependency among the premisses. For instance, the input of premiss $(v_1, \text{id}, e_2) \rightarrow_{e_2'} e_2'$ depends on the output $v_1$ of the premiss $e_1 \Rightarrow v_1$. However, in the interpretation of rule 2.1(2)' there is no such an ordering, since the premiss are independent. This suggests we use a partial order on the premisses in our operational interpretation of the rules.

The definition of Relational Specifications (Definition 2) allows inference rules
which do not have the operational interpretation discussed above. For instance, the two rules below do not have the above operational interpretation.

\[
\begin{align*}
    & \text{id} \mapsto \tau' \cdot TE \vdash e : \tau \\
    & \text{TE} \vdash \text{fn id} . \ e : \tau' \rightarrow \tau
\end{align*}
\]

\[
\begin{align*}
    & \text{num}(n_1) \rightarrow_S n_2 \quad \text{num}(n_2) \rightarrow_S n_1 \\
    & \text{num}(n_1) = \text{num}(n_2)
\end{align*}
\]

The first rule defines type inference for functional abstractions. If we try to interpret this rule as we did above for rules 2.1(2) and 2.1(3) we have problems in "guessing" the value of the input meta-variable \( \tau' \) in the premiss. The second rule defines equality between two \( \text{nat} \) numbers using the rules that define the relation \( \rightarrow_S \) in Example 2.1. The operational interpretation of this rule is problematic because there is no intuitive criterion for choosing a premiss to start the evaluation.

It may be possible to give another operational interpretation for the above rules. However, this would make the notion of an evaluation step more difficult to reason about, e.g., in the proof of debugger correctness in Chapter 7. Therefore, we prefer to keep our basic framework simpler and suggest the investigation of an alternative operational interpretation to account for the above rules as an extension to this framework.

The definitions below characterise a Data-driven Relational Specification (or simply a Data-driven Specification). The main characteristic of such a specification is that the premisses of Data-driven Relational Rules are ordered by a partial order that reflects a dependency of the inputs of a premiss on the outputs of other premisses, as illustrated above. The motivation for this definition is to characterise the Relational Specification which have the operational interpretation discussed in the above examples.

The definition of a Data-driven Specification begins with the definition of structural terms and structural formulae. Intuitively, the evaluation of a structural term does not change its syntactical structure, hence the name structural.
This property is essential in the proof of completeness of the Computational Semantics of a Data-drive Specification.

A term \( t \in T_X(\Sigma) \) is *structural* with respect to a \( \Sigma \)-algebra \( A \) if and only if either \( t \in X, \) i.e., \( t \) is a meta-variable, or \( t = \sigma(t_1, \ldots, t_n) \), \( \sigma \) has the term algebra interpretation in \( A \), and each \( t_i \), for \( i \in [n] \), is a structural term. A formula \( \pi(t_w, t_{w'}) \in F_X(\Omega) \) is *structural* if and only if each term in \( t_w \) is structural. A *structural program formula* is a structural formula whose inputs are ground terms. Hereafter, \( P_X(\Omega) \) denotes the set of structural program formulae over \( \Omega \) with meta-variables in \( X \), unless indicated otherwise. For instance, the formula \( \text{num}(1) + \text{num}(2) \Rightarrow \text{plus}(v_1, v_2) \) is not a structural formula, whereas \( \text{num}(1) + \text{num}(2) \Rightarrow \Rightarrow \text{v} \) is structural.

Now, we define a (formulae) dependency relation on the set \( F_X(\Omega) \). Intuitively, a formula \( f \) depends on another formula \( f' \) if there are meta-variables in the input terms of \( f \) that also occurs in some output term of \( f' \). Let \( f = \pi(t_w, t_{w'}) \) and \( f' = \pi'(t_u, t_{u'}) \) be formulae in \( F_X(\Omega) \). The predecessor relation \( \prec \) on \( F_X(\Omega) \) is defined as follows: \( f \prec f' \) (read as \( f \) is a predecessor of \( f' \)) if and only if \( \forall(t_w) \cap \forall(t_u) \neq \{ \} \). The formula dependency relation \( \preceq \) on \( F_X(\Omega) \) is taken to be the transitive and reflexive closure of \( \prec \).

**Definition 2 (Data-driven Specification)** A Relational Rule \( (\text{Pre}, ce) \) with formulae in \( F_X(\Omega) \), and \( ce = \pi(t_w, t_{w'}) \), is *Data-driven* if all conditions below hold:

1. The relation \( \preceq \) is anti-symmetric in \( \text{Pre} \), i.e., the relation \( \preceq \) is a partial order in \( \text{Pre} \).

2. Each \( f \in \text{Pre} \) is a structural formula.

3. For each \( \pi'(t_u, t_{u'}) \in \text{Pre} \), for all \( x \in \forall(t_u) \) either \( x \in \forall(t_w) \), or \( x \in \forall(t_{w'}) \) for some \( \pi''(t_u, t_{u'}) \in \text{Pre} \backslash \{ \pi'(t_u, t_{w'}) \} \).

4. The conclusion \( ce \) is structural, and furthermore every term in \( t_w \) is structural.
5. For $ce$ as above and for all $x \in V(t_w)$, either $x \in V(t_w)$ or $x \in V(t_{w'})$ for some $\pi'(t_w, t_{w'}) \in \text{Pre}.$

A Relational Specification $(\Omega, \phi, A, \Omega_{\text{OBS}})$ is **Data-driven** if every Relational Rule in $\phi$ is Data-driven

Definition 2(2) rules out premisses of the form $e \Rightarrow_S \text{plus}(n_1, n_2)$. An interpretation of this premiss, in a context in which $n_1$ and $n_2$ are not instantiated, would be as follows: if $e$ evaluates to some number $n$ then find two numbers $n_1$ and $n_2$ such that $n = \text{plus}(n_1, n_2)$. This is clearly undesirable from an operational point of view because it involves reversing the evaluation of a sum operation into the values of its operands. Definition 2(4) guarantees that term evaluation does not change the syntactical structure of the conclusion of the Data-driven rules. The motivations are the same as for Definition 2(2), here applied also to the inputs of the conclusion. Similar restrictions on the form of Natural Semantics rules were defined in [AFZ88, AC90] to allow evaluation of TYPOL programs without using unification.

The motivation for the restrictions introduced by items 2(1), 2(3), and 2(5) is that they allow a formalisation of an operational interpretation of the rules that agrees with the informal interpretation presented at the beginning of this section. This operational interpretation defines a *flow of evaluation* that goes from the inputs of the conclusion of a rule, through the premisses (in any total order consistent with the relation $\preceq$), to the outputs of the conclusion. This interpretation was informally introduced by Berry in [Ber91a, page 48], and is formalised in our framework in Theorem 2.

We now formalise a notion of program evaluation.

**Definition 3 (Program Evaluation)** Let $S = (\Omega, \phi, A, \Omega_{\text{OBS}})$ be a Data-driven Specification and $P_X(\Omega)$ be the set of structural program formulae over $\Omega$. **Program evaluation** is the search for a satisfying substitution for a query $p \in P_X(\Omega)$ using $CS^S$.
We now define the concepts of goal choice and expansion order for premisses in the context of the CS system. A goal choice in the CS system is a (total) function whose input is a goal stack and the output is a formulae called the selected goal. In logic programming, the term "computation rule" is often used for the term "goal choice", e.g., in [Llo87, pages 50,60]. An expansion order is a total order on the set of premisses of a Data-driven Rule that defines the order in which the premisses are added on the goal stack. In the definition of CS the goal choice is non-deterministic; thus, the particular expansion order is not relevant. However, the next definitions and theorems depend on the particular goal choice and expansion order defined below.

The Standard Goal Choice is the goal choice that always chooses the left most element of the goal stack. Any expansion rule that is consistent with the partial order \( \leq \) is called a \( \leq \)-expansion. The CS system of a Data-driven Specification that uses Standard Goal Choice and \( \leq \)-expansion is complete with respect to the Declarative Semantics of the Data-driven Specification.

We now prove two important theorems: the first formalises an operational interpretation for Data-driven Specifications; the second proves the aforementioned completeness result. Informally, the first theorem states that in a CS system of a Data-driven Specification that uses standard goal choice and \( \leq \)-expansion, if a program formula \( p \) has a CS-sequence with answer \( \theta \) then the instantiation of the outputs of \( p \) by \( \theta \) are ground terms.

**Theorem 2 (Operational Interpretation)**

Let \( (\Omega, \phi, A, \Omega_{OBS}) \) be a Data-driven Relational Specification and CS be its Computational Semantics that uses Standard Goal Choice and \( \leq \)-expansion. For all \( p \in P_X(\Omega) \), if there exists a CS-sequence for \( p \) of the form \([\theta_0 : p] \Rightarrow^* [\theta : e] \) then \( p\theta \in P(\Omega) \), i.e., \( \theta \) is a ground instantiation for \( p \).

**Proof** This proof is by induction on the length of the CS-sequence of \( p \).

**Base Case** For a single transition, the selected rule is of the form \( \{ \} \), \( ce \). All terms in the inputs of \( p \) are ground by the definition of \( P_X(\Omega) \). Therefore, every
term in $ce\theta$ is ground because $\theta = Unify(\chi^A(p\theta_0), ce)$ and every meta-variable of the output of $ce$ must occur in the input of $ce$. Therefore, $ce\theta \in P(\Omega)$, and since $ce\theta = p\theta$ then $p\theta \in P(\Omega)$.

**Inductive Step** For a transition sequence of length $m > 1$ the rule selected in the first transition must be of the form $(\{f_1, \ldots, f_n\}, ce)$ such that:

$$[\theta_0f] \xrightarrow{cS} [\theta_0 : f_1 \cdot \ldots \cdot f_n]$$

where $f_1, \ldots, f_n$ is in a total order consistent with $\preceq$. Now we prove by induction on $n \geq 1$ that if $[\theta_0 : f_1 \cdot \ldots \cdot f_n] \xrightarrow{cS^*}[\theta : \varepsilon]$ then $f_i\theta \in P(\Omega)$ for $i \in [n+]$. We call this induction the *inner induction*.

From the definition of Data-driven Rules, every meta-variable of the inputs of $f_1$ must occur also in the inputs of $ce$; thus, $f_1\theta_0\theta_1 \in P_X(\Omega)$. Now, we apply the outer inductive hypothesis on the state $[\theta_0 : f_1\theta_1]$ and obtain the following transition:

$$[\theta_0 \cdot f_1\theta_1] \xrightarrow{cS^*} [\theta_0 \theta_2 : \varepsilon]$$

and $f_1\theta_1\theta_2 \in P(\Omega)$. The substitution $\theta_1$ agrees with $\theta_2$ on the meta-variables of $f_1$ in the following sense: for all $x \in V(f_1)$, either $\theta_1(x) = x$ or $\theta_1(x) = \theta_2(x)$. Therefore,

$$[\theta_0 : f_1] \xrightarrow{cS^*}[\theta_0 \theta_1 \theta_2 : \varepsilon]$$

is also a transition sequence in $CS$. Therefore, we can assemble the following sequence:

$$[\theta_0 \theta_1 : f_1 \cdot \ldots \cdot f_n] \xrightarrow{cS^*} [\theta_0 \theta_1 \theta_2 : f_2 \cdot \ldots \cdot f_n]$$

which, together with the fact that $f_1\theta_1\theta_2 \in P(\Omega)$, proves the base case for the inner induction. From the definition of Data-driven Rules, every meta-variable of the inputs of $f_2$ must occur also either in the inputs of $ce$ or in the outputs of $f_1$; thus, $f_2\theta_1\theta_2 \in P_X(\Omega)$. Therefore, we can apply the inner inductive hypothesis and obtain:

$$[\theta \theta_1 \theta_2 : f_2 \cdot \ldots \cdot f_n] \xrightarrow{cS^*} [\theta : \varepsilon]$$
Therefore, \( f_i \theta \in P(\Omega) \), for every \( i \in [n_+] \). Each meta-variable of the \( ce \) occurs either in the inputs of \( ce \), in which case the instantiation by \( \theta \) is ground because of the unification with \( p \), or else it occurs in the output of some premiss, and in this case its instantiation by \( \theta \) is ground by the proof of the inner induction. Therefore, \( ce \theta \in P(\Omega) \) and \( p \theta \in P(\Omega) \).

The next theorem states the completeness of the Computation Semantics of a Data-driven Specification. This theorem uses the concept of a structural substitution. A substitution \( \theta \) is \textit{structural} if and only if every term in ran \( \theta \) is structural. Informally, the Completeness Theorem states that if there is ground structural substitution \( \bar{\theta} \) which is a satisfying substitution for \( p \in P_X(\Omega) \) then \( CS \) finds a satisfying substitution \( \theta \) for \( p \) such that \( \Psi(p \bar{\theta}) = \Psi(p \theta) \).

In the following proposition we show that a completeness theorem stated in terms of an arbitrary ground substitution for \( p \) is no more general than Theorem 3 which is stated in terms of a ground structural substitution. The proposition states that any ground substitution can be replaced by a ground structural substitution in the context of an evaluation function.

**Proposition 1** If \( \bar{\theta} \) is a ground substitution for \( t \in T_X(\Sigma) \) and \( t \bar{\theta} \in \text{dom} \, \psi^A \) then there exists a ground structural substitution \( \bar{\theta'} \) for \( t \) such that \( t \bar{\theta}' \in \text{dom} \, \psi^A \) and \( \psi^A(t \bar{\theta}) = \psi^A(t \bar{\theta}') \).

**Proof** (Sketch) Let \( \bar{\theta}' \) be the same as \( \bar{\theta} \) except that for all \( x \in \text{dom} \, \bar{\theta}/\nu(t) \), \( \bar{\theta}'(x) = \psi^A(\bar{\theta}(x)) \). Notice that \( \bar{\theta}(x) \in \text{dom} \, \psi^A \) otherwise \( t \bar{\theta} \notin \text{dom} \, \psi^A \). Since all non-structural terms in ran \( \bar{\theta}/\nu(t) \) were replaced by the result of their evaluation, \( \bar{\theta}' \) is structural on ran \( \bar{\theta}/\nu(t) \). Furthermore, it is clear \( \psi^A(t \bar{\theta}) = \psi^A(t \bar{\theta}') \).

The proof of Theorem 3 uses the following lemmas about the evaluation of structural terms and structural formulae, which are stated without proof. The first lemma is a trivial consequence of the fact that each function symbol in a structural term has the term algebra interpretation in \( A \).
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Lemma 2 For all ground structural terms \( \bar{t} \in T(\Sigma) \), if \( \bar{t} \in \text{dom } \psi^A \) then \( \psi^A(\bar{t}) = \bar{t} \). □

Using Lemma 2, it is trivial to prove the following lemma about simplification of structural terms.

Lemma 3 For all structural term \( t \in T_X(\Sigma) \), and ground structural substitution \( \theta \) if \( t\theta \in \text{dom } \chi^A \) then \( \chi^A(t\theta) = \chi^A(t)\theta \). □

Using the fact that \( \chi^A \) is the same as \( \psi^A \) for ground terms and generalising the above lemmas to program formulae, we obtain the following lemma.

Lemma 4 For all structural program formulae \( p \in P_X(\Omega) \), and ground structural substitution \( \theta \), if \( \theta \in \text{dom } \Psi^A \) then \( \Psi^A(p\theta) = \chi^A(p)\theta \). □

We now state and prove the Completeness Theorem.

Theorem 3 (Completeness of the Computational Semantics)
Let \((\Omega, \phi, A, \Omega_{\text{OBS}})\) be a Data-driven Relational Specification and \(CS\) be its Computational Semantics that uses Standard Goal Choice and \( \preceq \)-expansion. For all \( p \in P_X(\Omega) \), if there exists a ground structural substitution \( \theta \) for \( p \) such that \( p\theta \in \text{dom } \Psi^A \) and \( \Psi^A(p\theta) \in \pi^A \) then there exists a \( CS\)-sequence of \( p \) of the following form \([\theta_0 : p]\subseteq^* [\theta : \epsilon]\) such that \( \Psi^A(p\theta) = \Psi^A(p\theta) \).

Proof If \( p\theta \in \text{dom } \Psi^A \) and \( \Psi^A(p\theta) \in \pi^A \) then, from Proposition 2.3, there is a \( \phi^A \)-tree of \( \Psi^A(p\theta) \) whose root is an instance of the conclusion of a rule \( \mathcal{R} = (\{f_1, \ldots, f_n\}, \epsilon) \), \( n \geq 0 \), in \( \phi \), by a ground structural substitution \( \theta' \) such that:

\[
\frac{\text{PT}(\Psi^A(f_1\theta')) \ldots \text{PT}(\Psi^A(f_n\theta'))}{\Psi^A(ce\theta')}
\]

and because every Relational Rule in \( \phi \) is Data-driven, from Definition 2(4) every term in \( \epsilon \) is structural. From Lemma 2, generalised to the evaluation of formulae,
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it follows that $\Psi^A(ce\theta') = ce\theta'$. The proof of Theorem 3 is by induction on the height of the $\phi^A$-tree and builds a CS-sequence for $p$ using this $\phi^A$-tree.

**Base Case** If the $\phi^A$-tree has height 1 the rule $\mathcal{R}$ is of the form $\{\{\}, ce\}$ and $ce\theta' = \Psi^A(p\theta)$. From Lemma 4, $\Psi^A(p\theta) = \chi^A(p)\theta$. Therefore, $\theta'\theta$ is a unifier for $ce$ and $\chi^A(p)$. Let $\theta$ be the m.g.u. of $ce$ and $\chi^A(p)$, therefore the single transition $[\theta_0 : p] \xRightarrow{\theta} [\theta : \varepsilon]$ is a CS-sequence for $p$.

It remains to prove that $\Psi^A(p\theta) = \Psi^A(p\theta')$. Since $\theta$ is the m.g.u. of $ce$ and $\chi^A(p)$ then there exists a substitution $\theta'$ such that $\theta'\theta = \theta$; in particular, $\Psi^A(p\theta') = \Psi^A(p\theta')$. Since the meta-variable in $ce$ are fresh $\theta'$ does not change $p$ and we can write $\Psi^A(p\theta') = \Psi^A(p\theta')$; thus, $\Psi^A(p\theta) = \Psi^A(p\theta')$, and since from Theorem 2 $p\theta$ is ground we have $\Psi^A(p\theta') = \Psi^A(p\theta)$. Therefore, $\Psi^A(p\theta) = \Psi^A(p\theta)$, finishing the proof of the base case.

**Inductive Step** If the $\phi^A$-tree has height $h > 1$, then the rule $\mathcal{R}$ is of the form $\{\{f_1, \ldots, f_n\}, ce\}$, for $n \geq 1$, and $ce\theta' = \Psi^A(p\theta)$. From Lemma 4, $\Psi^A(p\theta) = \chi^A(p)\theta$. Therefore, $\theta'\theta$ is a unifier for $ce$ and $\chi^A(p)$. Let $\theta_1$ be the m.g.u. of $ce$ and $\chi^A(p)$, and therefore the following transition is a transition in CS:

$$[\theta_0 : p] \xRightarrow{\theta_01} [\theta_01 : f_1 \cdot \cdot \cdot f_n]$$

Now, we prove by induction on $n \geq 1$ that:

$$[\theta_0\theta_1 : f_1 \cdot \cdot \cdot f_n] \xRightarrow{\theta_0} [\theta_0\theta_1 \cdot \cdot \cdot \theta_n : \varepsilon]$$

We call this induction the *inner induction*. For the base case of this proof, recall that the premisses of $\mathcal{R}$ are added to the goal stack in a total order consistent with the $\succeq$ relation. Since $\mathcal{R}$ is Data-driven all meta-variables in the inputs of $f_1$ appear in the inputs of $ce$. Therefore, $f_1\theta_1 \in P_X(\Omega)$. The substitution $\theta_1$ agrees with $\theta'$ on the variables of $f_1$ in the sense that for all $x \in \mathcal{V}(f_1)$, either $\theta_1(x) = x$ or $\theta_1(x) = \theta'(x)$. Therefore, $f_1\theta_1\theta' = f_1\theta'$ and the $\phi^A$-tree for $\Psi^A(f_1\theta_1\theta')$ is PT($\Psi^A(f_1\theta')$). Therefore, we can apply the inductive hypothesis of the outer induction to obtain the following transition sequence:

$$[\theta_0 : f_1\theta_1] \xRightarrow{\theta_02} [\theta_2 : \varepsilon]$$
which is a $CS$-sequence of $f_1 \vartheta_1$, with answer $\vartheta_2$. Moreover, since $\vartheta_1$ agrees with the substitution $\vartheta_2$ on the variables of $f_1$ then $[\vartheta_0 \vartheta_1 : f_1]^{CS} [\vartheta_0 \vartheta_1 \vartheta_2 : \varepsilon]$ is also a transition sequence in $CS$. Therefore, we obtain the following transition sequence:

$$[\vartheta_0 : p]^{CS} [\vartheta_0 \vartheta_1 : f_1 \ldots \cdot f_n]^{CS} [\vartheta_0 \vartheta_1 \vartheta_2 : f_2 \ldots \cdot f_n]$$

It follows from Theorem 2 that $f_1 \vartheta_0 \vartheta_1 \vartheta_2 \in P(\Omega)$ and from the inductive hypothesis $\Psi^A(f_1 \vartheta_0 \vartheta_1 \vartheta_2) = \Psi^A(f_1 \vartheta')$; thus $\vartheta_2$ agrees with $\vartheta'$ on the variables of $f_1$. Therefore, because each meta-variable in the inputs of $f_2$ also occurs either in the inputs of $ce$ or in the outputs of $f_1$ we have that $f_2 \vartheta_0 \vartheta_1 \vartheta_2 \in P_X(\Omega)$. Therefore, we can apply the inner inductive hypothesis and obtain the following transition:

$$[\vartheta_0 \vartheta_1 \vartheta_2 : f_2 \ldots \cdot f_n]^{CS} [\vartheta_0 \vartheta_1 \ldots \vartheta_n : \varepsilon]$$

By appending this sequence to the previous one we obtain:

$$[\vartheta_0 : p]^{CS} [\vartheta_0 \vartheta_1 \ldots \vartheta_n : \varepsilon]$$

It remains to show that $\Psi^A(p \vartheta_0 \vartheta_1 \ldots \vartheta_n) = \Psi^A(p \vartheta)$. First, notice that each $\vartheta_i$, for $i \in [n+]$, agrees with $\vartheta'$ on the meta-variables of $f_i$; in particular they agree on those meta-variables of $f_i$ that occur in $ce$. The substitution $\vartheta_1$ also agrees with $\vartheta'$ on the meta-variables of the input terms of $ce$. Because $R$ is Data-driven, the meta-variables in the outputs of $ce$ are either in the output of some $f_i$ or in the inputs of $ce$; thus $\vartheta_0 \vartheta_1 \ldots \vartheta_n$ agrees with $\vartheta'$ on all meta-variables of $ce$. Therefore, the following holds:

$$ce \vartheta_0 \vartheta_1 \ldots \vartheta_n = ce \vartheta'$$

since $\Psi^A(ce \vartheta') = \Psi^A(p \vartheta)$ then $\Psi^A(ce \vartheta_0 \vartheta_1 \ldots \vartheta_n) = \Psi^A(p \vartheta)$; because $\vartheta_1$ is the m.g.u. of $ce$ and $\chi^A(p)$ we obtain $\Psi^A(ce \vartheta_0 \vartheta_1 \ldots \vartheta_n) = \Psi^A(\chi^A(p) \vartheta_0 \vartheta_1 \ldots \vartheta_n)$. Applying Lemma 4 we have that $\Psi^A(ce \vartheta_0 \vartheta_1 \ldots \vartheta_n) = \Psi^A(p \vartheta_0 \vartheta_1 \ldots \vartheta_n)$ and therefore $\Psi^A(p \vartheta_0 \vartheta_1 \ldots \vartheta_n) = \Psi^A(p \vartheta)$.

This finishes the proof of the Completeness theorem. $\square$
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The above theorem assures that the Computational Semantics of a Data-driven Specification with Standard Goal Choice and \( \leq \)-expansion is complete for program evaluation. Together with Theorem 2, this completeness means that if a program formula \( \pi(t_w, t_{w'}) \) has a CS-sequence with answer \( \theta \) then \( t_w\theta \) is ground, i.e., \( t_w\theta \) is the result of the evaluation of the program \( t_w \).

Let us now continue with the development of a notion of evaluation step. We argue that the operational interpretation given by the Computational Semantics of a Data-driven Specification is intuitive. Furthermore, it is sound and complete with respect to the Declarative Semantics and can be used as the underlying theory of a system for prototyping of programming languages as the CENTAUR system or the Animator Generator. However, the transition of this Computational Semantics is non-deterministic in general, and therefore unsuitable to be used as the evaluation step in debugging.

The theory of debugger specification developed in Chapter 6 only addresses debuggers for deterministic programming languages. Therefore, it is reasonable to restrict the possible Relational Specifications to a class in which only deterministic programming languages can be expressed. We then prove that the Computational Semantics of such a specification is monogenic; thus, this Computational Semantics yields a deterministic notion of evaluation step which is suitable for debugging.

**Definition 4 (Deterministic Specification)**

A Data-driven Specification \( (\Omega, \phi, A, \Omega_{\text{OBS}}) \) is **deterministic** if there is no pair of rules \( (\text{Pre}, ce) \) and \( (\text{Pre}', ce') \) in \( \phi \) such that, if \( ce = \pi(t_w, t_{w'}) \) and \( ce' = \pi(t'_w, t'_{w'}) \), then \( t_w \) and \( t'_w \) unify. □

The following theorem states that the Computational Semantics of a Deterministic Relational Specification is monogenic. Therefore, this system has three desirable properties: it may be given a deterministic implementation; it yields
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a deterministic and intuitive notion of evaluation step; and it is complete with respect to the Declarative Semantics of the specification.

**Theorem 4 (Monogenicity)**

Let \((\Omega, \phi, A, \Omega_{OBS})\) be a Deterministic Relational Specification. The Computational Semantics of this specification that uses the Standard Goal Choice and \(\preceq\)-expansion of goals is monogenic.

**Proof** (Sketch) It is clearly monogenic because the standard goal choice and the \(\preceq\)-expansions are deterministic, and there is at most one rule in \(\phi\) that can be selected at each state of the Computational Semantics.

To define the concept of an evaluation step we must solve one last problem. The above definitions and theorems were stated with respect to any \(\preceq\)-expansion, i.e., premisses are added to the goal stack on any total order consistent with \(\preceq\). We argue that any choice for this total order will give an intuitive notion of step.

However, in an application of the \(CS\) system, e.g., in the specification of a debugger, it is necessary to use one particular total order. Therefore, we have to make the choice of total order an explicit parameter of \(CS\). Let \(<\) be a total order consistent with \(\preceq\), we write \(CS_<\) to denote the \(CS\) system that uses Standard Goal Choice and add the premisses on the goal stack according to \(<\). We write \(\mathcal{CS}_<\) for the transition relation of \(CS_<\).

We are now ready to define an evaluation step based on a Relational Specification.

**Definition 5 (Evaluation Step)** Let \((\Omega, \phi, A, \Omega_{OBS})\) be a Deterministic Relational Specification and \(<\) a total order on \(F_X(\Omega)\) consistent with \(\preceq\). An evaluation step of a program formula \(p \in P_X(\Omega)\) is a transition of the \(CS_<\) system during the evaluation of \(p\).

Although the definition of an evaluation step is parametric on a definition of \(<\), we will fix a particular total order to be used in subsequent examples. Since the
left-to-right order in which the premisses are written in the Relational Rules of all our examples is consistent with \( \leq \), we will use this order to add the premisses on the goal stack. In the rest of this thesis, we use the term standard to refer to a \( CS \) system with this total order and Standard Goal Choice.

Let us now introduce a notational simplification. Since Standard Goal Choice treats the goal stack as a list of formula we will write goal stacks in the usual list notation using the "::" as the list constructor and \( \varepsilon \) as the empty list. Therefore, in a goal stack \( f :: \alpha \), the formula \( f \) is the selected goal and \( \alpha \) is the rest of the stack.

Let us see how the transition relation of the standard \( CS \) behaves when compared to the intuitive notion of evaluation step discussed in the beginning of this section. For this, we consider a hypothetical evaluation of an expression \( e_1 + e_2 \) in \( CS^{Exp} \), i.e., we consider the transitions of \( CS^{Exp} \) for a query \( e_1 + e_2 \Rightarrow_S n \). In the following examples we ignore the renaming of the meta-variables and elide some formulae from the goal stack to simplify the presentation. The initial transition of this evaluation uses rule 2.1(2)' (page 133), and is as follows:

\[
[\theta_0 : e_1 + e_2 \Rightarrow_S n] \overset{CS}{\Rightarrow} [\theta_0 \theta_1 : e_1 \Rightarrow_S n_1 :: e_2 \Rightarrow_S n_2 :: \text{num}(\text{plus}(n_1, n_2)) \Rightarrow_S v]
\]

The current state after this transition indicates that the evaluation of \( e_1 + e_2 \) starts with the evaluation of \( e_1 \). Using enough \( CS^{Exp} \) transitions until the evaluation of \( e_1 \) is completed we obtain the following sequence:

\[
[\theta_0 : e_1 + e_2 \Rightarrow_S n] \overset{CS}{\Rightarrow} [\theta_0 \theta_1 : e_1 \Rightarrow_S n_1 :: \ldots] \overset{CS^*}{\Rightarrow} [\theta_0 \theta_1 \theta_2 : e_2 \Rightarrow_S n_2 :: \ldots]
\]

such that \( \theta_0 \theta_1 \ldots \theta_2(n_1) \) is the result of the evaluation of \( e_1 \). The full evaluation of the expression is represented by the following transition sequence:

\[
[\theta_0 : e_1 + e_2 \Rightarrow_S n] \overset{CS}{\Rightarrow} [\theta_0 \theta_1 : e_1 \Rightarrow_S n_1 :: \ldots] \overset{CS^*}{\Rightarrow} [\theta_0 \theta_1 \theta_2 : e_2 \Rightarrow_S n_2 :: \ldots] \overset{CS^*}{\Rightarrow} [\theta_0 \theta_1 \theta_2 \theta_3 : \text{num}(\text{plus}(n_1, n_2)) \Rightarrow_S v] \overset{CS^*}{\Rightarrow} [\theta_0 \cdot \ldots \cdot \theta_n : \varepsilon]
\]

In this last state \( \theta_0 \theta_1 \ldots \theta_n(n) \) is the result of the evaluation of the expression \( e_1 + e_2 \). We can interpret this \( CS^{Exp} \)-sequence by saying that the evaluation of
\( e_1 + e_2 \) is composed of the steps of the evaluation of \( e_1 \), followed by the steps of the evaluation of \( e_2 \), followed by the steps necessary to perform the sum operation.

Given the choice of total order on the premisses discussed above, the operational interpretation of the above transitions agrees with the informal interpretation discussed in the beginning of this section.

The definition of an evaluation step in Definition 5, together with the definition of program evaluation in Definition 3, achieves the goals of this chapter. However, the class of Deterministic Relational Specifications excludes many Relational Specifications of deterministic programming languages whose Computational Semantics also yield a natural notion of step. For instance, suppose that we add conditional expressions to the \( \text{Exp} \) language of Example 2.1 by the following grammar rule:

\[
\text{exp} ::= \text{if } \text{exp} \text{ then } \text{exp} \text{ else } \text{exp}
\]

Two natural Relational Rules to define the semantics of the conditional expressions could be given by:

\[
\begin{align*}
& e_1 \Rightarrow_S \text{true} \quad e_2 \Rightarrow_S v \\
\Rightarrow & \quad \text{if } e_1 \text{ then } e_2 \text{ else } e_3 \Rightarrow_S v & (C_1)
\end{align*}
\]

\[
\begin{align*}
& e_1 \Rightarrow_S \text{false} \quad e_3 \Rightarrow_S v \\
\Rightarrow & \quad \text{if } e_1 \text{ then } e_2 \text{ else } e_3 \Rightarrow_S v & (C_2)
\end{align*}
\]

These rules are not deterministic in the sense of Definition 4 since their conclusions unify. However, there exists a natural operational interpretation for the above rules: the evaluation of a conditional expression \( \text{if } e_1 \text{ then } e_2 \text{ else } e_3 \) consists in first evaluating \( e_1 \) and then checking its result; if it is true we use rule \((C_1)\), and evaluate \( e_2 \) to obtain the result of the conditional expression; otherwise, we use rule \((C_2)\), and evaluate \( e_3 \) to obtain the result of the conditional.

This operational interpretation does not fit in our previous discussions because it somehow suspends the choice between the rules until \( e_1 \) is entirely evaluated.

Nevertheless, there is at most one \( CS^{\text{Exp}} \)-sequence for each conditional expression. The specification \( \text{Exp} \) extended with conditional expressions is still a
deterministic language, although we do not consider its Relational Specification as being deterministic. These facts suggest that we could search for an alternative set of Relational Rules with the following properties: it is semantically equivalent to the above set; it has the above operational interpretation; and is deterministic in the sense of Definition 4. The following rules have these properties:

\[
\frac{e_1 \Rightarrow_S v''}{\text{if } e_1 \text{ then } e_2 \text{ else } e_3 \Rightarrow_S v'} \quad (C'_1)
\]

\[
\frac{e_2 \Rightarrow_S v}{\text{branch(true, } e_2, e_3, v)} \quad (C'_2)
\]

\[
\frac{e_3 \Rightarrow_S v}{\text{branch(false, } e_2, e_3, v)} \quad (C'_3)
\]

where \textit{branch} : \textit{val} \times \textit{exp} \times \textit{exp} \leftrightarrow \textit{val} is a fresh relation name. The operational interpretation of the evaluation of conditional expressions using these rules agrees with the interpretation we gave to the rules \((C_1)\) and \((C_2)\): the rules \((C'_1)\) is the only one that can be selected to start the evaluation of a conditional; then \(e_1\) is evaluated using this rule and its result is used to select between \((C'_2)\) and \((C'_3)\).

Therefore, if we can define an automatic transformation from rules in the form of the first set into rules in the form of the second set we would achieve two results. First, we would prove that the use of non-deterministic rules like the first set of conditional rules does not add any expressiveness to the Relational Specifications. Second, that rules as the first set could be converted into Deterministic Rules with the same operational interpretation.

The transformation illustrated above can be automatically performed. The first step towards the definition of this transformation is to characterise a class of semantics that contains the rules of the form of the first set of conditional rules. This is done in the following definition.

**Definition 6 (Dynamically-deterministic Specification)**

A Data-driven Specification \((\Omega, \phi, A, \Omega_{\text{OBS}})\) is \textit{Dynamically-deterministic} if and only if for each pair of rules \((\text{Pre}, ce)\) and \((\text{Pre}', ce')\) in \(\phi\), such that \(ce = \pi(t_w, t_w')\) and \(ce' = \pi(t'_w, t'_w)\), then either:
• \( t_u \) and \( t'_u \) do not unify, or

• \( ce = ce' \), and there exits \( \pi'(t_u, t'_u) \in Pre \) and \( \pi'(t'_u, t'_u) \in Pre' \), such that \( t_u = t'_u, t'_u \) and \( t'_u \) do not unify, and \( \bar{s}(\pi(t_u, t'_u)) = \bar{s}(\pi(t'_u, t'_u)) \).

where \( \bar{s}(f) \), for \( f \in Pre \) (respectively \( Pre' \)), denotes the premisses of \( Pre \) (respectively \( Pre' \)) that are strictly smaller than \( f \) according to the (formulae) dependency relation \( \preceq \) (page 137).

Figure 2 extends the diagram of Figure 1 with Dynamically-deterministic Specifications. We can relax the above definition by requiring \( ce \) and \( ce' \) to be \( \alpha \)-convertible; the same for \( t_u \) and \( t'_u \), and each pair of corresponding formulae in \( \bar{s}(\pi(t_u, t'_u)) \) and \( \bar{s}(\pi(t'_u, t'_u)) \). The more general definition is presented in [dS90]. However, this generalisation does not add any expressiveness and makes the definition more complex. Therefore, we favoured the simpler approach in this presentation.

In any Dynamically-deterministic Specification, whenever two rules have conclusions whose inputs unify, then there exists an initial sequence (ordered by a total order consistent with \( \preceq \)) of premisses in both rules equal, and there is a pair of premisses in each rule whose inputs are equal and whose outputs do not
unify. This pair of premisses is called a *distinction pair*.

A distinction pair can be used to guide the transformation of the rules as described by the above example. In that case \( e_1 \Rightarrow S \text{true} \) and \( e_1 \Rightarrow S \text{false} \) is the distinction pair; this pair is factorised from the two original rules into the single rule \((C_1')\). In [dS90] we presented an algorithm (called FAIR) that transforms Dynamically-deterministic Specifications into Deterministic Specifications. FAIR performs the transformation that was described in the above example. We argue that the rules generated by factorisation have the intuitive operational interpretation that we discussed for the original set of conditional rules.

Moreover, in Chapter 6 we will discuss mechanisms in which we can hide some evaluation steps in a debugger. Using such a mechanism we could hide the steps due to the evaluation of the *branch* premiss of rule \((C_1')\), since this premiss does not occur in the original set of rules. Consequently, we can use a Dynamically-deterministic Specification in the definition of some language, and then transform the specification into a Deterministic one for use in the specification of a debugger. Crucially, the transformed specification has the same meta-semantics and the same notion of evaluation step as the original.

The class of dynamically-deterministic rules is fairly large. The semantic aspects of most sequential programming languages can be expressed in this class of specifications. In particular, the dynamic semantics of Standard ML [HMT89] can be expressed by a Dynamically-deterministic Specification. Therefore, the theory of debugger design addresses this (large) class of Relational Specifications.

### 5.5 Summary and Conclusions

In this chapter we defined an operational interpretation of a Relational Specification by presenting its Computational Semantics. Theorem 1 established the soundness of the Computational Semantics with respect to the Declarative Semantics of Definition 2.3.

We then studied the problem of defining an intuitive notion of evaluation step
using the Computational Semantics. We demonstrated by examples that not all Relational Specifications yield such a notion. We characterised the class of Data-driven Relational Specifications and showed that specifications in this class yield an intuitive notion of evaluation step. The Computational Semantics of any Data-driven Specification can be given a formal operational interpretation, expressed in Theorem 2. Furthermore, such a Computational Semantics is complete as proved in Theorem 3.

The restrictions that led to the class of Data-driven Specifications are similar to the restrictions imposed by Berry on a Structural Operational Semantics to define a notion of evaluation step [Ber91a, pages 70,91]. This similarity suggests that these restrictions are not ad hoc, but necessary whenever we want to define a notion of evaluation step based on a Relational Semantics. An interesting problem for future research is to compare the notions of evaluation step of [Ber91a] and of this thesis. This comparison could include a study of the approach to the evaluation of data-driven DCP in [DM85].

Another interesting problem is to investigate whether there exists a larger class of Relational Specifications whose Computational Semantics is complete. A related problem would be to study whether the transformation of rule 2.1(2) into rule 2.1(2)' given in page 133 can be done automatically. An affirmative answer to this problem would implicitly enlarge the class of specifications with complete Computational Semantics.
Chapter 6

Formal Specification of Debuggers

In this chapter we study the formal specifications of debuggers. We start by presenting an abstract characterisation of a debugger using the notions of program evaluation and evaluation step developed in Chapter 5. A debugger, according to this characterisation, evaluates programs using the Computational Semantics of a Deterministic Relational Specification.

We then study two common issues in the specification of most concrete debuggers: the granularity of the debugging step and the reference to unique program positions. Since we presented an abstract definition of debuggers, we can address these issues at the level of an arbitrary debugger. A clear advantage of this approach is that the solutions we propose for the design issues can be used in the specification of any concrete debugger that conforms with our abstract definition.

Finally, we define a notation to assist in the specification of concrete debuggers. This notation expresses a useful set of debugging operations for any programming language that can be given a Deterministic Relational Specification. We illustrate the use of this notation in Section 6.6. An interesting problem for future investigation is to provide an implementation for the specification notation. This would provide facilities for high level prototyping of debuggers.
6.1 Introduction

In this section we compare our approach to some other approaches to debugging based on formal semantics that we find in the literature. The CENTAUR system [CIK89] has some debugging facilities for the TYPOL language [Des88]. When a TYPOL specification of a programming language is being interpreted, these facilities can be used as an (indirect) debugger for programs written in the programming language.

TYPOL debuggers are LISP programs that interact with the Mu-PROLOG program generated by the TYPOL compiler. In the original description of the debugging facilities for TYPOL in [Des88], there is no mention of special features in LISP to assist in the specification of debuggers. It is suggested by the authors of [Des88] that it would be possible to use Esterel [BCG86] to specify the debuggers and then produce the LISP code using the Esterel compiler. However, Esterel does not have specific features for the specification of debuggers in terms of the programming language semantics; in this particular sense, we say that CENTAUR does not provide high-level facilities for the specification of debuggers.

The PSG system [BS86] generates an interpreter, with debugging facilities, from a denotational semantics of the programming language [BMS87]. The interpreter is generated by translating the denotational semantics into an executable functional program. Before the evaluation of any sub-phrase of a program, the interpreter calls a debugger coroutine; this receives debugging commands from the user, updates the current state of the evaluation, checks for break-points, and so on. An evaluation step in the debugger is a function call to the definition of the program phrase; thus, it cannot be changed unless the whole system is redefined to incorporate another notion of step. Some debugging operations are generated automatically; more sophisticated operations must be encoded together with the semantics of the programming language. The language used to define these debugging operations is a simple functional language with no special features for debugger specification; thus PSG offers little support for the
definition of advanced debugging operations.

Our approach to debugger specification allows the definition of debugging steps of variable size, or \textit{granularity}, based on the notion of evaluation step defined in Chapter 5. Moreover, we shall define a specification notation with features dedicated to the definition of debuggers at a high level of abstraction.

The Animator Generator [Ber91a] is a system that generates a programming language animator from a Structural Operational Semantics. An animator is an interpreter for the programming language with a sophisticated graphical interface used to display the intermediate steps of the evaluation of the program. The animation process is interactive, allowing the user to inspect the values of variables, single step backwards and forwards, and so on. An animation step is a function between partial proof trees of a program formula. Its definition is more complex and difficult to reason about than our definition of an evaluation step, because animation has other needs that are not important for the approach of this thesis, e.g., displaying and highlighting of (parts of) the proof tree of the program. Although it is possible to display different views of the program animation, the set of debugging operations in an animator is fixed, that is, the Animator Generator does not provide the means for specification of new debugging operations.

As mentioned above, our definition of evaluation step is simpler than an animation step, being easier to reason about. This property will be essential in proofs of debugger correctness, which are addressed in Chapter 7. Moreover, our approach allows the specification of a wide range of debugging operations, including the commands of the Animator Generator.

In [KHC91], Kishon et al. define Monitor Semantics as a system for the prototyping of program monitors based on a continuation-passing denotational semantics of the programming language. Monitor functions are specified as annotations to the original denotational semantics of the programming language. There exists a proof that the inclusion of a monitor specification does not change the semantics of the language. In [KHC91] there is no definition of a notion of an evaluation step; thus it is not clear how to specify a single stepping operation,
and nor it is clear how such an operation would behave.

The major difference between our approach and the four approaches discussed above is that while they aim at an implementation of a debugger generator we aim at the definition of a theory of debugger specification. This theory is the first, essential step towards a notion of debugger correctness, which is a major goal of this thesis. The definitions in this chapter set up a suitable framework in which we can study the problem of debugger correctness in Chapter 7.

6.2 Definitional Preliminaries

The following definitions are based on the definitions given in Section 4.2.

A labelled transition system is a triple $(\Gamma, L, \rightarrow)$ where $\Gamma$ is a set of states, $L$ is a set of labels, and $\rightarrow \subseteq \Gamma \times L \times \Gamma$ is the labelled transition relation. For $(st, l, st') \in \Gamma \times L \times \Gamma$, the fact that $(st, l, st') \in \rightarrow$ is written $st \xrightarrow{l} st'$.

The generalisation of transitive-reflexive closure to a labelled transition relation is defined as follows. Let $sl \in L^*$ be a sequence of labels $(l_1, \ldots, l_n)$ for $n \geq 0$. If $n = 0$ then $st \rightarrow^* st$. If $n > 0$ then $st \rightarrow^* st'$ if and only if there exists a state $st''$ such that $st \xrightarrow{l_1} st''$ and $st'' \xrightarrow{l_2} \cdots \xrightarrow{l_n} st'$, where $sl' = (l_2, \ldots, l_n)$.

6.3 Interpreter-Debuggers

Let $S = (\Omega, \phi, A, \Omega_{\text{OBS}})$ be a Deterministic Relational Specification of some programming language and $p \in P_X(\Omega)$ be an arbitrary structural program formula in $S$. In this section we present a definition of an abstract debugger for $p$ that evaluates the program formula using the Computational Semantics $CS_<$ of $S$ for a fixed but arbitrary total ordering $<$ consistent with $\preceq$, as discussed in Section 5.4 (page 146). This definition generalises trivially to a debugger for all program formulae in $P_X(\Omega)$.

Let us recall some results and definitions from Chapter 5 related to the Com-
computational Semantics of Deterministic Specifications. Initially, \( P_X(\Omega) \) denotes the set of structural program formulae; thus \( p \in P_X(\Omega) \) is a structural formula whose input terms are ground. From Theorem 5.4, the Computational Semantics, with Standard Goal Choice and \(<\)-expansion, of any Deterministic Specification is monogenic; thus, \( CS_\prec \) of \( CS_\prec \) is a partial function, written \( CS_\prec : \Gamma CS \rightarrow \Gamma CS \). However, at the risk of some confusion, we still use the (infix) relational notation \( st \overset{CS_\prec}{\rightarrow} st' \) instead of a functional notation, e.g., \( \overset{CS_\prec}{\rightarrow}(st) = st' \).

The choice of the total order \( \prec \) is part of the design of a debugger in our framework. The following definitions are parametric on an arbitrary total order \( \prec \) consistent with \( \leq \). To improve the readability, we will drop the subscript \( \prec \) from \( CS \) and \( CS_\prec \) hereafter. In the examples in this chapter and Chapter 7 we will use the standard \( CS \) system defined in Section 5.4 (page 147).

The reader will notice that some of the following definitions are more general than strictly necessary for the results we want in this thesis. In particular, we give definitions that could be easily generalised to the case where \( CS \) is an actual relation. The main reason for this added generality is that it simplifies extensions to the theory, for instance to address debuggers for non-deterministic programming language, as discussed in Section 8.2.

We present the definition of an abstract debugger in two stages. We start with a very simple definition of a debugger with limited debugging functionality, and discuss its main problems and limitations. Motivated by this discussion, we present another characterisation that describes a larger class of debuggers, including most existing debuggers for deterministic programming languages. We start by defining a notion of evaluation history of programs; an evaluation history is sometimes called a computation in the literature.

**Definition 1** (Evaluation History) The set of evaluation histories of \( p \) in \( CS \), written \( EH \), is the subset of \( \Gamma^{*}_{CS} \) inductively defined as follows:
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1. \( \langle \theta_0 : p \rangle \in \text{EH} \)

2. If \( \langle st_1, \ldots, st_n \rangle \in \text{EH} \), and \( st_n \xrightarrow{\text{CS}} st_{n+1} \),
   
   then \( \langle st_1, \ldots, st_n, st_{n+1} \rangle \in \text{EH} \)

Notice that, because \( \text{CS} \) is a function, there exists at most one evaluation history \( \langle st_1, \ldots, st_n \rangle \) for a given \( n > 0 \). For each history \( \langle st_1, \ldots, st_n \rangle \in \text{EH} \), \( st_1 = \langle \theta_0 : p \rangle \) is the initial state, \( st_n \) is the current state. The terminology and definitions given for finite sequence in Section 2.2 also apply to evaluation histories. Moreover, if \( h = \langle st_1, \ldots, st_n \rangle \) then \( \text{fst}(h) = st_1 \), \( \text{cur}(h) = st_n \), and \( \text{rem}(h) = \langle st_1, \ldots, st_{n-1} \rangle \).

Now, we define an extension of \( \text{CS} \) to a (unique) function \( \text{EH} : \text{EH} \rightarrow \text{EH} \) consistent with \( \text{CS} \) as follows: for all \( h \in \text{EH} \), if \( \text{cur}(h) \xrightarrow{\text{CS}} st \) then \( h \xrightarrow{\text{EH}} h \circ st \). Clearly, if \( \text{CS} \) uses the function \( \xrightarrow{\text{EH}} \) instead of \( \xrightarrow{\text{CS}} \) all the results of Chapter 5 remain valid. We use the term "CS with arrow \( \xrightarrow{\text{EH}} \)" whenever we want to refer to the Computational Semantics of \( S \) that uses \( \xrightarrow{\text{EH}} \) as the transition relation.

The transition system \( \text{CS with arrow} \, \xrightarrow{\text{EH}} \) may be considered as a primitive debugger that only provides a single stepping operation between (consecutive) evaluation histories. This debugger is interactive only in the sense that the user can issue a step command and the debugger answers by advancing the evaluation history by one step, showing the new history to the user.

There are three major problems in considering \( \text{CS} \) as an abstract definition of a debugger. First, the functionality of this debugger is too limited. Second, the granularity of the steps is too small, i.e., little evaluation is really done at each evaluation step; this means that to reach a given state in the program evaluation we may need to issue many step commands. Third, an entire evaluation history contains a large amount of information; in general, we expect to be able to select only the parts of the evaluation history that we are interested in at each stage. These problems suggest we must develop a more powerful notion of debuggers so that we can address the three issues discussed above.
For this thesis, debuggers are interactive systems: the user inputs some debugging command and the debugger outputs the result of the command. Commands may be queries about the current program's evaluation state, or actions to either advance or go back in the evaluation. Results may be the required information about the evaluation, or the required action on the evaluation.

This view of a debugger may be formalised by characterising a debugger as a labelled transition system whose states contain an evaluation history as a component. The labels are pairs of a debugging command and its result, such that a transition of the form $\langle ds, (d, r) \rangle \rightarrow ds'$ is interpreted as follows: in a debugging state $ds$ and receiving a command $d$ the debugger changes the state to $ds'$ and outputs the result $r$.

We impose two restrictions on the transition systems that are allowed as debuggers in our approach. These restrictions have an intuitive motivation and are necessary so that we can prove properties about an abstract debugger. The first restriction ensures that debuggers are robust in the sense that all debugger commands evaluate to some result at every debugging state. The second restriction requires the existence of at least one debugging command that advances the evaluation. This is the minimal functionality we expect from a debugger, and it guarantees that whenever $p$ succeeds in $CS$ then there exists a sequence of debugging commands that advances $p$ from its initial evaluation state to the successful state in $CS$.

We believe that both restrictions arise naturally from a pragmatic point of view. Furthermore, in Chapter 7 we will prove results about debuggers that give a theoretical justification for the restrictions.

The above discussion leads to the definition of debuggers given below. A debugger, according to that definition, evaluates programs consistently with the $CS$ system. Since the $CS$ system is an interpreter of the programming language, Definition 2 characterises a class of debuggers that we call Interpreter-debuggers. For this definition, recall that $S = (1k, 0, A, \Omega_{BS})$ is a Deterministic Relational Specification, $\Omega = (S, F, \Pi, \pi)$, $\Sigma$ denotes $(S, F)$, and $p \in P_X(\Omega)$ is a program.
Definition 2 (Interpreter-Debugger) An Interpreter-debugger for $p$ based on $S$ and $CS$ with arrow $\xrightarrow{EH}$ is a triple $(\Sigma_D, \Delta, A_D)$ where:

- $\Sigma_D = (S_D, F_D)$ and $\Sigma \subseteq \Sigma_D$. The sorts command and result are in $S_D$, $T(\Sigma_D)_{\text{command}}$ is the language of debugging commands, and $T(\Sigma_D)_{\text{result}}$ is the language of results of debugging commands.

- $A_D/\Sigma = A$, i.e., the $\Sigma_D$-algebra of the debugger agrees with the $\Sigma$-algebra of the Relational Specification $S$ on the programming language objects.

- $\Delta$ is a quintuple

$$((\Gamma_D, g, T(\Sigma_D)_{\text{command}} \times T(\Sigma_D)_{\text{result}}, \longrightarrow, I))$$

where $(\Gamma_D, T(\Sigma_D)_{\text{command}} \times T(\Sigma_D)_{\text{result}}, \longrightarrow)$ is a monogenic labelled transition system such that:

- $\Gamma_D$ is the set of debugging states and $g : \Gamma_D \to EH$ is a projection function from $\Gamma_D$ into EH such that, for all $ds \in \Gamma_D$, $g(ds)$ is the evaluation history of $p$ at $ds$.

- $\longrightarrow \subseteq \Gamma_D \times (T(\Sigma_D)_{\text{command}} \times T(\Sigma_D)_{\text{result}}) \times \Gamma_D$ is a labelled transition relation such that the following robustness requirement holds: for all $dh \in \Gamma_D$ and $d \in T(\Sigma_D)_{\text{command}}$ there exists $dh' \in \Gamma_D$ and $r \in T(\Sigma_D)_{\text{result}}$ such that $dh \xrightarrow{(d,r)} dh'$.

- $I \in \Gamma_D$ the initial debugging state, such that $g(I) = ([\emptyset_0 : p])$.

such that the following functionality requirement holds: for all $ds \in \Gamma_D$ there exists $d \in T(\Sigma_D)_{\text{command}}$, $r \in T(\Sigma_D)_{\text{result}}$, and $ds' \in \Gamma_D$ such that $ds \xrightarrow{(d,r)} ds'$ and $g(ds) \xrightarrow{EH}^+ g(ds')$, where $\xrightarrow{EH}^+$ is the transitive closure of $\xrightarrow{EH}$.

Let us now analyse some aspects of the above definition. The transition relation $\longrightarrow$ must be total, i.e., it must be defined for all debugging commands on all
debugging states. This requirement ensures that Interpreter-debuggers are robust as discussed above. It is always possible to add some failure states and results to a debugger to make it fulfill this requirement. Therefore, this requirement does not reduce the universe of debuggers that are addressed in this framework.

The functionality requirement ensures that every Interpreter-debugger is consistent with respect to the CS system regarding the evaluation of programs. In this sense, we can use any Interpreter-debugger as an alternative program evaluator. Furthermore, any correct evaluator with respect to the CS system can be easily transformed into an Interpreter-debugger with minimal functionality.

Another important aspect of Definition 2 is that for every debugging state \( ds \in \Gamma_D \), \( g(ds) \in EH \). This implies that whenever

\[
 ds \overset{(d,r)}{\rightarrow} ds'
\]

then either \( g(ds) \overset{EH}{\rightarrow} g(ds') \) or, in the case that \( d \) is a backward evaluation command, \( g(ds') \overset{EH}{\rightarrow} g(ds) \). Therefore, because the function \( \overset{EH}{\rightarrow} \) is consistent with CS, every Interpreter-debugger evaluates programs according to CS and uses the notion of evaluation step defined by the relation \( \overset{CS}{\rightarrow} \). This helps in the definition of debuggers that behave intuitively, since \( \overset{CS}{\rightarrow} \) is an intuitive notion of evaluation step, as discussed in Chapter 5.

The above fact has an important effect on the kinds of debuggers that are characterised by Definition 2. Since \( g(ds) \in EH \) for all \( ds \in \Gamma_D \), only evaluation states that are reachable from \( [\theta_0 : p] \) using \( \overset{CS}{\rightarrow} \) are allowed in a debugging state. This implies that the debugging commands can only change the evaluation history component of a debugging state consistently with \( \overset{CS}{\rightarrow} \). This is the main reason Interpreter-debuggers are said to be based on a Relational Specification or "semantically driven".

There are various debugging commands in existing debuggers that allow the user to change the program data during debugging. In general, those commands produce states that are not reachable from \( I \), in which case the debugger is not "semantically driven" and therefore excluded from our investigation.
6.4 Aspects of the Specification of Debuggers

In this section we study some issues related to the specification of Interpreter-debuggers. We use an example to introduce these issues. First, we define a semi-formal specification of a simple debugger. Then, we identify two problems in this specification and propose solutions for them for an arbitrary Interpreter-debugger. In the next section we shall see how this semi-formal specification can be made entirely formal using the debugger specification notation.

We will define an Interpreter-debugger for the language $Fun$ called $Tiny$. The debugging language of $Tiny$ is defined by the following BNF rule, which assume the definitions of $nat$ and $var$ of previous examples:

$$command ::= reset | step nat | run until var = nat |
show var | show pos | show res$$

We shall define $Tiny$ based on the Relational Specification $Env$ of $Fun$ presented in Section 4.4. For this definition we replace rule 3.2(4) of the definition of $Env$ by the following data-driven rule:

$$E \vdash e_1 \Rightarrow v_1 \quad E \vdash e_2 \Rightarrow v_2 \quad E \vdash plus(v_1, v_2) \Rightarrow v$$

$Tiny$ evaluates programs suing the Computational Semantics $CS^{Env}$ with arrow $\Rightarrow_E$. $Tiny$ will be defined for an arbitrary program formula $p \in P_X(E^{Env})$. The set of states $\Gamma^{Tiny}$ of $Tiny$ is just the set $EH$ of evaluation histories of $p$ in $CS^{Env}$ and $g^{Tiny}$ is the identity on $\Gamma^{Tiny}$. The informal meaning of the debugging commands is as follows:

- **reset** sets the debugging state to the initial evaluation history $\langle [\theta_0 : p] \rangle$.

- **step** $n$ advances the evaluation history by $n$ steps of the relation $\Rightarrow_E$, where $n$ is a natural number, or until the evaluation terminates. In the latter case the command outputs the constant **succeed** if the evaluation is successful or the constant **fail** otherwise. The result of **step** $n$ when the evaluation does not terminate in $n$ steps is **null**.
run until \( id = n \) evaluates the expression from the current evaluation history until a state in which \( id \) is bound to \( n \), or until the evaluation terminates. In the latter case the command outputs the constant succeed if the evaluation is successful or the constant fail otherwise. The result of run until \( id = n \) when \( id = n \) is null.

show \( id \) outputs the value of the variable \( id \) in the current environment if it is defined, and fail otherwise.

show pos outputs the expression that is about to be evaluated in the current debugging state.

show res outputs the result of the evaluation of \( p \) if applied to a successful state, fail is applied to a failure state, and null otherwise.

The debugging results are the union of \( T(\Sigma_{Env})_{val} \), \( T(\Sigma_{Env})_{exp} \), and three constant values. The value fail indicates a failure in the evaluation, succeed indicates a successful evaluation, and null denotes the empty result.

It remains to define the transition relation \( \rightarrow_{Tiny} \) of Tiny. The relation is defined for each form of debugging command defined above for an arbitrary \( p \in P_{\xi}(\Omega_{Env}) \).

**reset**

For all \( dh \in EH \), \( dh \xrightarrow{d,r} ([\theta_0 : p]) \), for \( r = \text{null} \).

**step \( n \)**

For all \( dh \in EH \) and natural number \( n \), \( dh \xrightarrow{d,r} dh' \) where:

- If \( \text{cur}(dh) = [\theta : e] \) then \( dh = dh' \) and \( r = \text{succeed} \).
- Otherwise, if \( \text{cur}(dh) = [] \) then \( dh = dh' \) and \( r = \text{fail} \).
- Otherwise, if \( n = 0 \) then \( dh = dh' \) and \( r = \text{null} \).
- Otherwise, \( dh \xrightarrow{EH} dh'' \) and \( dh'' \xrightarrow{d',r} dh' \) where \( d' = \text{step} \ n' \) for \( n' = n - 1 \).

**run until \( id = n \)**

For all \( dh \in EH \), natural number \( n \), and variable \( id \), \( dh \xrightarrow{d,r} dh' \), where:
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• If \( \text{cur}(dh) = [\theta : e] \) then \( dh = dh' \) and \( r = \text{succeed} \).

• Otherwise, if \( \text{cur}(dh) = [\] \) then \( dh = dh' \) and \( r = \text{fail} \).

• Otherwise, if \( \text{cur}(dh) = [\theta : E \vdash e \Rightarrow v :: \alpha] \) then:
  - if the value of \( id \) in \( E\theta \) is \( n \) then \( dh = dh' \) and \( r = \text{null} \);
  - otherwise, if the value of \( id \) in \( E\theta \) is different from \( n \) or \( id \) is not defined in \( E\theta \) then \( dh \xrightarrow{\text{EH}^*} dh'' \) and \( dh'' \xrightarrow{d.r} dh' \)

\( d = \text{show } id \) For all \( dh \in \text{EH} \) and variable \( id \), \( dh \xrightarrow{d.r} dh \), where: if \( \text{cur}(dh) = [\theta : e] \) then \( r = \text{null} \); otherwise, if \( \text{cur}(dh) = [\] \) then \( r = \text{fail} \); otherwise, if \( \text{cur}(dh) = [\theta : E \vdash e \Rightarrow v :: \alpha] \) then \( r \) is the value of \( id \) in \( E\theta \) or \( r = \text{fail} \) if \( id \) is not defined in \( E\theta \).

\( d = \text{show } \text{pos} \) For all \( dh \in \text{EH} \), \( dh \xrightarrow{d.r} dh \), where: if \( \text{cur}(dh) = [\theta : e] \) then \( r = \text{null} \); otherwise, if \( \text{cur}(dh) = [\] \) then \( r = \text{fail} \); otherwise, if \( \text{cur}(dh) = [\theta : E \vdash e \Rightarrow v :: \alpha] \) then \( r = e \).

\( d = \text{show } \text{res} \) For all \( dh \in \text{EH} \), \( dh \xrightarrow{d.r} dh \), where: if \( \text{cur}(dh) = [\theta : e] \) and \( \text{fst}(dh) = [\theta_0 : E_0 \vdash e_0 \Rightarrow v_0] \) then \( r = v_0 \theta \); if \( \text{cur}(dh) = [\] \) then \( r = \text{fail} \); otherwise \( r = \text{null} \).

Comments about the Specification

1. It is easy to check that \( \rightarrow_{T_{\text{tiny}}} \) obeys the robustness requirement of Definition 2. The functionality requirement of Definition 2 is satisfied by the \text{step } n \text{ command.}

2. Single step command \text{step } 1 \text{ is equivalent to one step of the transition } \xrightarrow{\text{EH}^*} \text{ this being the most detailed step that can be defined in this framework. By using only \text{step } 1 \text{ and } \text{show } \text{pos} \text{ commands we can see each step of the evaluation. However, in practice it is desirable to have a less detailed single step, so that we may skip details of the evaluation that we are not interested in. We discuss this problem for an abstract debugger in Section 6.4.1, where}
we change the definition of Tiny's step command to account for a coarser debugging step.

3. The definition of the show pos command is very limited because there may be various sub-expressions during the evaluation that are syntactically identical; therefore, we need context information to identify uniquely which sub-expression is about to be evaluated. This problem is studied in the context of an abstract debugger in Section 6.4.2.

4. Some parts of the definition are not formalised, e.g., "of the form" and "the value of id in $E\theta$". For a complete formal definition of the debugger those parts must be formalised. As the complexity of the debuggers increase, ad hoc definitions of each detail of the specification will become difficult to carry out, leading to concrete specifications that are difficult to reason about. In Section 6.5 we will see how these parts can be formalised using a specification language.

5. In general, debugging commands will require evaluation in the algebra $A_D$ of the debugger. For instance, suppose we allowed an arbitrary arithmetic expression $e$ in the run until $id - e$ command. The definition of this command would have to evaluate $e$ using $\psi^{A_D}$ to obtain a natural number.

### 6.4.1 The Granularity of the Debugging Steps

In this section we study the problem of the granularity of the debugging step. For this, we chose to characterise this problem for an abstract debugger. A debugger according to Definition 2 evaluates programs using the $CS$ system of a Relational Specification. Therefore, the evaluation step used by the debugger is a transition defined by the function $E^H$.

On the other hand, a debugger is a transition system whose states contain a evaluation history as a component. A step of this transition system is what we call a debugging step, whose granularity is informally characterised with respect
to the evaluation step: the debugging step is *fine grained* if some debugging command advances the evaluation at a rate close to the evaluation step; it is *coarse grained* if all debugging commands that advance the evaluation do so by the equivalent of many evaluation steps.

In this sense, *Tiny* has fine grained debugging step because the single step command advances the evaluation at exactly the rate of the evaluation step. In fact, *Tiny* has the finest possible debugging step granularity that can be defined in this framework.

A debugger does not necessarily need the finest granularity in the debugging step, and not all debugging commands have to advance the evaluation at the same rate. Sometimes it is useful and desirable to have coarser granularity in the single step command, or even alternative single step commands with different granularities. On the one hand, a useful definition of the granularity of the debugging step should show *every* evaluation step that is of interest for debugging. On the other hand, an efficient definition of the granularity should *only* show the steps of interest. This avoids the need to step through parts of the evaluation that are not relevant in a particular application.

It is obvious that a definition of the optimal granularity of the debugging step is impossible, since it depends on the particular debugger and the applications in which the debugger is used. Therefore, we need a generic mechanism to define the granularity of the debugging steps, which leads to the definition of a *step predicate*. Informally, a step predicate is a predicate on an evaluation history. If SP is a step predicate and $dh \stackrel{EH}{\Rightarrow} dh \circ st$ for some evaluation history $dh$ and evaluation state $st$, then if $SP(dh \circ st)$ is true, the evaluation step is said to be *visible*, and it is *hidden* otherwise.

Let us illustrate the use of step predicates before giving a formal definition. Suppose that we are not interested in debugging the steps of *Fun* expressions related to the evaluation of sum operations, i.e., when using *Tiny* we want to skip over the evaluation of every expression of the form $e_1 + e_2$ and all sub-expressions
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in $e_1$ and $e_2$. Let $\text{nosum}$ be a predicate on $\text{EH}$ such that $\text{nosum}(dh \circ st)$ holds if and only if $dh \xrightarrow{\text{EH}} dh \circ st$ is not an evaluation step of a sum expression. Exactly how $\text{nosum}$ is defined is left unspecified for the moment. In Section 6.6 we will give a definition of this predicate.

Now we change the definition of $\text{Tiny}$ such that the commands only show visible steps according to $\text{nosum}$. The only command that requires modifications is $\text{step } n$, since the command $\text{run until } id = n$ uses $\text{step } 1$ to advance the evaluation.

$d = \text{step } n$ For all $dh \in \text{EH}$, and natural number $n$, $dh \xrightarrow{d,r} dh'$, where:

- If $\text{cur}(dh) = [\emptyset : e]$ then $dh = dh'$ and $r = \text{succeed}$.
- Otherwise, if $\text{cur}(dh) = []$ then $dh = dh'$ and $r = \text{fail}$.
- Otherwise, if $n = 0$ then $dh = dh'$ and $r = \text{null}$.
- Otherwise, $dh \xrightarrow{\text{EH}} dh \circ st$ and:
  - if $\text{nosum}(dh, st)$ then $dh \circ st \xrightarrow{d',r} dh'$ where $d' = \text{step } n'$ where $n' = n - 1$.
  - else $dh'' \xrightarrow{d',r} dh'$.

The definition below formalises a step predicate for an abstract Relational Specification, so that this concept can be used in any debugger based on such a specification.

**Definition 3 (Step Predicate)** Let $S = (\Omega, \phi, A, \Omega_{\text{OBS}})$ be a Relational Specification with Computational Semantics $CS = (\Gamma_{CS}, G_0, T_{CS})$, and $\text{EH}$ be the set of evaluation histories of $p$ in $S$. A step predicate is a total predicate on $\text{EH}$.

If $SP$ is a step predicate, for all $dh \in \text{EH}$ and $st \in \Gamma_{CS}$ the step $dh \xrightarrow{\text{EH}} dh \circ st$ is visible if $SP(dh \circ st)$ holds; the step is hidden otherwise. If $dh \xrightarrow{\text{EH}} dh \circ st$ is visible then $st$ is a visible state. If $dh \xrightarrow{\text{EH}}^* dh'$ is a transition sequence in $CS$, then $|dh \xrightarrow{\text{EH}}^* dh'|_{SP}$ denotes the number of visible steps in the sequence according to $SP$. □
Step predicates can be used in different ways in a debugger specification and we discuss two of them below. First, a fixed set of step predicates can be incorporated at the specification phase. This fixes which predicates will be used, and (possibly) when they will be applied. Second, debuggers may have commands that give the user the ability to construct step predicates at debugging time, and apply these predicates whenever required. Both approaches are supported in the framework of this thesis and the first one is illustrated in subsequent examples.

An important aspect of the granularity of the debugging steps will be discussed in detail in Chapter 7, when we study Compiler-debuggers. In that case we have an (initial) specification of a debugger according to Definition 2, and another specification given by a Compiler-debugger in which programs are executed directly on a machine. For the Compiler-debugger to be correct with respect to the initial specification it must map the machine execution of the program into the visible evaluation steps of this specification. This mapping causes an undesirable overhead in the execution of the program. In general, this overhead is greatest where the granularity of the debugging steps is finest; thus specifications with a coarser granularity should allow for more efficient implementation of Compiler-debuggers.

6.4.2 Unique Reference to Sub-programs

As we pointed out before, the definition of the command show pos of Tiny is limited: its result, on a given evaluation history, does not reference a unique point in the program. However, the ability to reference a unique sub-program is important in debugging for setting break-points or trace-points for example.

One way of uniquely referencing a sub-program is by the path from the root of the abstract syntax tree representing the program to the sub-program we want to reference. For instance, let us consider a parse-tree representation of the term \( + (+ (5, 1), + (+ (5, 1), 2)) \) that is shown in Figure 1. The path to the (underlined) sub-term \( + (5, 1) \) is indicated on the tree by the double lines.
Notice that the term \( + (5, 1) \) does not give a unique reference to a sub-expression in this example. A possible representation for this path is a sequence \((0, 2, 1)\), where we underlined the numbers to avoid confusion with the constant expressions 1, 2, and so forth. In this representation, 0 denotes the root of the parsing tree, 2 denotes a right branch, and 1 denotes a left branch. The sequence represents the order in which the branches are taken to find the desired subtree. This representation generalises easily to parsing trees with nodes with more than 2 branches.

If paths of expressions are available for the definition of \textit{Tiny}, the command \texttt{show pos} can be defined such that its result on any evaluation history is the path of the current expression. Using a convenient user interface, this result could be displayed to the user, e.g., as a highlight of the sub-expression.

However, paths are not an explicit component of an evaluation history; thus in the rest of this section we will address the problem of how to make them available for the debuggers. There are various approaches to this problem in our framework. We can built the path from the evaluation history whenever the path is required. Alternatively, we can build the path of the current sub-expression incrementally and keep this information as a component of every debugging state so that it is always readily available. Clearly there is a trade off between these two solutions for the former is time consuming whereas the latter consumes storage.
resources to keep the path.

Another solution is to make the path an explicit component of the debugging history. This approach poses interesting problems, and we will develop it in more detail here. We start by formalising the concept of syntax path, and the first step in this direction is the definition of a path tree.

**Definition 4 (Path Tree and Syntax Path)** The path tree of a term $t \in T_X(\Sigma)$ is the term $T(t)$, where $T_n(t)$ is defined for each $n \geq 0$ as follows:

1. $t = x, x \in X$, then $T_n(t) = n()$
2. $t = \sigma(t_1, \ldots, t_m), m \geq 0$, then $T_n(t) = n(T_1(t_1), \ldots, T_m(t_m))$

An abstract syntax path (or simply a path) is a sequence of nodes occurring in the path from the root of $T(t)$ to some sub-tree of $T(t)$.

For instance, the path tree of the term $+(+(5, 1), +(+(5, 1), 2))$ is the term $0(1(1), 2()), 2(1(), 2(1(), 2()))$. Therefore, the path to the underlined sub-term $+(5, 1)$ is the sequence $(0, 2, 1)$, as discussed above. It remains to show how paths can be included in the evaluation histories.

This problem can be considered from two points of view. First, we may consider that the CS system is deficient because it does not provide the information we need for debugging. If this view is taken, we must extend the CS system to incorporate this information, in this case the path of a sub-program.

There are various ways in which this extension can be done. A simple solution, that can be incorporated to the CS system, is illustrated by the following example. Suppose that the formula $\epsilon_E \vdash +(3, 6) \Rightarrow v$ is the query we want to evaluate in $CS^{Env}$. We first annotate each term of the expression $+(3, 6)$ with its path, such that the annotated term becomes $+(3_{(0)}, 6_{(0, 2)})_{(0)}$. Therefore, the original query is changed into $\epsilon_E \vdash +(3_{(0)}, 6_{(0, 2)})_{(0)} \Rightarrow v$.

Then we change the unification algorithm Unify used by the CS system such that it ignores the annotations when unifying expressions. With this new unification algorithm the (simplified) steps of the evaluation of the above query
become:

\[ [\varepsilon_E \vdash + (3_{(0,1)}, 6_{(0,2)})_{(0)} \Rightarrow v] \xrightarrow{GS} \]

\[ [\varepsilon_E \vdash 3_{(0,1)} \Rightarrow v_1 :: \varepsilon_E \vdash 6_{(0,2)} \Rightarrow v_2 :: \ldots ] \xrightarrow{GS} \]

\[ [\varepsilon_E \vdash \text{plus}(3, v_2) \Rightarrow v] \xrightarrow{GS} \]

\[ [\text{success}] \]

In this example, we applied the substitution to the formulae in the goal stack and omitted the substitution from the states to simplify the presentation. Furthermore, the successful state is represented by [success]. These simplifications will be adopted in the examples hereafter. At each state of the above evaluation history we have access to the path of the sub-term of \(+ (3, 6)\) that is about to be evaluated. Notice that this solution works even for function application involving a closure, because the expression in the body of the closure would also be annotated with its path.

A second approach to the problem of including paths in the evaluation histories is to consider that the Relational Specification used in the definition of the debugger is deficient with respect to the information necessary for debugging. This view assumes that the Relational Specification determines the possible debugging functionality. In other words, two Relational Specifications that are equivalent with respect to final results of program evaluation may allow the definition of different debugging commands. The difference lies in that one specification may have more debugging information available than the other, although they are equivalent in the evaluation of programs.

In this approach, if we need to reference a unique point in the program, the path of the program must be an explicit component of the Relational Specification. For instance, we can add paths to \(\text{Env}\) as terms of sort \(\text{path}\), and change the definition of closures as follows:

\[
\text{closure} ::= (\text{env}, \text{var}, \text{exp}, \text{path})
\]

With the above changes, the following set of rules for the language \(\text{Fun}\) manip-
ulate the path of the expressions explicitly. In these rules, $pa$ is a meta-variable of sort $\text{path}$ and $X^E_{\text{path}}$ is generated by $pa$.

**Evaluation with Paths**

\[
E \vdash n, pa \Rightarrow n
\]

\[
(E, id) \rightarrow_L v
E \vdash id, pa \Rightarrow v
\]

\[
E \vdash e_1, pa \circ 1 \Rightarrow v_1
E \vdash e_2, pa \circ 2 \Rightarrow v_2
E \vdash \text{plus}(v_1, v_2), () \Rightarrow v
E \vdash e_1 + e_2, pa \Rightarrow v
\]

\[
E \vdash e_1, pa \circ 2 \Rightarrow v_1
id \mapsto v_1 \cdot E \vdash e_2, pa \circ 3 \Rightarrow v_2
E \vdash \text{let } id = e_1 \text{ in } e_2, pa \Rightarrow v_2
\]

\[
E \vdash \text{fn } id . e, pa \Rightarrow (E, id, e, pa \circ 2)
\]

\[
E \vdash e_1, pa \circ 1 \Rightarrow (E', id, e', pa')
E \vdash e_2, pa \circ 2 \Rightarrow v_2
id \mapsto v_2 \cdot E' \vdash e', pa' \Rightarrow v'
E \vdash e_1(e_2), pa \Rightarrow v'
\]

It is possible to prove that the above set of rules is equivalent to the rules of $\phi^{Env}$ with respect to the final results of the evaluation of expressions. Furthermore, the evaluation steps produced using the new set of rules are in one-to-one correspondence with the evaluation steps using the original $\phi^{Env}$. Moreover, using this set of rules in the definition of Tiny makes the path of the current expression available in the evaluation history. For instance, if we evaluate the query $\varepsilon_E \vdash +(3, 6), () \Rightarrow v$ using the above rules, we obtain the following evaluation
history:

\[
[\epsilon E \vdash + (3, 6), (0) \Rightarrow v] \text{ CS} \\
[\epsilon E \vdash 3, (0, 1) \Rightarrow v_1 :: \epsilon E \vdash 6, (0, 2) \Rightarrow v_2 :: \ldots] \text{ CS} \\
[\epsilon E \vdash 6, (0, 2) \Rightarrow v_2 :: \epsilon E \vdash \text{ plus}(3, v_2), (\) \Rightarrow v] \text{ CS} \\
[\epsilon E \vdash \text{ plus}(3, 6), (\) \Rightarrow v] \text{ CS} \\
\text{[success]}
\]

At each state of the above evaluation history, the path of the current sub-expression is available. In this sense, this solution is equivalent to that of annotating the expressions as discussed above. However, in this case we do not change the CS system, since the paths are just normal terms in the Relational Specification.

A possible argument against this approach is that it involves changing the Relational Specification of the programming language to include components that are not relevant to the definition of program evaluation. However, in this thesis Relational Specifications are used to defined program debugging as well as program evaluation; thus it seems reasonable to include debugging information in the Relational Specifications.

We adopt this approach hereafter, that is, we keep the CS system unchanged and extend the Relational Specifications with debugging information whenever it is necessary. We favour this approach for several reasons. First, it is more flexible than changing the CS system. Second, it keeps the basic framework simple. Finally, it does not preclude other solutions, including extensions to the CS system, as the one discussed above.

When presenting the specification language in the next section we shall discuss another reason to choose this approach instead of changing the CS system. Hereafter, we assume that the above set of rules for Fun replaces the definition of the relation \( \vdash \Rightarrow \) in the Relational Specification Env (page 80). Therefore, paths are terms in Env of sort path. This new set of rules will be important in the formalisation of Tiny in the next section.

Alternative treatments of the problem addressed in this section are given
in [Ber91b,Ber92]. The former uses occurrences as defined in [Bou85] to designate unique sub-terms of a λ-term. The approach in [Ber92] uses the idea of origin functions. In both approaches the programming language is the simple untyped λ-calculus. It would be interesting to investigate the applicability of these approaches to other languages, e.g., imperative language.

6.5 A Notation for Specifying Debuggers

In the previous sections we presented an abstract definition of debuggers and studied some aspects of the specification of concrete debuggers according to that abstract definition. We showed how a semi-formal specification of a simple debugger may be directly defined in terms of the CS states, formulae, and substitutions. This example demonstrated that giving a complete formal specification of a debugger requires the formalisation of various details, for instance how to obtain the value of a variable from an environment at the current evaluation state. The ad hoc formalisation of such details is possible but may become difficult as the complexity of the debugging commands increase; moreover, it is tedious to formalise the same concept every time we are using a new Relational Specification.

In this section we define a notation to assist in the specification of debuggers, including the definition of visibility predicates. The main features of this specification notation, called DSL, is a powerful concept of sequence patterns, which are used to describe evaluation histories. In the rest of this section we introduce DSL using examples. In Section 6.6 we present a specification of Tiny written in DSL, including the visibility predicate nosum discussed in Section 6.4.1. The syntax and formal semantics of sequence patterns are defined in Appendix A.

The most important feature of DSL is the use of sequence patterns to specify evaluation histories. The concept of pattern matching on sequences is not new, appearing first in the language SNOBOL [FGP64], and in other programming languages since then, e.g., SNOBOL4 [GPP68] and SL5 [GH77]. In these
languages, string patterns are used to describe strings of characters. In DSL, sequence patterns generalise this idea to sequences of arbitrary objects. In this thesis we will use DSL as a notation to describe evaluation histories; therefore we will be interested in sequences of evaluation states.

DSL is a "sugared" version of the untyped $\lambda$-calculus [Bar85] to which patterns and pattern matching are added in the standard way, e.g., as described in [FH88]. The use of the $\lambda$-calculus with pattern matching as the mathematical underpinnings of concrete functional languages, e.g., Hope [BMS80], Standard ML [HMT89], and Haskell [HW90], is well known and so we assume some familiarity with this idea. However, the reader familiar with string pattern matching in SNOBOL must be warned that the pattern matching in functional languages is different from the SNOBOL paradigm. In SNOBOL, patterns are first class objects that can be constructed dynamically; it is even possible to create recursive patterns whose meaning is determined when the pattern matching is taking place. In functional languages patterns are used only in function definition. It is the functional language notion of patterns that will be described in the rest of this section.

Values in DSL are divided into basic values and sequences of basic values. This classification on the values imposes a classification of the patterns into basic patterns and sequence patterns. Therefore, sequences in DSL are first order objects in the sense that there is no sequences of sequences. First order sequences are sufficient for the purposes of specifying debuggers since evaluation histories are first order sequences of evaluation states. An interesting problem is to generalise DSL to deal with higher order sequences.

DSL is parametric on a Relational Specification in the sense that the Specification provides the basic constructors of DSL values. To simplify this presentation we will describe the particular instantiation of DSL with the Relational Specification $Env$. This instantiation will be called DSL$_{Env}$ hereafter. Recall that, in the set of rules of Section 6.4.2, the formulae in $F(\Omega^{Env})_{\rightarrow\rightarrow}$ were extended with a
formal specification of debuggers

Chapter 6. Formal Specification of Debuggers

We choose to present DSL as an untyped language mainly because it simplifies the presentation. Moreover, the typing of patterns does not pose new problems; it is the dynamic aspects of the pattern matching that are novel to DSL.

Basic Values and Basic Patterns

The basic values of DSL\textsubscript{Env} are the evaluation states of \(CS\textsuperscript{Env}\). Therefore, basic values are not atomic: they are composed of substitutions, goal stacks, formulae, and terms. The function names in \(\Gamma\textsuperscript{Env}\), the relation names in \(\Pi\textsuperscript{Env}\), and the meta-variables in \(X\textsuperscript{E}\) are the basic constructors in DSL\textsubscript{Env}. The following terms and formulae are values in DSL\textsubscript{Env}:

\[
\begin{align*}
2 + x \\
x &\mapsto 2 \cdot \varepsilon_E \\
(0, 2, 1) \\
x &\mapsto 2 \cdot \varepsilon_E \vdash 2 + x, (0, 2, 1) \Rightarrow v
\end{align*}
\]

To make the constructors of the Relational Semantics different from other DSL\textsubscript{Env} constructors we use the following convention: reserved words of the programming language are written in bold type; mathematical symbols are used for the relation and function names of the Relational Specification of the programming language; meta-variables of the Relational Specification are written in italic font; DSL\textsubscript{Env} reserved words and identifiers are written in type writer font. Therefore, \(x\), \(+\) and \(2\) are programming language objects, whereas \(x\), \(+\) and \(2\) are DSL\textsubscript{Env} objects.

As an example, the following state in \(CS\textsuperscript{Env}\) is a basic value in DSL\textsubscript{Env}:

\[
[\theta : E \vdash e_1, pa_1 \Rightarrow (E', id, e, pa) :: E \vdash e_2, pa_2 \Rightarrow v :: id \mapsto v \cdot E' \vdash e, pa \Rightarrow v' :: \ldots]
\]

where \(\ldots\) is an informal notation to indicate that there are more formulae on the right of the goal stack. We decompose a basic value into its sub-components using pattern matching. Basic patterns are the same as constructor patterns. Such patterns are commonly used in programming languages like Standard ML,
and are formally presented for example in [FH88]. For instance, matching the pattern

\[[\text{sub} : \_ :: \text{f2} :: \text{t1}]\]

on the above evaluation state binds the pattern variable sub to the substitution \(\theta\), \(\text{f2}\) to the formula \(\text{E} \vdash e_2, p_2 \Rightarrow v\), and \(\text{t1}\) to \(id \mapsto v \cdot \text{E}' \vdash e, p_2 \Rightarrow v' :: \ldots\); the pattern \(\_\) is a wildcard that matches any value. To obtain the instantiation of the meta-variables, e.g., in the formula \(\text{f2}\), we must use the substitution that is bound to sub. For instance, \(\mathcal{I}(\text{f2}, \text{sub})\) is the instantiation of \(\text{E} \vdash e_2, p_2 \Rightarrow v\) by \(\theta\), where \(\mathcal{I}\) is the instantiation function defined in Section 2.3.

It is necessary to use \(\mathcal{I}\) whenever we want to obtain the instantiation of a term or formula by a substitution. However, to improve the readability of the following examples we will “apply” the substitution to a term or formula as an abbreviation. For instance, we will use \(\text{sub}(\text{f2})\) as an abbreviation for \(\mathcal{I}(\text{f2}, \text{sub})\), whenever this does not cause ambiguities.

The constructor success matches an empty goal stack indicating a successful evaluation; thus the pattern \([\_ : \text{success}]\) matches a success state of the form \([\theta : \varepsilon]\). Furthermore, formulae can be decomposed into their terms also using constructor patterns. The matching of the pattern

\[\_ \vdash e, \_ \Rightarrow v\]

on the formula \(\text{E} \vdash e_2, p_2 \Rightarrow v\) binds \(e\) to \(e_2\) and \(v\) to \(v\). Then, applying sub to e gives that actual instantiation of the meta-variable \(e_2\) in the above state, i.e., \(\text{sub}(e) = e_2\theta\). Constructor patterns are also used to decompose a term into its sub-terms.

Every DSL\(_{\text{Env}}\) value is denoted by an expression. Terms, formulae, and \(\mathcal{CS}_{\text{Env}}\) states are expressions that denote their corresponding values. Other forms of expression are \(\lambda\)-abstraction and function application. These are described in the next section.
Functions

A function value is denoted by a \( \lambda \)-abstraction that in the concrete DSL notation has the following general form:

\[
\text{fn } \text{pat}_1 \Rightarrow e_1 \mid \ldots \mid \text{pat}_n \Rightarrow e_n
\]

for some \( n > 0 \). Since patterns can overlap, i.e., more than one \( \text{pat}_i \) can match a given value, it is important to impose that the patterns \( \text{pat}_1, \ldots, \text{pat}_n \) must be tried in this order.

Function application is written \( e_1 e_2 \), where \( e_1 \) and \( e_2 \) are expressions. Parenthesis may be used to resolve ambiguities. The bindings of variables in \( \lambda \)-abstractions are determined at declaration time, and functions are strict on all their arguments. In other words, DSL is an "eager" functional language with "static binding". The formal semantics of such a language is standard, and can be found for instance in [FH88].

Let \( d \) denote a declaration of the form \( \text{val } \text{pat} = e \). As a "syntactical sugar" we use let expressions of the form \( \text{let } d \text{ in } e' \text{ end} \), where \( e' \) is an expression. The meaning of the evaluation of this let expression is defined by the application \((\text{fn } \text{pat} \Rightarrow e')(e)\).

Moreover, the expression \( \text{let } d_1 \text{ in } \ldots \text{ let } d_n \text{ in } e \text{ end} \), for some \( n > 0 \), is written \( \text{let } d_1; \ldots; d_n \text{ in } e \text{ end} \). We will use declarations as a way to give names to values. These names will then be used in the specification of debuggers. Moreover, a declaration of the form:

\[
\text{val } f = \text{fn } \text{pat}_1 \Rightarrow e_1 \mid \ldots \mid \text{pat}_n \Rightarrow e_n
\]

for some identifier \( f \) and \( n > 0 \), is written as a function declaration of the form:

\[
\text{fun } f \text{ pat}_1 = e_1 \mid \ldots \mid f \text{ pat}_n = e_n
\]

If \( f \) is applied to an argument that does not match any \( \text{pat}_i \) then the result of the application is undefined. In later examples we will introduce other forms of expressions that are derived from the above expressions.
Furthermore, we add the integer numbers and boolean values true and false to \( DSL_{\text{Env}} \). The usual arithmetic operators on integer numbers \(+, -, \ast, \text{div}\) are available as \( DSL_{\text{Env}} \) functions. The usual relational operators \(<, \leq, >, \geq, =, \text{and} <>\) are also available as \( DSL_{\text{Env}} \) functions that produce boolean results.

**Evaluation History Values**

The sequence values of \( DSL_{\text{Env}} \) that we are interested in for the specification of debuggers are evaluation histories in EH. Although we can use constructors to build evaluation histories as we do for the basic values, this use can make it difficult to establish the requirements of Definition 2. Therefore, we provide two pre-defined functions to (safely) build evaluation histories.

The pre-defined functions `initial` and `next` are defined with respect to an arbitrary Relation Specification \( S = (\Omega, \phi, A, \Omega_{\text{obs}}) \) where \( \Omega = (S, F, \Pi, \pi) \), and a \( S \)-sorted set of meta-variables \( X \).

- `initial(p) = \{[\theta_0 : p]\}` if \( p \in P_X(\Omega) \).
- `next(dh) = dh \circ st` such that \( \text{cur(dh)} \not\rightarrow st \).

The use of pre-defined functions to create histories guarantees that the debugging histories in \( DSL_{\text{Env}} \) are correct with respect to \( CS_{\text{Env}} \). In this sense, correctness means that we cannot construct a debugging history that is not reachable from some initial evaluation history \( ([\theta_0 : p]) \) using the \( CS_{\text{Env}} \) system. This is important for two main reasons. First, since \( P_X(\Omega_{\text{Env}}) \) is the set of data-driven program formulae of \( \text{Env} \), according to Definition 5.2, `next` is complete in the sense of Theorem 5.3. This helps in proving the requirements of Definition 2 for specifications of concrete debuggers. Second, `next` gives the intuitive evaluation step defined in Section 5.4, which helps in the specification of debuggers that behave intuitively. The above discussion applies to an arbitrary Deterministic Relational Specification.

We give some examples of the use of the predefined functions. To simplify the presentation we write \( x \mapsto 2 \) for the environment \( x \mapsto 2 \cdot e_{\text{E}} \), omitting the \( e_{\text{E}} \).
constant. For instance, the following expression:

\[
\text{initial}(x \mapsto 2 \vdash x, (\emptyset) \Rightarrow v)
\]

evaluates to the initial debugging history \(([\theta_0 : x \mapsto 2 \vdash x, (\emptyset) \Rightarrow v])\), where \(\theta_0\) is the identity substitution on \(X^E\), and \((\emptyset)\) is the abstract-syntax path of the expression \(x\). On the other hand, the value of \(\text{initial}(E \vdash x, (\emptyset) \Rightarrow v)\) is undefined because \(E\) is a meta-variable and therefore \(E \vdash x, (\emptyset) \Rightarrow v\) is not a program formula. As another example, the expression

\[
\text{next(next(initial(x \mapsto 2 \vdash x, (\emptyset) \Rightarrow v)))}
\]

evaluates to the following history:

\[
([\theta_0 : x \mapsto 2 \vdash x, (\emptyset) \Rightarrow v], [\theta_0 \theta_1 : (x \mapsto 2, x) \rightarrow_L v], [\theta_0 \theta_1 \theta_2 : \varepsilon])
\]
such that \(\theta_0 \theta_1 \theta_2(v) = 2\).

### Sequence Patterns

Using the pre-defined functions discussed above we can construct an evaluation history from a program formula, and advance evaluation histories according to the function \(\text{eval} \rightarrow \text{History}\). However, we cannot extract states from a history or decompose a history into its sub-histories. These operations are done by pattern matching a sequence pattern on a debugging history value. Sequence patterns are the main feature of DSL for the specification of debuggers.

The simplest sequence pattern decomposes a debugging history into its current state and the rest of the history. For instance the following declaration:

\[
\text{val } h, st = \text{next(next(initial(x \mapsto 2 \vdash x, (\emptyset) \Rightarrow v)))}
\]

binds the identifier \(h\) to the history

\[
([\theta_0 : x \mapsto 2 \vdash x, (\emptyset) \Rightarrow v], [\theta_0 \theta_1 : (x \mapsto 2, x) \rightarrow_L v])
\]
and st to the state \([\theta_0\theta_1\theta_2 : \varepsilon]\).

The generic form of the above pattern is a sequence of constructor patterns separated by "\," and enclosed in "<" and ">". The symbol "\," should be interpreted as a left associative constructor. Constructor patterns were discussed above when we described the basic DSL\(_{Env}\) values. The pattern 
\(<\) matches the empty sequence. In the following examples, we will omit "\(<" and ">" from sequence patterns of the form \(<\text{pat}\)> in which pat is a single constructor pattern.

Sometimes it is desirable to decompose a compound value using patterns and at the same time to bind the entire compound value to a pattern variable. For instance, in the declaration

\[
\text{val } h' \text{ as } <h, st> = \text{next}(\text{next}(\text{initial}(x \mapsto 2 \vdash x, (\emptyset) \Rightarrow v)))
\]

the variable \(h\) and \(st\) are bound as above, and \(h'\) is bound to the entire history resulting from the function application.

The following functions show the use of sequence patterns to define the evaluation of an expression in an environment. In this and subsequent examples we use tuples of expressions and their corresponding values with the usual meaning. Furthermore, we add to DSL\(_{Env}\) the constructors defined by the following signature declaration:

\[
\text{result ::= fail | succeed | null | val(val) | path(path)}
\]

such that a term generated by this signature is a DSL\(_{Env}\) value.

fun complete(h as \(<h', [\_ : \text{success}]\)>)) = h

| complete(h as \(<h', [\ ]]\)>)) = h

| complete(h) = complete(next(h))

fun evaluation(E,e) =

\[
\text{case complete(\text{initial}(E \vdash e, (\emptyset) \Rightarrow v)) of}
\]

\[
<\text{h}', [\text{sub : success}]\leadsto \text{val}(\text{sub}(v))\>
\]

\[
<\text{h}', [\ ]]\leadsto \text{fail}
\]
The function `complete` advances the history \( h \) until either a success or a failure state is found. In the declaration of `evaluation` \( v \) is a constructor in \( X^E_{eval} \), and `fail` is a constant that indicates a failure in the evaluation. As an example, the call `evaluation(x \mapsto 2, 2 + x)` results in 4.

The patterns described so far are the most basic patterns of DSL\(_{Env} \). Given a debugging history, we can write a pattern to extract any state from this history, any formula from a goal stack, and so forth. However, these patterns cannot express certain events that are important for debugging. For instance, we often want to know the result of the most recently evaluated sub-expression of a certain form. Certainly, we cannot directly express this event using the above patterns. Without more sophisticated patterns we would have to resort to the use of recursive functions to specify these kind of events, making the specifications more difficult to understand and reason about.

The next patterns we shall describe offer more expressiveness in describing events that occur in a debugging history. For the presentation of these patterns let us consider the schematic representation of a debugging history that is shown in Figure 2, where the entire history will be referred to as \( h \). The current state \( cur(h) \) is the right most state, and the sub-histories \( a, b, c, d, \) and \( e \) indicated in the diagram are consecutive, i.e., \( h = a \sim b \sim c \sim d \sim e \).

The sequence pattern \( \iota(a, b, c, d, e) \), where \( a, b, c, d, \) and \( e \) are sequence patterns, is an interval pattern. Intuitively, \( \iota(a, b, c, d, e) \) describes the right-most smallest interval delimited by sub-histories \( b \) and \( d \) such that each sub-matching is successful. This pattern matches \( h \) if \( e \) is the smallest sub-history of \( h \) such that \( d \) matches \( d \), and once \( e \) and \( d \) are fixed then \( c \) is the smallest sub-history.
such that $b$ matches $b$, and once $e$, $d$ and $b$ are all fixed then $a$ matches $a$, $c$ matches $c$, and $e$ matches $e$. Hereafter, we use the term $\iota$-pattern for interval pattern.

It is important to emphasise that the matching of $d$ on $d$ must be fixed before we attempt to match $b$ on $b$, and both these matchings must be fixed before we attempt the remaining matchings. This ensures that the pattern matching is deterministic and also avoids a (potentially) exponential number of attempts to match the $\iota$-pattern.

The sequence pattern $\beta(a, b, c, d, e)$, where $a$, $b$, $c$, $d$, and $e$ are sequence patterns, is a balanced interval pattern. Consider the diagram of Figure 2. This pattern matches $h$ provided the same conditions for matching $\iota(a, b, c, d, e)$ are established and furthermore if in $c$ there exist an equal number, say $n \geq 0$, of sub-histories $d_i$ and $b_i$ such that $d$ matches $d_i$ and $b$ matches $b_i$, for $i \in [n+]$. This last condition together with the fact that $e$ and $c$ are the smallest sub-histories of $h$ for which the matchings are successful ensure that, if we consider $b$ as describing an open bracket and $d$ describing a close bracket, the brackets in the sequence $b^\sim c^\sim d$ are balanced in the usual sense.

Intuitively, $\beta(a, b, c, d, e)$ describes the right-most smallest interval delimited by $b$ and $d$ with the extra-condition that $b^\sim c^\sim d$ is balanced with respect to subsequences that match $b$ and $d$. Hereafter, we use the term $\beta$-pattern for balanced interval pattern.

The bindings resulting from the matching of an $\iota$-pattern $\iota(a, b, c, d, e)$ are the union of the bindings resulting from the matching of $a$, $b$, $c$, $d$, and $e$; same for a $\beta$-pattern. The same variable may occur more than once in a pattern, i.e., patterns do not have to be linear. For the matching to be successful, each occurrence of the same variable must match equal values. This assumes the existence of an equality relation on all values of $\text{DSL}_{E_{nv}}$. However, substitutions are $\text{DSL}_{E_{nv}}$ values. Since substitutions are functions, and since we do not expect that the mathematical equality on functions to be checked automatically, we
will assume that two functions, and consequently two substitution, are always different for the purposes of pattern matching. Therefore, any two debugging histories and any two evaluation states are always different for the purposes of pattern matching.

The sequence pattern \(\ldots\) is a wild card that matches any debugging history. It is convenient to notice that since the matching of interval patterns start from the sub-pattern \(d\), a pattern of the form \(i(a, b, c, \ldots, e)\) makes \(d\) be the entire sequence \(h\). Therefore, this pattern only matches \(h\) if the sub-patterns \(a\), \(b\), \(c\), and \(e\) were each either \(\ldots\) or \(<>\).

Interval patterns can be used to describe the successful evaluation of a program formula starting from the initial state. For instance, consider the pattern below:

\[
i(<>,[\,: E \vdash e, _ \Rightarrow v],\ldots,[\text{sub} : \text{success}], <>)
\]

where \([\,: E \vdash e, _ \Rightarrow v]\) describes the initial state, \([\text{sub} : \text{success}]\) describes a final successful state, and \(\ldots\) allows an arbitrary number of states between the initial and final ones. If there is a successful matching of this pattern on a debugging history then \(\text{sub}(v)\) is the result of the evaluation of the expression \(e\) on environment \(E\).

A combination of \(i\)-patterns and \(\beta\)-patterns can be used to describe the most recent evaluation of an expression of a certain form. For instance, suppose we want to describe the most recent evaluation of a sum expression \(e_1 + e_2\). Let us start by defining a \(\beta\)-pattern to describe a successful evaluation of a sum expression:

\[
\beta(\ldots,[\,: E \vdash e_1 + e_2, _ \Rightarrow v : : \text{gs}],\ldots,[\text{sub} : \text{gs}],\ldots)
\]

To simplify the presentation, let us use \(SUM\) to refer to the above pattern. Notice that since \(\text{sub}\) and \(\text{gs}\) are pattern variables, the sub-pattern \([\text{sub} : \text{gs}]\) matches the rightmost state in the history. Since \(\text{gs}\) must match equal values in both sub-patterns, \(SUM\) describes the successful evaluation of a sum expression.
such that the last state in this evaluation is the second rightmost state of the history.

To describe the most recent evaluation of a sum expression we have to make the last state of this evaluation to be in an arbitrary position in the history. In other words, we must "shift" the pattern $SUM$ to the left of the history an arbitrary number of states. This is achieved using the following $\iota$-pattern:

$$\iota(..., SUM, ..., [\ldots], \ldots)$$

In this pattern, $[\ldots]$ matches the rightmost state, and the pattern matching then continues to the left until $SUM$ matches successfully. Therefore, the above $\iota$-pattern describes the most recent evaluation of a sum expression. When this pattern is matched successfully on a debugging history, $\text{sub}(v)$ is the result of the evaluation of the sum expression $\text{sub}(e_1 + e_2)$.

Since patterns of the form

$$\iota(..., b, ..., d, \ldots)$$
$$\beta(..., b, ..., d, \ldots)$$

for arbitrary $b$ and $d$ are likely to occur often in debugger specifications we introduce the following derived form of balanced interval patterns as an alternative to the above patterns:

$$\iota(b, d)$$
$$\beta(b, d)$$

Therefore, in the derived forms the above patterns become:

$$\beta([\ldots \vdash e_1 + e_2, \Rightarrow v : : gs], [\text{sub} : gs])$$
$$\iota(SUM, [\ldots])$$

Interval and balanced interval patterns express a large set of events in a debugging history that are important for debugging. To show more examples of the use of these patterns let $SUM_i$ denote the pattern

$$\beta([\ldots \vdash e_{1_i} + e_{2_i}, \Rightarrow v_i : : gs_i], [\text{sub}_i : gs_i])$$
and \( \text{SINGLE}_i \) denote the pattern \([\ldots: \ldots]\), for all \( i \in [n_t] \) and some \( n > 0 \). The following balanced interval pattern describes the second most recently evaluated sum expression:

\[
\iota(\iota(\text{SUM}_1, \text{SINGLE}_1), \text{SUM}_2, \ldots, \text{SINGLE}_2, \ldots)
\]

Using the same idea we could describe the \( n \)th most recently evaluated sum expression, for any \( n > 0 \). However, it can be easily predicted that, even for \( n = 3 \), the pattern will become tedious to write and difficult to read and understand, specially when we write the patterns \( \text{SUM}_i \) and \( \text{SINGLE}_i \) explicitly. Therefore, we introduce another derived form of balanced interval patterns which, for the patterns \( \text{SUM}_1 \) and \( \text{SINGLE}_1 \) defined above, is written:

\[
\iota^n(\text{SUM}_1, \text{SINGLE}_1)
\]

This pattern describes the \( n \)th most recent evaluation of a sum expression. In general this derived form is written \( \iota^n(b, d) \) for arbitrary \( b \) and \( d \). Using the same idea we introduce the derived interval pattern \( \beta^n(b, d) \).

The sequence patterns described above provide almost all the expressiveness that is required in the specification of debuggers. However, we cannot express the largest \( n \) such that \( \iota^n(b, d) \) matches the debugging history. For this we introduce the history pattern \( \iota^{\text{max}}(b, d) \) that denotes the pattern \( \iota^n(b, d) \) for the largest \( n > 0 \) such that \( \iota^n(b, d) \) matches the debugging history. Similarly, \( \beta^{\text{max}}(b, d) \) that denotes the pattern \( \beta^n(b, d) \) for the largest \( n > 0 \) such that \( \beta^n(b, d) \) matches the debugging history.

Therefore, using the patterns \( \text{SUM}_1 \) and \( \text{SINGLE}_1 \) defined above, the pattern \( \beta^{\text{max}}(\text{SUM}_1, \text{SINGLE}_1) \) describes the earliest evaluation of a sum expression with no unfinished evaluation of a sum expression on its right.

The combined use of interval, balanced interval, \( \iota^{\text{max}} \), and \( \beta^{\text{max}} \) patterns is powerful. For instance, we can write a single pattern that expresses the rightmost unfinished evaluation of a sum expression as follows:

\[
\iota([\ldots: e_1 + e_2, \ldots: v_1 :: g_1], \iota^{\text{max}}(\text{SUM}_2, \text{SINGLE}_2))
\]
Figure 3: Unfinished evaluation of a Sum Expression

We can understand the meaning of the above pattern by looking at the diagram of Figure 3. In that diagram, the sub-histories $dh_1, \ldots, dh_{\text{max}}$ are the successful evaluations of a sum expression, which are described by the pattern

$$i^{\text{max}}(\text{SUM}_2, \text{SINGLE}_2)$$

The state $st$ is the first state on the left of $dh_{\text{max}}$ such that the pattern

$$[ \_ : \_ \vdash e_1 + e_2, \_ \Rightarrow v_1 :: gs_1 ]$$

matches $st$, and the evaluation of the sum expression described by the pattern $e_1 + e_2$ is unfinished otherwise $\text{max}$ would not denote the largest number of matchings of the finished evaluations.

The patterns described in this section are all the patterns of the DSL $E_{\text{env}}$, and in general of DSL. We argue that those patterns can describe most of (if not all) the events in an debugging history that are relevant for debugging purposes. In the next section we shall see some examples of the use of these patterns in the specification of a concrete debugger. This finishes the introduction to language DSL, the complete syntax and semantics of which are defined in Appendix A.

It is possible to specify sequences, and in particular evaluation histories, using arbitrary recursive functions, as discussed in [GH80]. An important advantage of using patterns is the possibility of defining equational theories. Reasoning about the specified histories in such a theory can be simpler than reasoning about arbitrary recursive functions. Consequently, such a theory would make reasoning about the debuggers specified in DSL easier, e.g., in proofs of debugger
correctness. This problem is not addressed in this thesis, but constitute an interesting extension to our investigation.

6.6 The Specification of an Interpreter-Debugger

In this section we give a complete specification of Tiny using DSL_{Env}. In this example we illustrate that the specifications in DSL_{Env}, and in general in DSL, are indeed more abstract and concise than ad hoc formalisations of the debuggers.

We present the specification in two stages. First, we give a specification of Tiny with the finest step granularity. Then, we formalise two step predicates, including the predicate nosum of Section 6.4.1, and change Tiny to use the predicates to increase the granularity of the debugging steps.

The Definition of Some Auxiliary Functions

We start defining some auxiliary DSL_{Env} functions. For these definitions we use two derived forms of expressions, which are defined using abstraction and application as follows:

\[
\text{case } e \text{ of } pat_1 \Rightarrow e_1 | \ldots | pat_n \Rightarrow e_n \equiv \\
(\text{fn } pat_1 \Rightarrow e_1 | \ldots | pat_n \Rightarrow e_n)(e)
\]

\[
\text{if } e \text{ then } e_1 \text{ else } e_2 \equiv \text{case } e \text{ of } \text{true } \Rightarrow e_1 | \text{false } \Rightarrow e_2
\]

The following function specifies a stepping command.

\[
\text{fun step}(h \text{ as } <h', [\_ : \text{success}>], n) = (h, \text{succeed}) \\
| \text{step}(h \text{ as } <h', [\_ >], n) = (h, \text{fail}) \\
| \text{step}(h, n) = \text{if } n>0 \text{ then step(next(h), n-1)} \\
\text{else } (h, \text{null})
\]

The following function specifies the command \textbf{run until } id = n.
fun run_until(h as \langle h' , [ \_ : success] \rangle , x , n) = (h , succeed)
   | run_until(h as \langle h' , [ ] \rangle , x , n) = (h , fail)
   | run_until h as \langle h' , [ sub : \ E \vdash \_ , \_ \Rightarrow \_ :: \_ ] \rangle , x , n) = 
     case evaluation(sub(E), x) of
     
     val(n1) =>
     
     if n = n1 then (h,null)
     
     else run_until(step(h,1), x, n)
     
     | _ => run_until(step(h,1), x, n)
     
     | run_until(h, x, n) = run_until(step(h,1), x, n)

where the call evaluation(sub(E), x) returns the value of x in sub(E), or fail
if x is not bound in sub(E). It would be more natural to use the function next
instead of step in the definition of run_until. However, when we define the
step predicate nosum we will have to change the above functions to include this
predicate. Using step in the definition of run_until we factorise the alterations
to the function step. The following functions will be used in the specification of
the Tiny commands show id, show pos, and show res.

fun showid(<h , [sub : \ E \vdash \_ , \_ \Rightarrow \_ :: \_ ] \rangle , y) = evaluation(sub(E), y)
   | showid(<h , [sub : (E,_) \longrightarrow \_ :: \_ ] \rangle , y) = evaluation(sub(E), y)
   | showid(<h , [ ] \rangle , _) = fail

fun showpos(<h , [sub : \_ \vdash \_ , p \Rightarrow \_ :: gs] \rangle ) = path(sub(p))
   | showpos(<h , [ ] \rangle ) = fail
   | showpos(_) = null
fun showres( ⟨⟩, [_, E↓e, _ = v], ..., [sub: success], ⟨⟩) = val(sub(v))
   | showres(⟨h, [ ]⟩) = fail
   | showres(⟨⟩) = null

The Specification of Tiny with Full Granularity

Now we define the debugger Tiny = (Σ^Tiny, Δ^Tiny, A^Tiny) for an arbitrary p ∈ \( P_xE(\Omega^Env) \) based on Env and CS^Env. The algebraic signature Σ^Tiny is the union of Σ^Env and the signature defined by the following BNF rules, which define the debugging language and language of results:

\[
\text{command} ::= \text{reset} | \text{step nat} | \text{run until var = nat} | \\
\quad \text{show var} | \text{show pos}
\]

\[
\text{result} ::= \text{fail} | \text{succeed} | \text{null} | \text{val(val)} | \text{path(path)}
\]

where nat, var, and val are defined in Σ^Env. The algebra A^Tiny agrees with A^Env on the interpretation of the symbols of Σ^Env, i.e., A^Tiny / Σ^Env = A^Env, and gives the term algebra interpretation for the symbols defined by the above grammar.

The next step is to define the debugging commands. Let Δ^Tiny be as follows:

\[
(EH, g^Tiny, T(Σ^Tiny)_{command} \times T(Σ^Tiny)_{result}, \longrightarrow^Tiny, I^Tiny)
\]

where EH is the set of debugging histories of p in CS^Env, g^Tiny is the identity on EH, and the initial state I^Tiny is defined as follows:

\[
I^Tiny = \begin{cases} 
\text{initial}(p) & \text{if } p = E \vdash e, pa \Rightarrow v \text{ and } \text{FV}(\text{close}(e, E)) = \{ \} \\
\{ [] \} & \text{otherwise}
\end{cases}
\]

Since the evaluation of expressions with free variables always fails, the definition of I^Tiny guarantees that we only attempt to debug closed expressions. This is reasonable since in a real debugger we expect such errors to be detected in a static checking phase prior to the debugging phase.
Finally, we define the transition relation $\rightarrow_{Tiny}$. For all $dh \in EH$ and $d \in T(\Sigma^{ Tiny}_{command})$ the transition:

$$dh \xrightarrow{d,r}_{Tiny} dh'$$

is defined as follows:

- $d = \text{reset}$  
  $r = \text{null}$ and $dh' = I^{Tiny}$

- $d = \text{step n}$  
  $(dh', r) = \text{step}(dh, n)$

- $d = \text{run until id} = n$  
  $(dh', r) = \text{run\_until}(dh, id, n)$

- $d = \text{show id}$  
  $r = \text{showid}(dh, id)$ and $dh' = dh$

- $d = \text{show pos}$  
  $r = \text{showpos}(dh)$ and $dh' = dh$

- $d = \text{show res}$  
  $r = \text{showres}(dh)$ and $dh' = dh$

Checking the Requirements of Definition 2

It is easy to check that $Tiny$ complies with Definition 2. First, notice that functions $\text{step}$, $\text{run\_until}$, $\text{showid}$, $\text{showpos}$, and $\text{showres}$ are total. It is then easy to check that $\rightarrow_{Tiny}$ obeys the robustness requirement of Definition 2. The functionality requirement of Definition 2 is fulfilled by either the $\text{step n}$ command.

Specifications of $Tiny$ using Step Predicates

Now we define the step predicate $\text{nosum}$ that was informally discussed in Section 6.4.1. Then we change the $\text{step}$ function to use $\text{nosum}$ to enlarge the granularity of the debugging steps of $Tiny$. The predicate $\text{nosum}$ is formalised as a DSL function that returns a boolean value:

```plaintext
fun nosum
  (\(\text{u}([\ldots l\text{e}_{1} + e_{2}, \ldots] : \text{v}_{1} : g_{s_{1}}], \text{t}^{\text{max}}(SUM_{2}, SINGLE_{2})))
  = \text{false}
| nosum(_) = \text{true}
```
The pattern used in the first clause of the definition of the function nosum was discussed in Section 6.5 (page 187). Therefore, nosum(dh) holds if and only if the result of nosuin(dh) is true. With this definition of nosum it is easy to change step as follows:

fun step(h as <h', [ _ : success]>, n) = (h, succeed)  
| step(h as <h', [ ]>, n) = (h, fail)  
| step(h, n) = if n>0 then case next(h) of  
    h1 => if nosum(h1,st)  
        then step(h1,n-1)  
        else step(h1,n)  
    else (h,null)  

If this new definition of step overrides the definition of page 188, no more changes are necessary in the specification of Tiny to include a coarser debugging step granularity. Moreover, since run_until is defined using step, we only have to include the nosum function in step.

The next example defines another step predicate. This time we want to hide the states related to the lookup of a variable in an environment, and the state related to the application of the plus function. The latter state has a formula $E \vdash e, \langle \rangle \Rightarrow v$ on the top of the goal stack, since this is the form of the third premiss of the rule that defines "+" expressions in page 172. Therefore, the pattern $\_ \vdash \_, \langle \rangle \Rightarrow \_ \vdash \_, \langle \rangle$ will be used to describe the above formula. The function nolookup, defined below, is used to define a step predicate nolookup with this meaning.

fun nolookup(<_, [ _ : (E,e) \rightarrow_Ev :: _]> ) = false  
| nolookup(<_, [ _ : _ \vdash _, \langle \rangle \Rightarrow _ :: _]> ) = false  
| nolookup(_, _) = true
Here the first clause describes the lookup of variables and the second describes the application of plus as described above. Therefore, nolookup(dh) holds if and only if the result of nolookup(dh, st) is true. To include the nolookup function in the step command we just need to change the step function defined above, replacing the calls to nosum by the corresponding calls to nolookup. In the example of Section 7.4 we assume that the function step uses the nolookup function.

This example illustrates the flexibility we achieve by using step predicates in the definition of the granularity of the debugging steps. We can imagine a debugger with a set of step predicates and a command that selects which one is to be used during the evaluation. Therefore, the same debugging session can use more than one step granularity, according to the needs of the user.

6.7 Summary and Conclusions

In this chapter we have studied the problem of how to give formal specifications of debuggers. This problem was addressed in three stages. First, we developed a formal definition of the class of Interpreter-debuggers. Second, we studied two problems that are common to the design of most debuggers: the granularity of debugging steps and the reference to sub-programs. Finally, we defined a notation to assist in the specification of debuggers.

As far as we are aware, an abstract account of debuggers as presented in this section is novel in the literature. DSL differs from the approach of the Animator Generator in that it allows the definition of various debugging commands, whereas the Animator Generator only has a fixed set of commands. However, we have not addressed problems related to user interface, which is a strong point of the Animator Generator.

In the examples, we demonstrated that definitions of concrete debuggers using DSL are abstract. We shall demonstrate in the Chapter 7 that these definitions
are suitable for formal reasoning. It remains to show how other debuggers for other language paradigms can be specified. We believe that debuggers for object oriented languages, logic programming languages, and imperative languages can all be expressed in DSL.
Chapter 7

Debugger Correctness

In Chapter 6 we defined a class of debuggers that we called Interpreter-debuggers. An instance of this class is a debugger that uses the CS system defined in Chapter 5 as an interpreter. The specification of a concrete Interpreter-debugger is given in terms of the objects of a Relational Specification of the programming language, resulting in a definition that is easy to understand and reason about. Another positive point of Interpreter-debuggers is that they use the notion of evaluation step of Definition 5.5, which agrees with our intuitive notion of evaluation step. Therefore, we argue that Interpreter-debuggers are more likely to behave according to our intuition than debuggers designed in an ad hoc fashion.

The main drawback of Interpreter-debuggers is that interpretation of programs using the CS interpreter is, in general, too inefficient to be used with large and complex programs. However, those programs are the most likely to have errors, and therefore to need debugging. Therefore, we are faced with the following dichotomy: on the one hand, debuggers based on the CS system are easy to specify, understand, and reason about; on the other hand, there exist a practical need for more efficient evaluation techniques if we hope to use the debuggers with large and complex programs.

A natural solution to this problem is to provide two definitions of a debugger: an Interpreter-debugger to be used as the specification of the behaviours of
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a debugger, and another definition in which the evaluation of programs is performed more efficiently, to be used as the actual *implementation* of the debugger. For this solution to be sound it is necessary to prove that the specification and the implementation are equivalent, i.e., that the two debuggers have equivalent behaviour.

The means to specify Interpreter-debuggers, according to Definition 6.2, were already studied in Chapter 6. The main objective of this chapter is to define a formal criterion for the equivalence between a two specifications of a debuggers, that is, we shall study the problem of *debugger correctness*.

Furthermore, we also characterise the class of Compiler-debuggers. An instance of this class is a debugger in which a program is compiled and its code runs in a machine instead of being interpreted. We study aspects of the specifications of such debuggers and present a proof of equivalence between an Interpreter-debugger and a Compiler-debugger.

In Section 6.1 we discussed other approaches to formal semantics of debuggers. None of those approaches treats the problem of debugger correctness, nor do they consider Compiler-debuggers and their relationship with Interpreter-debuggers. Therefore, the results of this chapter are novel to this thesis.

7.1 Introduction

In this chapter we shall define what it means for two debuggers to have *equivalent behaviours*; thus, it is essential that we understand what characterises the behaviour of a debugger. According to Definition 6.2, an Interpreter-debugger is characterised by a *monogenic labelled transition system* of the form:

\[(\Gamma, T(\Sigma)_{\text{command}} \times T(\Sigma)_{\text{result}}, \rightarrow)\]

The entire behaviour of such a debugger is defined by the transition relation \(\rightarrow: \Gamma \times (T(\Sigma)_{\text{command}} \times T(\Sigma)_{\text{result}}) \times \Gamma\). This transition has two components that characterise different parts of the behaviour of a debugger. The state com-
ponent of the transition relation characterises how the programs are evaluated, by describing how this evaluation changes the state at each transition. The label component characterises the interaction between the evaluation and the external world. The latter is the observable behaviour, in contrast with the internal behaviour characterised by the states.

It is the observable part of the behaviour that matters when we compare two debuggers. We want to consider two debuggers as being equivalent if they have equivalent observable behaviour. This leads to the notion of observational equivalence between debuggers. In order to understand this notion of equivalence let us take two debuggers $D$ and $E$, and compare their observable behaviour.

Suppose that both debuggers are in the initial state, say $I^D$ for $D$ and $I^E$ for $E$. Let us experiment with the debuggers by issuing a debugging command $d_1$ to both of them. On input $d_1$ the debugger $D$ moves to a state $ds_1$ and produces a result $r_1$. Similarly, $E$ moves to a state $ds'_1$ and produces a result $r'_1$, which is written:

\[ I^D \xrightarrow{(d_1,r_1)} ds_1 \]
\[ I^E \xrightarrow{(d_1,r'_1)} ds'_1 \]

and the observable behaviours of these transitions are equivalent if $r_1 = r'_1$. As an initial proposal we will consider the relation $\equiv$ as the syntactical equality between results. Later on in this section we will see how this condition can be relaxed. Now, in the new current states we would like to repeat the experiment with some other debugging command, say $d_2$. Again, for the debuggers to be equivalent the new transitions must have the following form:

\[ ds_1 \xrightarrow{(d_2,r_2)} ds_2 \]
\[ ds'_1 \xrightarrow{(d_2,r'_2)} ds'_2 \]

and $r_2 = r'_2$. The two debuggers will be considered observationally equivalent if they behave as described above for all possible experiments. This notion of equivalence certainly agrees with the discussion of the beginning of this section: two debuggers are equivalent if their observable behaviour are equivalent. Ob-
servational equivalence as discussed above has similarities with the notion of bisimilarity developed in [Par81] and strong equivalence in [Mil89].

This notion of equivalence guarantees that we cannot distinguish between equivalent debuggers by looking only to the results of the debugging commands; thus, intuitively it is a sufficient criterion for equivalence. However, the requirement that the results of the debugging commands must be equal at each corresponding transition is too strong in general, for it does not allow different representations of the results in each debugger.

A similar problem was encountered in Chapters 3 and 4 when we studied the equivalence of Relational Specifications and compiler correctness. For instance, in the compiler correctness case whenever a program evaluates to a value in the (standard) Relational Specification and to another in a Compilation, we required the two values to be equivalent with respect to an observation signature.

Now let us turn back to the problem of debugger equivalence. Results of debugging commands will be, in most cases, the intermediate results of the evaluation of sub-programs. Therefore, it is natural to require the results of debugging commands to be equivalent with respect to an observation signature. This establishes a strong connection between Observational Equivalence of Relational Specifications, including compiler correctness, and equivalence of debuggers, a connection we believe to be natural since debuggers in our framework are based on a Relational Specification. This connection is formalised in various results in Section 7.2.

The above discussion leads to a notion of observational equivalence between debuggers with respect to an observation signature. This equivalence allows non-observable results of debugging commands to have different representations in each debugger, while observable results must be (syntactically) equal.

Another major objective of this chapter is to extend the framework developed in Chapter 6 to deal with Compiler-debuggers, i.e., debuggers in which programs are compiled into code for some machine and the evaluation of the program is
performed by running this code on the machine. Intuitively, those debuggers are likely to be the most relevant for practical applications and also to yield the most difficult proofs of equivalence.

Our objective is to demonstrate that it is possible to formally define Compiler-debuggers and to carry out proofs of equivalence involving such debuggers. A Compiler-debugger that is proved equivalent to an Interpreter-debugger will have the same observable behaviour as the Interpreter-debugger. We argued that Interpreter-debuggers are more likely to have an intuitive behaviour than debuggers defined in ad hoc fashion. Therefore, the equivalence between an Interpreter-debugger and a Compiler-debugger implies that the latter also has an intuitive behaviour.

7.2 Observational Equivalence between Debuggers

Our initial objective is to formalise the notion of equivalence between debuggers that was informally discussed in the previous section. For this definition we have a similar flexibility as in the case of the equivalence between Relational Specifications (see Section 3.4). We can define a relation parametric on an observation signature. Alternatively, we can include an observation signature as a component of the debugger and then define the equivalence relation on the class of debuggers with the same observation signature. In Section 3.4 we saw that adding the observation signature to the Relational Specifications led to simpler definitions. Therefore, we choose this approach also in the definition of equivalence between debuggers.

Before we state the definition of equivalence between debuggers we must solve the following problem: the only abstract characterisation of debuggers that we have is that of Interpreter-debuggers of Definition 6.2. However, we require alternative designs of debuggers because the evaluation of the programs by an Interpreter-debugger is often too inefficient. Therefore, we need a more general characterisation of debuggers in which the evaluation of programs is not required
to be that of an interpreter based on the CS system.

A solution to this problem is to define a meta-class of debuggers by abstracting from how programs are evaluated. An instance of such a meta-class is a class of debuggers, e.g., Interpreter-debuggers as in Definition 6.2. Such an instance is obtained by supplying the meta-class with an evaluator for the programming language, e.g., the CS system as in the case of Interpreter-debuggers. This leads to the definition of Debugger-schema which is a generalisation of Interpreter-debuggers obtained by replacing the CS system by a monogenic transition system, which describes the evaluation of programs and its transition relation defines the evaluation step used by the Debugger-schema.

In the rest of this section, let \( S = (\Omega, \phi, A, \Omega_{\text{OBS}}) \) be a Relational Specification with Declarative Semantics \( M \), where \( \Omega = (S, F, \Pi, \pi) \), and \( \Omega_{\text{OBS}} = (S_{\text{OBS}}, F_{\text{OBS}}, \Pi_{\text{OBS}}, \pi) \). We will use \( \Sigma \) as a name for \( (S, F) \) and similarly \( \Sigma_{\text{OBS}} \) as a name for \( (S_{\text{OBS}}, F_{\text{OBS}}) \). The following definitions will be given for an arbitrary program formula \( p \in P_X(\Omega) \) for any set of meta-variables \( X \). The generalisation to the entire set of program formulae \( P_X(\Omega) \) is straightforward, and is presented later in this section.

The definition of a Debugger-schema is given with respect to a monogenic transition system \( \mathcal{EV} = (\Gamma_{\mathcal{EV}}, ^{\mathcal{EV}}I, I_{\mathcal{EV}}) \), the evaluator of \( p \), where \( I \in \Gamma_{\mathcal{EV}} \) is the initial state for \( p \) in \( \mathcal{EV} \). A particular definition of \( \mathcal{EV} \) produces a particular instance of a Debugger-schema. We will see below how to define \( \mathcal{EV} \) so that the instance of a Debugger-schema obtained is the class of Interpreter-debuggers.

**Definition 1 (Debugger-schema)** A Debugger-schema for \( p \) based on \( S \) and \( \mathcal{EV} \) is a quadruple \((\Sigma_D, A_D, \Sigma_{D\text{OBS}})\) where \( \Sigma_D \) and \( A_D \) are as in Definition 6.2 and:

- \( \Sigma_{D\text{OBS}} = (S_{\text{OBS}}, F_{\text{OBS}}) \), where \( \Sigma_{D\text{OBS}} \subseteq \Sigma_D \), is an observation signature with the following constraints: \( \Sigma_{\text{OBS}} \subseteq \Sigma_{D\text{OBS}} \), i.e., the algebraic observation signature of \( S \) is included in \( \Sigma_{D\text{OBS}} \); and \( \text{result} \in SD_{\text{OBS}} \).
• $\Delta$ is a quintuple

$$(\Delta D, g, T(\Sigma D)_{\text{command}} \times T(\Sigma D)_{\text{result}}, \rightarrow, I)$$

where: $\Delta D, g, T(\Sigma D)_{\text{command}}, T(\Sigma D)_{\text{result}}$, and $\rightarrow$ are as in Definition 6.2 and $I_D \in \Delta D$ is the initial state, such that $g(I_D) = I_{EV}$.

such that the following functionality requirement holds: for all $ds \in \Delta D$ there exists $d \in T(\Sigma D)_{\text{command}}, r \in T(\Sigma D)_{\text{result}}$, and $ds' \in \Delta D$ such that $ds \xrightarrow{(d,r)} ds'$ and $g(ds) \xrightarrow{E V^+} g(ds')$, where $E V^+$ is the transitive closure of $E V$.

Let $\Sigma D_L \subset \Sigma D$ be the sub-signature that defines the debugging language, i.e., $T(\Sigma D_L)_{\text{command}} = T(\Sigma D)_{\text{command}}$. The class of Debugger-schemas for $p$ with observation signature $\Sigma D_{OBS}$ and debugging language defined by $\Sigma D_L$ is denoted by $Deb(p, \Sigma D_L, \Sigma D_{OBS})$.

As discussed before, the definition of a Debugger-schema characterises a meta-class of debuggers, which can be instantiated into a class of debuggers such as the Interpreter-debuggers. For this instantiation we need to give a definition of the evaluator $E V$. For instance, let us define $E V$ to be the quadruple

$$(E H, \xrightarrow{E H}, ([\theta_0 : p]))$$

where $E H$ is the set of evaluation histories of $p$ in $S$ and $\xrightarrow{E H}$ is the function on $E H$ defined in Section 6.3 (page 160). A Debugger-schema for $p$ with the above $E V$ characterises the class of Interpreter-debuggers for $p$ based on $S$. A concrete Interpreter-debugger is an instance of this class obtained by suppling the remaining components of the Debugger-schema.

So far we have generalised our definition of debuggers in order to allow more efficient program evaluation than the interpretation used by Interpreter-debuggers. We can now turn our attention to the problem of defining a notion of equivalence between debuggers. As we discussed in Section 7.1, we will define an equivalence
relation on $\text{Deb}_p(\Sigma D_L, \Sigma D_{\text{OBS}})$ similar to the notion of bisimulation of [Par81]. Our notion of Debugger Bisimulation differs from the (standard) notion of bisimulation in two aspects that will be discussed below.

Informally, a bisimulation is a relation between the states of two transition systems that is preserved under the transition relation in the following sense: whenever we start with two related states and make a transition with equivalent labels we reach related states. In the (standard) notion of bisimulation the equivalence of labels is syntactical equality. In Debugger Bisimulation the commands of a transition must be syntactically equal and the results are compared with respect to an observation signature. That is, the results of corresponding transitions are required to be syntactically equal only if they are observable according to the observation signature.

Since the transition systems we are dealing with are Debugger-schemas the following definition could be simplified. For instance, trace equivalence [Mil89, page 204] would also be suitable as an equivalence between debuggers. We chose bisimulation because it allows our approach to be generalised to debuggers for non-deterministic programming language without changing the notion of equivalence. We discuss such a generalisation in Section 8.2.

Finally, we are ready to formalise the notion of observational equivalence between Debugger-schemas with respect to an observation signature as an equivalence relation on $\text{Deb}_p(\Sigma D_L, \Sigma D_{\text{OBS}})$.

**Definition 2 (Debugger Bisimulation)** Let $\mathcal{D} = (\Sigma^D, \Delta^D, A^D, \Sigma D_{\text{OBS}})$ and $\mathcal{E} = (\Sigma^E, \Delta^E, A^E, \Sigma D_{\text{OBS}})$ be Debugger-schemas in $\text{Deb}_p(\Sigma D_L, \Sigma D_{\text{OBS}})$. The Debugger-schemas $\mathcal{D}$ and $\mathcal{E}$ are observationally equivalent, written $\mathcal{D} \approx \mathcal{E}$, if and only if there exists a relation $B \in \Gamma^D \times \Gamma^E$ such that $(\Gamma^D, \Gamma^E) \in B$ and for all $(ds_D, ds_E) \in B$ and $d \in T(\Sigma^D)_{\text{command}}$ the following holds:

1. For all $r_D \in T(\Sigma^D)_{\text{result}}$ and $ds'_D \in \Gamma^D$, $ds_D \xrightarrow{d, r_D} ds'_D$ implies that there exist $r_E \in T(\Sigma^E)_{\text{result}}$ and $ds'_E \in \Gamma^E$ such that $ds_E \xrightarrow{d, r_E} ds'_E$ and both requirements below hold:
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(Bisimulation) \( (d_{D}^{l}, d_{E}^{l}) \in B \)

(Observational Equivalence of Results) If \( r_{D} \in T(\Sigma_{OBS}) \) then \( r_{D} = r_{E} \).

2. And conversely, interchanging \( D \) and \( E \).

A relation \( B \) as above is called a Debugger Bisimulation between \( D \) and \( E \).

**Proposition 1** The relation \( \approx \) is an equivalence relation on \( Deb_{p}(\Sigma_{L}, \Sigma_{OBS}) \).

**Proof** (Sketch) For reflexivity, just take \( B \) to be the identity relation on \( \Gamma^{D} \), then it is trivial to check that \( D \approx D \) for \( B \). For symmetry, suppose that \( D \approx E \) for a relation \( B \). It is easy to check that \( E \approx D \) for \( B^{-1} \). For transitivity, suppose that \( D_{1} \approx D_{2} \) for \( B_{1} \) and \( D_{2} \approx D_{3} \) for \( B_{2} \). It is also simple to prove that \( D_{1} \approx D_{3} \) for the relation \( B_{1} \circ B_{2} \).

The results of the rest of this section depend on the generalisation of a Debugger-schema for \( p \) to a Debugger-schema for the entire set \( Px(\Omega) \) of program formulae.

First, let \( EV = (\Gamma_{EV}, \{I_{EVp}\}_{p \in Px(\Omega)}) \) be an evaluator for \( Px(\Omega) \), which is the same as in page 200 except that the initial state is replace by a \( Px(\Omega) \)-sorted set of initial states. A Debugger-schema for \( Px(\Omega) \) based on \( S \) and \( EV \) is the same as in Definition 1 except that for

\[
\Delta = (\Gamma_{D}, g, T(\Sigma_{D})_{\text{command}} \times T(\Sigma_{D})_{\text{result}}, \rightarrow, \{I_{p}\}_{p \in Px(\Omega)})
\]

the initial state is replaced by a \( Px(\Omega) \)-sorted set of initial states such that for all \( p \in Px(\Omega) \), \( g(I_{p}) = I_{EVp} \).

The class of debugging-schemas for \( Px(\Omega) \) with observation signature \( \Sigma_{OBS} \) and debugging language defined by \( \Sigma_{L} \) is denoted by \( Deb(\Omega, \Sigma_{L}, \Sigma_{OBS}) \). For \( D \in Deb(\Omega, \Sigma_{L}, \Sigma_{OBS}) \), we denote by \( D_{p} \) the Debugger-schema for \( p \in Px(\Omega) \) that is the same as \( D \) except that \( \{I_{p}\}_{p \in Px(\Omega)} \) is replaced by \( I_{p} \).

The relation \( \approx \) can be naturally extended to an equivalence relation \( \approx_{\Omega} \) on \( Deb(\Omega, \Sigma_{L}, \Sigma_{OBS}) \): for each \( D, E \in Deb(\Omega, \Sigma_{L}, \Sigma_{OBS}) \), \( D \approx_{\Omega} E \) if and only...
if for all $p \in P_\mathcal{C}(\Omega)$, $D_p \approx E_p$. Hereafter, we use $\approx$ for $\approx_\mathcal{C}$ whenever $P_\mathcal{C}(\Omega)$ is understood in the context. It is clear that if $D \in Deb(\Omega, \Omega_L, \Omega_{\text{OBS}})$ then $D \in Deb(\Omega', \Omega_L, \Omega_{\text{OBS}})$ for all $\Omega' \subseteq \Omega$ for which $P_\mathcal{C}(\Omega') \neq \emptyset$.

An important motivation to define an equivalence between debuggers at an abstract level rather than to take an ad hoc approach is that we can prove properties about the abstract definition. In the rest of this section we will illustrate a practical example of such a property: we will prove that the equivalence between two Interpreter-debuggers implies the Observational Equivalence of their underlying Relational Specifications under certain conditions. We call this theorem the Coherence Theorem.

Let us discuss the first of necessary condition to establish the Coherence Theorem. Recall that the functionality requirement of Definition 6.2 (page 160) only requires the existence of a command that advances the evaluation. However, this requirement is not enough to guarantee the validity of the Coherence Theorem, as we will emphasise during its proof.

Therefore, we need an extra functionality requirement that guarantees we can use a debugging command to check whether a program terminated successfully. This requirement is formalised by the definition of a Termination-explicit Debugger (or simply a Termination-explicit debugger).

**Definition 3 (Termination-explicit Debugger)**

An Interpreter-debugger $(\Delta_D, \Delta, \Delta_D, \Omega_{\text{OBS}})$ is Termination-explicit if there exits a distinguished observable result $\text{succeed} \in T(\Delta_{\text{OBS}})_{\text{result}}$, and for all $ds \in \Gamma_D$, there exits $d \in T(\Delta_{\text{command}}$ and $ds' \in \Gamma_D$ such that $ds \xrightarrow{d,r} ds'$ and $r = \text{succeed}$ if and only if $\text{cur}(\Delta(ds)) = [\theta : \varepsilon]$, for some substitution $\theta$. 

The minimal functionality of a Termination-explicit debugger guarantees we can evaluate a program step-by-step, and check whether the evaluation terminated successfully. From Theorems 5.1 and 5.3, this functionality is equivalent to be able to ask whether there exists a satisfying substitution for a program formula.
This functionality is still weaker than the functionality provided by the CS system since in the case of non-ground program formula, the CS system not only answers whether there exists a satisfying substitution but also constructs one. However, the minimal functionality of a Termination-explicit debugger is sufficient for the proof of the Coherence Theorem since we will only have to reason about ground program formulae.

**Theorem 1 (Coherence)** Let $S, R \in \text{Spec}(\Omega_{\text{OBS}})$ with algebras $A^S$ and $A^R$, and Declarative Semantics $M^S$ and $M^R$ respectively, where

$$\Omega_{\text{OBS}} = (S_{\text{OBS}}, F_{\text{OBS}}, \Pi_{\text{OBS}}, \pi)$$

and $\pi$ is the only relation symbol in $\Pi_{\text{OBS}}$. Let $D^S, D^R \in \text{Deb}(\Omega_{\text{OBS}}, \Sigma_L, \Sigma_{\text{DOBS}})$ be two Termination-explicit debuggers based on $S$ and $R$ respectively. If $A^S/\Sigma_{\text{OBS}} = A^R/\Sigma_{\text{OBS}}$, then:

$$D^S \approx D^R \quad \text{implies} \quad S \cong R$$

**Proof** (Sketch) From Definition 3.4 we must show that:

$$D^S \approx D^R \quad \text{implies} \quad M^S/\Omega_{\text{OBS}} \equiv_{\text{OBS}} M^R/\Omega_{\text{OBS}}$$

Therefore, we have to prove that Definitions 3.1(1) and 3.1(2) are satisfied. Since from the hypothesis $A^S/\Sigma_{\text{OBS}} = A^R/\Sigma_{\text{OBS}}$, Definition 3.1(1) is trivially satisfied. Let us now prove that Definition 3.1(2) is satisfied, which in the context of this theorem is written:

For all $p \in P(\Omega_{\text{OBS}})$:

$$p \in \text{dom } \Psi_{\pi}^{A_S} \quad \text{if and only if} \quad p \in \text{dom } \Psi_{\pi}^{A_R} \quad (1)$$

and if both sides of the above equivalence are true then

$$\Psi_{\pi}^{A_S}(p) \in \pi^{M^S} \quad \text{if and only if} \quad \Psi_{\pi}^{A_R}(p) \in \pi^{M^R} \quad (2)$$

Equivalence (1) holds trivially because $A^S/\Sigma_{\text{OBS}} = A^R/\Sigma_{\text{OBS}}$. If both sides of equivalence (1) are false then we do not have anything further to prove. When
both sides are true we must prove that equivalence (2) is satisfied. Let us prove the left to right implication of (2) first.

If $\Psi^\Lambda_\pi(p) \in \pi^M$ then, from the Completeness of the Computational Semantics (Theorem 5.3), there exists a $CS^S$-sequence for $p$ of the form:

$$[\theta_0 : p] \Rightarrow^n [\theta : \varepsilon] \quad n > 0$$

From the functionality requirement of Definition 6.2 there exists a command that advances the evaluation by one transition of $CS^S$. Therefore, there exists a sequence of debugging interactions in $D^S$ of the form:

$$\Gamma^D (d,r)^n \rightarrow ds$$

such that $\text{cur}(g(ds)) = [\theta : \varepsilon]$. Since $D^S \approx D^R$ then there exits a relation $B \in \Gamma^D \times \Gamma^D$ that is a Debugger Bisimulation between $D^S$ and $D^R$. Therefore, it is easy to prove that there exists a sequence of debugging interactions in $D^R$ of the form:

$$\Gamma^D (d',r')^n \rightarrow ds$$

such that $(ds, ds_R) \in B$. From the definition of Termination-explicit debugger (Definition 3) there exists a debugging command $d' \in T(\Sigma D_L)_{\text{command}}$ and $ds'_S \in \Gamma^D$ such that:

$$ds_S \rightarrow (d',r) \rightarrow ds'_S$$

where $r = \text{succeed}$. Since $D^S \approx D^R$, there exists a transition in $D^R$ of the form:

$$ds_R \rightarrow (d',r) \rightarrow ds'_R$$

and since $\text{succeed} \in T(\Sigma D_{\text{obs}})_{\text{result}}$, then from the Observational Equivalence requirement of Definition 2(1) it follows that $r' = \text{succeed}$. Since $D^R$ is Termination-explicit then $\text{cur}(g(ds'_R)) = [\theta' : \varepsilon]$, for some $\theta'$. Therefore, there exists a $CS^R$-sequence for $p$, and from Soundness of the Computational Semantics (Theorem 5.1), it follows that $\Psi^\Lambda_\pi(p) \in \pi^M$.

The proof of the right to left implication in (2) follows similarly and is omitted. This finishes the proof of the Coherence Theorem. $\Box$
7.3 Compiler-debuggers

In this section we characterise the class of Compiler-debuggers and study aspects that are specific to the design of debuggers in this class. Our objective is to define a framework for the design of Compiler-debuggers along the lines of the framework defined in Chapter 6 for Interpreter-debuggers. As far as we are aware of, Compiler-debuggers have not been addressed in a formal and abstract way in the literature. Therefore, the results in this section are important contributions of this thesis.

It becomes simpler to understand what characterises a Compiler-debugger by making a parallel with the notion of Compilation defined in Chapter 4. In a Compilation programs are evaluated in a three stage process. First, a program is compiled into machine code. Second, the code is loaded and executed on the machine. Finally, the result is unloaded from the machine whenever a successful evaluation is achieved.

In a Compiler-debugger programs are debugged in a process with similar stages. Suppose that $p$ is the program to be debugged. First, $p$ is compiled into code for some (abstract) machine and this code is loaded into the machine for execution. The execution proceeds from an initial state until a halting point is reached; at such a point the control returns to the debugger, and we use the debugging commands to obtain information about the current state of the evaluation. The execution can then be resumed either from the current state, or from a previous state in the execution, until another halting point is reached; again, the control returns to the debugger. This process repeats until either the program reaches a final state in the execution (success or failure) or we find an error and finish the debugging session.

A Compiler-debugger is an instance of a Debugger-schema obtained by using an evaluator based on an abstract machine for $E\mathcal{V}$. Furthermore, a compiler is used to construct the initial state of $E\mathcal{V}$. Therefore, the results of Section 7.2 are applicable to Compiler-debuggers. Our objective in the rest of this section is to
show how to design Compiler-debuggers and prove them correct. In Section 7.3.1 we study various aspects that are specific to the design of Compiler-debuggers. We illustrate these aspects by gradually building a compiler for the language Fun, based on the compiler developed in Chapter 4. The code generated by this compiler contains extra code that is used for debugging purposes.

In Section 7.3.2 we use the compiler developed in Section 7.3.1 in the specification of a Compiler-debugger for Fun programs. Finally, in Section 7.4 we prove that this Compiler-debugger is equivalent to the Interpreter-debugger Tiny defined in Section 6.6.

Recall that in Section 4.3 we argued that the starting point for compiler design in our framework is a Relational Specification of the programming language. Similarly, we now advocate that the starting point for the design of a Compiler-debugger is the specification of an Interpreter-debugger. An Interpreter-debugger will serve as a guide for the design as well as the reference point to establish the correctness of the Compiler-debugger.

Therefore, the first step in the design of a Compiler-debugger is the specification of the Interpreter-debugger that will serve as our reference. In Section 6.6, we defined the Interpreter-debugger Tiny for the language Fun. We now have to add an observation signature to Tiny to specify the observable results of debugging commands. The signature $\Sigma_{OBS}^{Tiny}$ is defined by the following BNF rules together with the definition of path terms presented in Section 6.4.2:

\begin{align*}
\text{result} & ::= \text{fail} | \text{succeed} | \text{null} | \text{val}(\text{val}) | \text{path}(\text{path}) \\
\text{var} & ::= x | y | \ldots \\
\text{nat} & ::= 0 | 1 | \ldots \\
\text{closure} & ::= \\
\text{val} & ::= \text{nat}
\end{align*}

Therefore, as far as the results of Fun expressions are concerned, \text{nat} and \text{path} results are visible, whereas \text{closure} results are not, since there are no observable terms of sort \text{closure}.
Let \( Tiny = (\Sigma^{Tiny}, \Delta^{Tiny}, A^{Tiny}, \Sigma^{OBS}) \) be the new definition of \( Tiny \) where \( (\Sigma^{Tiny}, \Delta^{Tiny}, A^{Tiny}) \) was defined in Section 6.6. For this definition of \( Tiny \) we will use the definition of the step command that uses the step predicate \textit{nolookup} defined in Section 6.6.

### 7.3.1 Aspects of the Specification of Compiler-debuggers

In this section we analyse two important differences between Compiler-debuggers and Interpreter-debuggers which can cause problems in establishing the equivalence between a Compiler-debugger and an Interpreter-debugger. Our objective in this section is to identify those problems and propose generic solutions for them at the level of an abstract Compiler-debugger.

The first of these differences is the \textit{notion of evaluation step}. While the steps of an Interpreter-debugger are the evaluation steps of Definition 5.5, in the Compiler-debugger the steps are those of the abstract machine on which the code of the program is executed. The second difference is the \textit{information about the evaluation} that is available to the debuggers. An Interpreter-debugger has access to potentially the entire evaluation history of a program, whereas a Compiler-debugger has access to a single machine state, and to the information about the evaluation that is encoded in this state.

We start by studying the problems that arise from the difference between the two notions of evaluation step. The steps of the interpreter and the machine steps may differ in two aspects that are relevant for debugging purposes: the \textit{granularity of the steps}, and the \textit{order of the evaluation of sub-programs}.

### The Granularity of the Debugging Step

We treat first the problems that arise from the difference between the granularity of the steps. To illustrate these problems, let us consider the \textit{Fun} expression

\[
\text{let } x = 1 + 2 \text{ in } x
\]
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and compare its evaluation in an empty environment using the $CS_{Env}$ system and the abstract machine CAM. The CAM code for the expression, denote by $c$, according to the compiler of Example 4.3 is as follows:

$$\text{push} \cdot \text{push} \cdot \text{quote}(1) \cdot \text{swap} \cdot \text{quote}(2) \cdot \text{add} \cdot \text{cons} \cdot \text{cdr} \cdot \varepsilon_C$$

Below we present the evaluation of the formula $\varepsilon_E \vdash \text{let } x = 1 + 2 \text{ in } x, (0) \Rightarrow v$, using $CS_{Env}$, in which we omit the substitutions and elided some goals to simplify the presentation. In this evaluation, the hidden states according to nolookup are presented in boxes and the hidden transitions are not numbered. The numbered steps are the ones produced by the debugger Tiny.

\[
\begin{align*}
[\varepsilon_E \vdash \text{let } x = 1 + 2 \text{ in } x, (0) \Rightarrow v] & \overset{CS}{\Rightarrow} (1) \\
[\varepsilon_E \vdash 1 + 2, (0, 2) \Rightarrow v_1 :: x \mapsto v_1 \cdot \varepsilon_E \vdash x, (0, 3) \Rightarrow v] & \overset{CS}{\Rightarrow} (2) \\
[\varepsilon_E \vdash 1, (0, 2, 1) \Rightarrow v'_1 :: \varepsilon_E \vdash 2, (0, 2, 2) \Rightarrow v'_2 :: \ldots] & \overset{CS}{\Rightarrow} (3) \\
[\varepsilon_E \vdash 2, (0, 2, 2) \Rightarrow v'_2 :: \varepsilon_E \vdash \text{plus}(v'_1, v'_2), (\emptyset) \Rightarrow v_1, \ldots] & \overset{CS}{\Rightarrow} (4) \\
& \overset{CS}{\Rightarrow} (5) \\
[\varepsilon_E \vdash \text{plus}(v'_1, v'_2), (\emptyset) \Rightarrow v_1 :: x \mapsto v_1 \cdot \varepsilon_E \vdash x, (0, 3) \Rightarrow v] & \overset{CS}{\Rightarrow} (6) \\
[x \mapsto 3 \cdot \varepsilon_E \vdash x, (0, 3) \Rightarrow v] & \overset{CS}{\Rightarrow} (7) \\
[(x \mapsto 3 \cdot \varepsilon_E, x) \rightarrow_L v] & \overset{CS}{\Rightarrow} (8) \\
[\text{success}] & \overset{CS}{\Rightarrow} (9)
\end{align*}
\]

The first hidden state refers to the evaluation of plus function, which is hidden because it matches the pattern $[\_ : \_ \vdash \_, (\emptyset) \Rightarrow _ :: \_]$ in the definition of the visibility predicate nolookup. Now, we show the steps of the evaluation of the code for the above expression, on the CAM.
As we can easily check, there is no one-to-one correspondence between the
\(CS_{\text{env}}\) steps and the machine steps. In particular, there are more machine steps
than there are steps of the interpreter, and we expect that this will often be
the case. Furthermore, the use of the step predicate to hide parts of the evalu-
ation increased the gap between the two sequence of steps. However, for some
sub-programs we may also expect that optimisations can reduce the number of
machine steps; thus, for these sub-programs the interpreter may have more steps
than the evaluation of the code on the machine.

Our next objective is to show how to modify the machine steps to estab-
lish a one-to-one correspondence between the steps of the two evaluation of the
programs. This correspondence is a necessary stage in the design of a Compiler-
debugger, whenever we intend this debugger to have the same observable be-
behaviour of an Interpreter-debugger. We first discuss a solution for the example
given above, and then show how it can be generalise to an arbitrary abstract
machine.

A solution to the particular problem treated above is to skip the steps (4), (6),
and (7) of the CAM evaluation by hiding the underlined states. The remaining

\[
\begin{align*}
(\epsilon, \text{push} \cdot \text{push} \cdot \text{quote}(1) \cdot \text{swap} \cdot \text{quote}(2) \cdot \text{add} \cdot \ldots) & \xrightarrow{\text{CAM}} (1) \\
((\cdot) \cdot \epsilon, \text{push} \cdot \text{quote}(1) \cdot \text{swap} \cdot \text{quote}(2) \cdot \text{add} \cdot \text{cons} \cdot \ldots) & \xrightarrow{\text{CAM}} (2) \\
((\cdot) \cdot (\cdot) \cdot \epsilon, \text{swap} \cdot \text{quote}(2) \cdot \text{add} \cdot \text{cons} \cdot \text{cdr} \cdot \epsilon_C) & \xrightarrow{\text{CAM}} (3) \\
(1 \cdot (\cdot) \cdot \epsilon, \text{swap} \cdot \text{quote}(2) \cdot \text{add} \cdot \text{cons} \cdot \text{cdr} \cdot \epsilon_C) & \xrightarrow{\text{CAM}} (4) \\
((\cdot) \cdot 1 \cdot (\cdot) \cdot \epsilon, \text{quote}(2) \cdot \text{add} \cdot \text{cons} \cdot \text{cdr} \cdot \epsilon_C) & \xrightarrow{\text{CAM}} (5) \\
(2 \cdot 1 \cdot (\cdot) \cdot \epsilon, \text{add} \cdot \text{cons} \cdot \text{cdr} \cdot \epsilon_C) & \xrightarrow{\text{CAM}} (6) \\
(\text{plus}(1, 2) \cdot (\cdot) \cdot \epsilon, \text{cons} \cdot \text{cdr} \cdot \epsilon_C) & \xrightarrow{\text{CAM}} (7) \\
((\cdot) \cdot 3, \text{cdr} \cdot \epsilon_C) & \xrightarrow{\text{CAM}} (8) \\
(3 \cdot \epsilon, \epsilon_C)
\end{align*}
\]
five machine steps are on a one-to-one correspondence with the visible $CSE_{\text{Env}}$ steps. Furthermore, there is an important invariant preserved by each pair of corresponding states: the CAM state has at the top of the stack the machine environment corresponding to the source language environment that is in the top of the goal stack of the $CSE_{\text{Env}}$ state. This can be checked, for instance, by comparing the two states below:

$$[x \mapsto 3 \cdot \epsilon_E \vdash x, (0, 3) \Rightarrow v] \quad (((), 3), \text{cdr} \cdot \epsilon_C)$$

where the machine environment $(((), 3))$ corresponds to the source language environment $x \mapsto 3 \cdot \epsilon_E$. This invariant will be important in the definition of debugging commands over the machine states.

The generic solution we are looking for is a mechanism to hide machine steps. We propose a mechanism similar to the concept of step predicates defined in Section 6.4.1, in this case applied to the steps of an abstract machine. This solution combines the notions of break-point predicate and debugging machine; we first give the definition of a break-point predicate.

**Definition 4 (Break-point Predicate)** Let $M = (E_M, T_M)$ be an abstract machine. A break-point predicate in $M$ is a total predicate on $E_M$. Let $st \rightarrow_M st'$ and BP be a break-point predicate in $M$; $st$ is visible if $BP(st)$ holds, and it is hidden otherwise. We denote by $VS_M(BP)$ the set:

$$T_M \cup \{st : BP(st)\}$$

With the above definitions we are ready to define the concept of a Debugging Machine.

**Definition 5 (Debugging Machine)** Let $M = (E_M, \rightarrow_M, T_M)$ be an abstract machine and BP be a break-point predicate in $M$. A debugging machine based on $M$ with respect to BP is a terminal transition system $(VS_M(BP), \rightarrow_{DM}, T_M)$ where the transition relation $\rightarrow_{DM} \subseteq \rightarrow_M^*$ is defined as follows:
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If and only if there exists \( st_1, \ldots, st_n \in \Gamma_M \), for \( n \geq 0 \), such that

\[
st = st_0 \rightarrow_M st_1 \rightarrow_M \ldots \rightarrow_M st_n \rightarrow_M st_{n+1} = st'
\]

and \( st, st' \in VS_M(BP) \) and \( st_1, \ldots, st_n \notin VS_M(BP) \).

Given a debugging machine \( DM \), a Compilation can be defined such that the execution of the code of a program in \( DM \) yields evaluation steps that match the \( CS \) steps of the evaluation of the program. The next example constructs a debugging machine based on the CAM of Example 4.1, with the objective of illustrating the above ideas. Moreover, this machine will be used in the definition of a complete Compiler-debugger in the next section.

Example 1 In this example we define a debugging machine based on an extension of the CAM of Example 4.1. We first present this extension.

We extend the CAM with the instructions \texttt{brk}, \texttt{quoteid}, \texttt{quotep}, and \texttt{pop}:
- \texttt{brk} is a break-point instruction whose execution causes the machine to halt;
- \texttt{quoteid} has an identifier as a parameter, and its execution loads the parameter on the top of the stack;
- \texttt{quotep} has an abstract syntax path (as defined in Section 6.4.2) as a parameter and its execution also loads the parameter on the top of the stack; and
- the \texttt{pop} instruction discharges the element on the top of the stack.

The instructions \texttt{quoteid} and \texttt{quotep} require the CAM values to be extended with identifiers and abstract-syntax path. An abstract-syntax path is just a sequence of natural numbers, and is a term of sort \texttt{path} in the Relational Rules. The instructions \texttt{quoteid}, \texttt{quotep}, and \texttt{pop} can be simulated by sequences of CAM instructions; thus the only instruction that is necessary is \texttt{brk}. However, the use of \texttt{quoteid}, \texttt{quotep}, and \texttt{pop} makes the specification of the Compiler-debugger simpler to understand, and also simplifies the proof of correctness.

Although the signature of the new CAM is based on the signature \( \Omega^{Cam} \) of Example 4.1 we define \( \Omega^{DCam} = (S^{DCam}, P^{DCam}, \Pi^{DCam}, \rightarrow^{DCAM}) \) in full to make this
example self contained. The sets $S^{DCam}$ and $F^{DCam}$ are defined by the following BNF:

\[
\begin{align*}
\text{state} & ::= (\text{stack, code}) \\
\text{stack} & ::= \varepsilon_S \mid \text{val} \cdot \text{stack} \\
\text{code} & ::= \varepsilon_C \mid \text{inst} \cdot \text{code} \\
\text{val} & ::= \text{nat} \mid \text{funval} \mid (\text{val}, \text{val}) \mid () \\
\text{nat} & ::= \text{plus}(\text{nat}, \text{nat}) \mid 0 \mid 1 \mid \cdots \\
\text{funval} & ::= [\text{val, code}] \\
\text{inst} & ::= \text{quote}(\text{nat}) \mid \text{push} \mid \text{car} \mid \text{cdr} \mid \text{cons} \mid \text{swap} \\
& \quad \mid \text{cur}(\text{code}) \mid \text{app} \mid \text{add} \mid \text{quoteid}(\text{var}) \mid \text{brk} \\
& \quad \mid \text{quotep}(\text{path}) \mid \text{pop}
\end{align*}
\]

The meta-variables used in the following rules are those in $X^E$, to which we add the set $X^E_{path}$ generated by $pa$. The Relational Rules below extend the relation $\text{CAM} \rightarrow \cdot \rightarrow \cdot$ with the definition of the new instructions discussed above. These rules are additions to the rules 4.1(1) to 4.1(9).

**A Extension to the CAM**

\[
\begin{align*}
(\text{v} \cdot \text{S}, \text{quoteid}(\text{id}) \cdot c) & \xrightarrow{\text{CAM}} (\text{id} \cdot \text{S}, c) \\
(S, \text{quotep}(\text{pa}) \cdot c) & \xrightarrow{\text{CAM}} (\text{pa} \cdot \text{S}, c) \\
(\text{v} \cdot \text{S}, \text{popc} \cdot c) & \xrightarrow{\text{CAM}} (\text{S}, c) \\
(S, \text{brk} \cdot c) & \xrightarrow{\text{CAM}} (\text{S}, c)
\end{align*}
\]

**Comment**

In rule (11), the definition of the instruction $\text{quotep}(\text{pa})$ adds $\text{pa}$ to the top of the stack instead of replacing the top of the stack by $\text{pa}$. The reason is that the
path stored on the top of the stack will be only used for debugging purposes, and will be discharged by a pop instruction such that the normal evaluation of the program may continue on the original stack. If quotep(pa) replaced the top element of the stack by pa than we would need an extra push instruction to save the original top before each quotep when compiling Fun expressions; by defining quotep as above we avoid this extra push instruction in the compilation.

The transition $\text{CAM}$ defines the abstract machine $\text{CAM} = (\Gamma_{\text{CAM}}, \text{CAM}, \mathcal{T}_{\text{CAM}})$ where $\Gamma_{\text{CAM}} = T(\Sigma^{\text{DCam}})_{\text{state}}$. Now, let $\text{BP}$ be a total predicate on $\Gamma_{\text{CAM}}$ defined as follows: for all $S \in T(\Sigma^{\text{DCam}})_{\text{stack}}$, $op \in T(\Sigma^{\text{DCam}})_{\text{inst}}$, and $c \in T(\Sigma^{\text{DCam}})_{\text{code}}$:

$$\text{BP}((S, op \cdot c)) \text{ is true if and only if } op = \text{brk}$$

This defines a debugging machine $\text{DCAM} = (\Gamma_{\text{DCAM}}, \text{DCAM}, \mathcal{T}_{\text{CAM}})$ where the set of states $\Gamma_{\text{DCAM}} = \mathcal{V}S(\text{BP})$ and $\text{DCAM}$ is defined as in Definition 5.

The next example changes the code generate by the compiler of Example 4.2. The objective is to establish a correspondence between the $\text{CS}^{\text{Env}}$ steps and DCAM steps of the evaluation of expressions. This correspondence is achieved by the correct placement of brk instructions on the code of the expressions.

**Example 2** This example defines a compiler for the language Fun into code for the DCAM by a Relational Specification based on the compiler $\text{Trans}$ defined in Example 4.2. This compiler is defined by a relation $(\text{comp_env}, \text{exp}) \rightarrow_{\text{DCcomp}} \text{state}$, which uses $(\text{comp_env}, \text{var}) \rightarrow_{\text{LC}} \text{code}$ and $\text{env} \rightarrow_{E} (\text{comp_env}, \text{val})$ of $\text{Trans}$ as auxiliary relations.

The signature for this compiler is the union of the signature of the compiler of Example 4.2 and the signature $\Omega^{\text{DCam}}$ defined in Example 1. Moreover, the meta-variables used in the Relational Rules are those defined in $X^{E}$. The set of Relational Rules defines the code generation for expressions, in which break-point instructions are inserted in order to establish a correspondence between the machine steps and the $\text{CS}^{\text{Env}}$ steps. As in Example 4.2, we write a
sequence \( op_1 \ldots \cdot op_n \cdot \varepsilon_C \) using the usual sequence notation \( (op_1, \ldots, op_n) \), and denote the concatenation of two code sequences \( c \) and \( c' \) by \( c \circ c' \).

**Code Generator**

\[
\begin{align*}
CE \vdash n & \quad \xrightarrow{\text{DComp}} (\text{brk,quote}(n)) \quad (1) \\
(CE, id) & \quad \xrightarrow{\text{LC}} c \\
CE \vdash id & \quad \xrightarrow{\text{DComp}} (\text{brk})@c \quad (2) \\
(CE, id) \vdash e & \quad \xrightarrow{\text{DComp}} c \\
CE \vdash \text{fn} \ id \ . \ e & \quad \xrightarrow{\text{DComp}} (\text{brk,cur}(c)) \quad (3) \\
CE \vdash e_1 & \quad \xrightarrow{\text{DComp}} c_1 \\
CE \vdash e_2 & \quad \xrightarrow{\text{DComp}} c_2 \\
CE \vdash e_1 + e_2 & \quad \xrightarrow{\text{DComp}} (\text{brk,push}@c_1@(swap)@c_2@(add)) \quad (4) \\
CE \vdash \text{let} \ id = e_1 \ in \ e_2 & \quad \xrightarrow{\text{DComp}} (\text{brk,push}@c_1@(cons)@c_2) \quad (5) \\
CE \vdash e_1(e_2) & \quad \xrightarrow{\text{DComp}} (\text{brk,push}@c_1@(swap)@c_2@(cons,app)) \quad (6)
\end{align*}
\]

**Compiler**

\[
\begin{align*}
E \xrightarrow{E} (CE, v) & \quad (CE \vdash e) \xrightarrow{\text{DComp}} c \\
(E, e) & \quad \xrightarrow{\text{DComp}} (v \cdot \varepsilon_S, c) 
\end{align*}
\]

This finishes Example 2. □

The above compiler generates the following DCAM code for \( \text{let} \ x = 1 + 2 \ \text{in} \ x \) in the empty environment:

\( (\text{brk,push,brk,push,brk,quote(1)}, \text{swap}, \text{brk,quote(2)}, \text{add,cons,brk,cdr}) \)

We denote the above code by \( c' \). If we execute this code on the DCAM machine, starting at the state \((() \cdot \varepsilon_S, c')\), we obtain the following DCAM steps:
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\((() \cdot \varepsilon_S, \text{brk} \cdot \text{push} \cdot \text{brk} \cdot \text{push} \cdot \text{brk} \cdot \text{quote}(1) \cdot \ldots) \overset{\text{DCAM}}{\Rightarrow} (1)\)

\(((\cdot) \cdot \varepsilon_S, \text{brk} \cdot \text{push} \cdot \text{brk} \cdot \text{quote}(1) \cdot \text{swap} \cdot \ldots) \overset{\text{DCAM}}{\Rightarrow} (2)\)

\(((\cdot) \cdot (\cdot) \cdot \varepsilon_S, \text{brk} \cdot \text{quote}(1) \cdot \text{swap} \cdot \text{brk} \cdot \text{quote}(2) \cdot \ldots) \overset{\text{DCAM}}{\Rightarrow} (3)\)

\(((\cdot) \cdot 1 \cdot (\cdot) \cdot \varepsilon_S, \text{brk} \cdot \text{quote}(2) \cdot \text{add} \cdot \text{cons} \cdot \text{brk} \cdot \text{cdr} \cdot \varepsilon_C) \overset{\text{DCAM}}{\Rightarrow} (4)\)

\(((\cdot), 3, \text{brk} \cdot \text{cdr} \cdot \varepsilon_C) \overset{\text{DCAM}}{\Rightarrow} (5)\)

\((3 \cdot \varepsilon_S, \varepsilon_C)\)

The above steps and states are in a one-to-one correspondence with the \(\mathcal{CS}_E\) steps and states of page 210, after hiding from that history the states in the boxes. Therefore, using the concept of a debugging machine we achieve the one-to-one correspondence between the machine and interpreter evaluation steps.

The Evaluation Order of Sub-programs

Let us consider other problems related to the difference between the two notions of evaluation step. The point we want to emphasise is that compilation techniques, and in particular optimisation, may break any correspondence between the code and the original program; thus the evaluation of the code will produce steps that not only have different granularity, but in which the order of the evaluation of the sub-programs may be different from the steps of the interpreter.

To illustrate this problem, let us consider the code for the sub-expression \(1 + 2\) in the expression \(\text{let } x = 1 + 2 \text{ in } x:\)

\[
\langle \text{brk}, \text{quote}(1), \text{swap}, \text{brk}, \text{quote}(2), \text{add} \rangle
\]

In this code sequence, the sub-sequences \(c_1\) and \(c_2\) are the code of the sub-expressions 1 and 2 respectively. This correspondence between the source program and its machine code greatly helps in establishing a correspondence between the steps of the interpretation of the program and the steps of the evaluation of its code on the machine.
However, there are at least two ways of replacing this code sequence by another sequence that performs the same computation, i.e., produces the constant value 3 on the top of the machine stack, and whose evaluation steps do not correspond to the $CS_{Env}$ steps. The first equivalent sequence is the single instruction `quote(3)`; a reasonably simple optimiser should be able to perform this optimisation. Because the sum operation is commutative, another equivalent sequence is the code in which the relative order between $c_1$ and $c_2$ is changed, resulting in the following sequence:

$$(brk, quote(2), swap, brk, quote(1), add) \quad (*)$$

The final evaluation of each of the three sequences of code produces 3 on the top of the stack. However, the evaluation steps resulting from the evaluations of the two alternative sequences do not match the $CS_{Env}$ steps.

A possible solution to reestablish the correspondence between the steps is to define step predicates at the interpreter level that regard the evaluation of the expression $1 + 2$ as a single step, hiding its sub-evaluations. Then, the correct placement of `brk` instructions in any of the above code sequences may also produce the machine steps in which the evaluation of $1 + 2$ is considered as a single step. Therefore, the correspondence between the steps is established again. For instance, for the code sequence (*) the following placement of `brk` instructions will yield a single DCAM step for the evaluation of the entire sequence:

$$(brk, quote(2), swap, quote(1), add)$$

The problem of debugging in the presence of optimised code is a difficult one mainly because the optimisations may break the correspondence between the code and the source program, as discussed above. This problem has been addressed by several authors in the literature [Hen82,ZJ91]. The basic objective of those approaches is to obtain a debugger with "expected behaviour" even in the presence of optimised code. Their main problem is that, due to the absence of a formal definition of evaluation step, the notion of "expected behaviour" cannot
be precisely defined. Therefore, it is difficult to conclude whether their objectives were achieved, since those objectives were not clearly defined.

In the framework of this thesis we do have a formal notion of evaluation step that agrees with our intuition; thus, we have the means to give a precise definition of "expected behaviour". This behaviour can be specified in a concrete Interpreter-debugger, and step predicates can be used to refine this behaviour with coarser or finer debugging steps as required by the user. Then, break-point predicates can be used to make the behaviour of the Compiler-debugger to match the behaviour of the Interpreter-debugger, so that we can prove that the actual behaviour of the Compiler-debugger matches the expected behaviour defined by the Interpreter-debugger.

We shall not discuss the problem of debugging optimised code in this thesis any further. However, this is certainly an important problem to be formally addressed, and the framework developed in this thesis can be used in this task.

The Access to Debugging Information

We now discuss a second difference between Interpreter-debuggers and Compiler-debuggers that is essential for debugging purposes: the access to information about the evaluation. An Interpreter-debugger has access to the entire evaluation history of the program; a Compiler-debugger has access to only the contents of a single machine state. Therefore, the information that is necessary for a Compiler-debugger must be encoded in the states of the machine or else must be explicitly built and manipulated by the debugger. The main conceptual difference between the two kinds of information is that evaluation histories are automatically built by the $CS$ based interpreter, while in the Compiler-debugger the information must be constructed, and manipulated explicitly.

To illustrate some problems that may occur when a debugger has to be designed using only the information that is in the machine states, let us compare a $CS^{env}$ state of the evaluation of the expression $\text{let } x = 1 + 2 \text{ in } x$ with the corresponding DCAM state of the evaluation of the code of this expression. At
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step (5), the two corresponding states are as follows, where the state on the left is the $CSEnv$ state, and the one on the right is the DCAM state:

$$ [x \mapsto 3 \cdot \varepsilon_E \vdash x, (\emptyset, 3) \Rightarrow v] \quad ((( ), 3) \cdot \varepsilon_S, \textbf{brk} \cdot \textbf{cdr} \cdot \varepsilon_C) $$

As far as the evaluation is concerned, both states have equivalent information. However, for debugging purposes the $CSEnv$ state has more information than the DCAM state. For example, the identifier $x$ and the path of the current expression are missing in the machine state. Moreover, we cannot reconstruct these data from the machine state as it stands.

A possible solution, to this problem is to add to the normal code of the above expression, some debugging-code that builds the required information on the machine states. For instance, using quotefid instructions we can build an environment with the variables in it, and using the quotep instruction we can place the path of the current expression on the top of the stack. These informations can then be used by the debugger to evaluate the debugging commands. With a suitable debugging code we build the machine state $$ (\emptyset, (x, 3)) \cdot \varepsilon_S, \textbf{brk} \cdot \textbf{cdr} \cdot \varepsilon_C $$ to replace the state $$ ((( ), 3) \cdot \varepsilon_S, \textbf{brk} \cdot \textbf{cdr} \cdot \varepsilon_C). $$

Let us now consider another instance of the same problem. Let the two states below be hypothetical states of the evaluation of some *Fun* expression: the first is a $CSEnv$ state; the second is its corresponding DCAM state:

$$ [x \mapsto (\varepsilon_E, y, 1 + 2, pa) \vdash x, pa \Rightarrow v] $$

$$ ((( ), [( ), \textbf{brk} \cdot \text{quote}(1) \cdot \text{swap} \cdot \textbf{brk} \cdot \text{quote}(2) \cdot \text{add} \cdot \varepsilon_C]) \cdot \varepsilon_S, \textbf{brk} \cdot \textbf{cdr} \cdot \varepsilon_C) $$

This situation is rather different from the one we just discussed above: in this case the closures in each environment do not have the same representation. If a debugger is required to output the value of $x$ from the above states, an Interpreter-debugger using the $CSEnv$ state would output $(\varepsilon_E, y, 1 + 2, pa)$ and a Compiler-debugger using the DCAM state would output

$$ [( ), \textbf{brk} \cdot \text{quote}(1) \cdot \text{swap} \cdot \textbf{brk} \cdot \text{quote}(2) \cdot \text{add} \cdot \varepsilon_C] $$
A possible solution to this problem is also to include enough information in the machine state so that we can reconstruct the $CS^{Env}$ closure from the states. Another solution is to consider closures as being non-observable, by choosing an appropriate observation signature for the debugger. This second solution agrees with the view that, in most cases, we are not interested in looking to the internal details of the closures when debugging. The latter is the solution used in Tiny since closures are non-observable according to $\Sigma^T_{OBS}$.

Therefore, we can solve the problem of access to information on the Compiler-debugger in two ways. We can add the information needed by the debugger on the machine state by generating debugging code that construct such information. Or else, we can make the information non observable in the Interpreter-debugger, such that we do not need to include debugging code. The choice for which solution to adopt depends on the functionality we require from the debugger. However, both solutions are supported by our framework.

The next example shows another compiler for Fun into DCAM code; the code it generates builds and manipulates machine environments with identifier names, and creates a pointer to the current source sub-expression on the top of the stack of some states. The objective is to establish a correspondence between the $CS^{Env}$ and the DCAM states with respect to the (observable) source level information of the state, as well as with respect to the visible evaluation steps.

**Example 3** This example modifies the definition of the relation $comp.env \vdash exp \xrightarrow{DComp} code$. The code the new relation generates for expressions builds and manipulates environments with identifier names. For this, an environment becomes a pair whose first component is an environment and the second component is a pair of an identifier and its value, e.g., $((), (x, 3))$, where $( )$ denotes the empty environment.

There are three parts of the code generator where changes are required to manipulate the new form of machine environment: the look up code must have an extra `cdr` instruction to project the value out from the pair of identifier and
value; the code for let expression must add the identifier, as well as the value of the first sub-expression, to the current environment; and the code for closures must update the environment with the identifier of its formal parameter. For the last change, we will need to prepend the following code sequence to the code of each closure:

\[
\text{(push, car, swap, cdr, push, quoteid(} id),
\text{ swap, cons, cons, quotep(} pa\text{), brk)}
\]

where \( id \) is the formal parameter of the function, and \( pa \) is the path of the function's body. In rule (3) we refer to this code as \( \text{adj}(id, pa) \), and use it as a parameterised macro.

To include the pointer to the current source expression we use the technique developed in Chapter 6: during the compilation we build the abstract-syntax path \( pa \) of each sub-expression that is being compiled; this path is compiled into a \( \text{quotep}(pa) \) instruction whose execution loads the path \( pa \) on the stack. The debugger can use this path to identify the source expression that is about to be evaluated by, for instance, looking up which source expression the path refers to on a table built during the compilation.

The signature for the new compiler remains the same as in Example 2. The new rules for the code generator and the compiler are given below.

\[
\begin{align*}
\text{Debugging-Code Generator} & \quad \text{comp.env} \leftarrow \text{exp, path} \xrightarrow{\text{DComp}} \text{code} \\
CE \leftarrow n, pa & \xrightarrow{\text{DComp}} (\text{pop, quote}(n)) \quad (1) \\
(CE, id) \xrightarrow{\text{LC}} c & \\
CE \leftarrow id, pa & \xrightarrow{\text{DComp}} (\text{pop}@c@}(\text{cdr}) \quad (2) \\
(CE, id) \leftarrow e, pa \circ 2 & \xrightarrow{\text{DComp}} c \\
CE \leftarrow \text{fn id . e, pa} & \xrightarrow{\text{DComp}} (\text{pop, cur}(\text{adj}(id, pa \circ 2)@c)) \quad (3)
\end{align*}
\]
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\[
\begin{align*}
CE \vdash e_1, pa \circ 1 & \xrightarrow{\text{DComp}} c_1 \\
CE \vdash e_2, pa \circ 2 & \xrightarrow{\text{DComp}} c_2
\end{align*}
\]

\[
CE \vdash e_1 + e_2, pa \xrightarrow{\text{DComp}} (\text{pop, push, quotep(pa \circ 1), brk})@c_1@ (\text{swap, quotep(pa \circ 2), brk})@c_2@(\text{add})
\]

\[
CE \vdash e_1, pa \circ 2 \xrightarrow{\text{DComp}} c_1 \\
CE \vdash e_2, pa \circ 3 \xrightarrow{\text{DComp}} c_2
\]

\[
CE \vdash \text{let } id = e_1 \text{ in } e_2, pa \xrightarrow{\text{DComp}} (\text{pop, push, quotep(pa \circ 2), brk})@c_1@ (\text{push, quotep(id), swap, cons, cons, quotep(pa \circ 3), brk})@c_2
\]

\[
CE \vdash e_1, pa \circ 1 \xrightarrow{\text{DComp}} c_1 \\
CE \vdash e_2, pa \circ 2 \xrightarrow{\text{DComp}} c_2
\]

\[
CE \vdash e_1(e_2), pa \xrightarrow{\text{DComp}} (\text{pop, push, quotep(pa \circ 1), brk})@c_1@ (\text{swap, quotep(pa \circ 2), brk})@c_2@(\text{cons, app})
\]

Compilation of Environments
\[
\begin{align*}
\text{env} & \rightarrow_E (\text{comp.env, val}) \\
\varepsilon & \rightarrow_E (\varepsilon_{CE}, (\  ) ) \\
E & \rightarrow_E (CE, v) \\
\text{id} & \mapsto n \cdot E \rightarrow_E ((CE, id), (v, (id, n)))
\end{align*}
\]

\[
E' \rightarrow_E (CE', v') \quad (CE', id') \vdash e', pa \xrightarrow{\text{DComp}} c \\
\text{id} \mapsto (E', id', e', pa) \cdot E \rightarrow_E ((CE, id), (v, (id, [v', \text{adj}(id', pa)@c])))
\]

Compiler
\[
\begin{align*}
E & \rightarrow_E CE, v \\
CE & \vdash e, pa \xrightarrow{\text{DComp}} c \\
(E, e, pa) & \xrightarrow{\text{DComp}} (pa \cdot v \cdot \varepsilon S, (\text{brk})@c)
\end{align*}
\]

Comments

(3) - (6) Each rule constructs the abstract-syntax path of the sub-expressions.
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(7) The compiler now has a third input component $pa$ that is the initial path of the expression $e$.

The above rules finishes the new compiler of $Fun$ into DCAM. Informally, we will use $DComp$ as a name for a Relational Semantics that has the above rules and the relation $DComp$ as the initial relation. This finishes Example 3.

The code generated by the above compiler for the expression $\text{let } x = 1 + 2 \text{ in } x$, with initial path $(0)$ and on the empty environment, is given below:

$$
\langle \text{pop}, \text{push}, \text{quotep}(\langle 0, 2 \rangle), \text{brk}, \text{pop}, \\
\text{push}, \text{quotep}(\langle 0, 2, 1 \rangle), \text{brk}, \text{pop}, \text{quote}(1), \text{swap}, \\
\text{quotep}(\langle 0, 2, 2 \rangle), \text{brk}, \text{pop}, \text{quote}(2), \text{plus}, \text{push}, \\
\text{quoteid}(x), \text{swap}, \text{cons}, \text{cons}, \text{quotep}(\langle 0, 3 \rangle), \text{brk}, \text{pop}, \text{cdr}, \text{cdr} \rangle
$$

We refer to this sequence by $c''$. If we start the DCAM with state $(\langle 0 \rangle \cdot ( ) \cdot \varepsilon_S, (\text{brk}) \otimes c'' \otimes \varepsilon_C)$ the current state after 5 steps is:

$$(\langle 0, 3 \rangle \cdot (( ), (x, 3)) \cdot \varepsilon_S, \text{brk} \cdot \text{pop} \cdot \text{cdr} \cdot \text{cdr} \cdot \varepsilon_C)$$

At this state $(0, 3)$ indicates that boxed sub-expression of $\text{let } x = 1 + 2 \text{ in } x$ is the current expression since $(0, 3)$ is the abstract syntax path of this expression. The environment $(( ), (x, 3))$ contains the identifier $x$ as well as its value 3. If closures are not observable, then the machine states resulting from the evaluation of the code generated by the above compiler contains enough information for a definition of a Compiler-debugger with the same observable behaviour as $Tiny$.

In the next section we show a design of a Compiler-debugger called $CTiny$ that uses the above compiler, and in Section 7.4 we prove the equivalence between $Tiny$ and $CTiny$.

The inclusion of $\text{brk}$ and $\text{quotep}$ instructions in the code of expressions for debugging purposes is inspired by the techniques used in a concrete implementation of a compiler-debugger for the CHILL language presented in [CCP91].
Therefore, our techniques to generate debugging code are realistic. This also suggests that our framework can express practical Compiler-debuggers.

Debugging Code and Performance

Let us now discuss the interaction between the two problems discussed above: the different notions of evaluation step and the different access to information about the evaluation between the Interpreter-debuggers and the Compiler-debuggers. This interaction is studied informally, but we argue that the conclusions drawn from this discussion apply to most debuggers in practice.

In order to be able to design a Compiler-debugger whose behaviour is equivalent to the behaviour of an Interpreter-debugger, we must undertake two tasks. First, to establish a correspondence between the evaluation steps and states in both debuggers. Second, to encode in each machine state the observable source level information about the evaluation that is required by the debugger.

On the one hand, how much information needs to be encoded depends directly on the observation signature of the debuggers: in general, the larger the signature the more information is necessary. On the other hand, the states in which this information must be present depends on the granularity of the evaluation steps: the finer is the granularity the more often the information will be required; thus, it will have to be present in more states.

To encode the source information in the machine states often requires machine code to build and manipulate this information, which we call debugging-code. For instance, the adj code sequence in the compiler of Example 3 is a sequence of debugging-code. Since this code does not perform any computation related to the actual evaluation of the program, it will cause an overhead on the evaluation of the program. This overhead is directly proportional to how much information is necessary to be encoded and inversely proportional to how often the debugging-code has to be evaluated.

If we consider that a debugger is more expressive the finer is the granularity of its steps and the more information about the evaluation it provides, we have the
following problem: the more expressive the debugger is the larger the overhead on the evaluation of the program. This problem is part of the specification of any Compiler-debugger in practice, although often it is not identified nor addressed explicitly. Moreover, the literature does not present any formal approach to this problem.

The framework we defined in this chapter for the specification of Compiler-debuggers forms the basis for such an approach. Although we do not treat this problem in depth, it is an interesting problem for future work.

Concluding Remarks

In this section we studied various aspects of Compiler-debuggers: the evaluation step, the access to information about the evaluation, and the influence of debugging code on the performance of the programs. Each of these aspects is part of the specification of every Compiler-debugger in practice. However, the approaches to debugger design in the literature in general do not treat these problems explicitly. When those problems are addressed, they are addressed in an ad hoc fashion with solutions that in general cannot be applied to different debuggers.

In our approach, these problems are treated for an arbitrary Compiler-debugger. In the next section, the aspects discussed in this section will be used in the complete specification of a Compiler-debugger.

7.3.2 The Specification of a Compiler-debugger

In this section we design a debugger, called CTiny, based on the compiler of Fun into DCAM, defined in Example 3.

A Specification Notation for Compiler-debuggers

We will use the notation DSL defined in Section 6.5 in the specification of Compiler-debuggers as well. In the specification of a Compiler-debugger we need the ability to describe single evaluation states; thus the sequence patterns of DSL
are not necessary in such specifications. Therefore, we will only use the subset of DSL that has the constructor patterns. In this sense, the subset of DSL used in this section is just the untyped λ-calculus with pattern matching.

Since DSL is parametric on a Relational Specification, we will use the instantiation of DSL by $DComp$. For this instantiation we define the functions corresponding to initial and next that were defined in Section 6.5. The function corresponding to initial is called $M_{\text{initial}}$, and in its definition recall that $\xrightarrow{DComp}$ is a partial function.

$$M_{\text{initial}}(E \vdash e \Rightarrow v) = st \quad \text{if there exists } st \in T(\Sigma^{DComp})_{\text{state}}$$

such that $(E, e) \xrightarrow{DComp} st$

$$M_{\text{initial}}(E \vdash e \Rightarrow v) = (\varepsilon_S, \varepsilon_C) \quad \text{otherwise}$$

The function $M_{\text{next}}$ is the corresponding to the function next. In the definition of $M_{\text{next}}$, recall that $\xrightarrow{\text{DCAM}}$ is a partial function.

$$M_{\text{next}}(st) = st' \quad \text{if } st \xrightarrow{\text{DCAM}} st'$$

$$M_{\text{next}}(st) = (\varepsilon_S, \varepsilon_C) \quad \text{if there is no } st' \text{ such that } st \xrightarrow{\text{DCAM}} st'$$

The function $M_{\text{initial}}$ builds an initial DCAM state from an environment and expression, by compiling them using the compiler of $DComp$. The function $M_{\text{next}}$ advances the current state by one step of the DCAM machine. These are the only pre-defined functions that produce states as results; in particular $M_{\text{next}}$ is the only function that advances the evaluation; thus, only states that are derivatives of an initial DCAM state can be reached using the pre-defined functions. This simplifies the verification of the correctness condition of Definition 1 for a Compiler-debugger using the pre-defined functions.

Some Auxiliary Functions

The next functions are defined to be used in the specification of the debugging commands of $CTiny$. In these definitions, the results of the functions are the terms of sort $\text{result}$ defined in the specification of $Tiny$ in Section 6.6 (page 190).
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The following function specifies a stepping command that advances the evaluation by $n$ DCAM steps, where $n$ is an integer number.

\[
\text{fun } \text{M}\_\text{step}((v\cdot S,e_C), n) = ((v\cdot S,e_C), \text{succeed})
\]
\[
| \text{M}\_\text{step}((e_S,e_C), n) = ((e_S,e_C), \text{fail})
\]
\[
| \text{M}\_\text{step}(st, n) = \text{if } n > 0 \text{ then } \text{M}\_\text{step(M}\_\text{next(st)}, n-1)
\]
\[
\text{else } (st, \text{null})
\]

The function lookup searches for the value of an identifier on a machine environment.

\[
\text{fun } \text{M}\_\text{lookup}((ME,(x,v)), y) = \text{if } x = y \text{ then } \text{val}(v)
\]
\[
\text{else } \text{lookup(ME,y)}
\]
\[
| \text{M}\_\text{lookup}((), y) = \text{null}
\]

The function $\text{M}\_\text{run}\_\text{until}$ advances the evaluation until $x$ has value $i$ in the current machine environment. In its definition, the pattern $(pa \cdot E \cdot _, _) \text{ matches a state that has a path pa on the top of the stack, and a machine environment E on the second position of the stack.}$

\[
\text{fun } \text{M}\_\text{run}\_\text{until}((v\cdot S,e_C), x, n) = ((v\cdot S,e_C), \text{succeed})
\]
\[
| \text{M}\_\text{run}\_\text{until}((e_S,e_C), x, n) = ((e_S,e_C), \text{fail})
\]
\[
| \text{M}\_\text{run}\_\text{until} (st \text{ as } (pa \cdot ME \cdot _, _), x, n) =
\]
\[
\text{case } \text{lookup(ME, x) of val(n1) => if n1 = n then (s, null)}
\]
\[
\text{else } \text{M}\_\text{run}\_\text{until(M}\_\text{next(st)}, x, n)
\]
\[
| _ \Rightarrow \text{M}\_\text{run}\_\text{until(M}\_\text{next(st)}, x, n)
\]

The following functions will be used in the specification of the $CTiny$ commands $\text{show id, show pos, and show res}$
fun M_showid((_:ME, _), y) = M_lookup(ME, y)
  | M_showid((eS, eC), y) = fail
  | M_showid(_, _) = null

fun M_showpos((pa, _)) = path(pa)
  | M_showpos((eS, eC)) = fail
  | M_showpos(_, _) = null

fun M_showres((v, _)) = val(v)
  | M_showres((eS, eC)) = fail
  | M_showres(_, _) = null

The Specification of CTiny

We define a Compiler-debugger for an arbitrary program formula \( p \in P_{XE}(\Omega^{DComp}). \)
We start by defining an evaluator for \( p. \) Let \( EV = (\Gamma_{DCAM}, \rightarrow_{DCAM}, I_{EV}) \) be
the evaluator derived from the debugging machine DCAM of Example 1 where
\( I_{EV} = M_{initial}(p). \)

We now define the Compiler-debugger \( CTiny = (\Sigma^{CTiny}, \Delta^{CTiny}, \Lambda^{CTiny}, \Sigma^{Tiny}, \Sigma^{OBS}). \)
for \( p \) based on \( DComp \) and \( EV. \) The algebraic signature \( \Sigma^{CTiny} \) is the union of
\( \Sigma^{DComp} \) and the signature that defines the debugging language and language of
results. This signature is the same given for \( Tiny \) in Section 6.6 (page 190), except that the function operations of sort \( val \) are defined in \( \Sigma^{DComp} \) instead of in
\( \Sigma^{Env}. \)

The algebra \( A^{CTiny} \) agrees with \( A^{DComp} \) on the interpretation of the symbols
of \( \Sigma^{DComp} \) and give the term algebra interpretation for debugging commands and
results. The observation signature \( \Sigma^{Tiny}_{OBS} \) was defined on page 208.
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It remains to define the debugging commands. Let $\Delta^{CTiny}$ be the following labelled terminal transition system:

$$(\Gamma_{DCAM}, g^{CTiny}, T(\Sigma^{CTiny})_{command} \times T(\Sigma^{CTiny})_{result}, \rightarrow^{CTiny}, I^{CTiny})$$

where the initial state $I^{CTiny} = I_{EV}$, and $g^{CTiny}$ is the identity function on $\Gamma_{DCAM}$. It remains to define the relation $\rightarrow^{CTiny}$. For all $st \in \Gamma_{DCAM}$ and $d \in T(\Sigma^{CTiny})_{command}$ the transition:

$$st \xrightarrow{d,r}^{CTiny} st'$$

is defined as follows:

- $d = \text{reset}$ \quad $r = \text{null}$ and $st' = I^{CTiny}$
- $d = \text{step } n$ \quad $(st', r) = \text{M\_step}(st, n)$
- $d = \text{run until } id = n$ \quad $(st', r) = \text{M\_run\_until}(st, id, n)$
- $d = \text{show } id$ \quad $r = \text{M\_showid}(st, id)$ and $st' = st$
- $d = \text{show pos}$ \quad $r = \text{M\_showpos}(st)$ and $st' = st$
- $d = \text{show res}$ \quad $r = \text{M\_showres}(st)$ and $st' = st$

Checking the Requirements of Definition 1

It is easy to check that $CTiny$ is a Debugger-schema for $p$ based on $DComp$ and $EV$. First, notice that functions $\text{M\_step}$, $\text{M\_run\_until}$, $\text{M\_showid}$, $\text{M\_showpos}$, and $\text{M\_showres}$ are total. Then it is easy to check that $\rightarrow^{CTiny}$ obeys the robustness requirement of Definition 1. The functionality requirement of Definition 2 is fulfilled by the step $n$ command.

7.4 A Proof of Debugger Correctness

In this section we prove that the Compiler-debugger $CTiny$ is equivalent to the Interpreter-debugger $Tiny$ of Section 6.6, which we redefined in Section 7.3 to include an observation signature. The main objectives of this example are to illustrate the proof method of Debugger Bisimulation and demonstrate that proofs
of debugger correctness are feasible. Not all parts of the proof will be given in full detail.

**Proposition 2** The debuggers $\text{Tiny}$ and $\text{CTiny}$ are observationally equivalent, i.e., $\text{Tiny} \approx \text{CTiny}$.  

The proof of this proposition is given for an arbitrary $p \in P_X(\Omega^E_{\text{Env}})$. To carry out this proof we define a relation $B \subseteq DH \times \Gamma_{\text{EV}}$ and prove that $B$ is a Debugger Bisimulation according to Definition 2.

We first prove some lemmas that will simplify the proof of Proposition 2. For these lemmas we define a relation $G$ on the carriers of observable sorts of the algebras $A^{\text{Tiny}}$ and $A^{\text{CTiny}}$.

**Definition 6 (The Relation $G$)** Let us define a $S^*_\text{OBS}$-sorted relation $G$, such that for all $s \in S^*_\text{OBS}$, $G_s \subseteq A^s_{\text{Tiny}} \times A^s_{\text{CTiny}}$.

For $s \in \{\text{var, nat, path}\}$, $G_s$ is the identity relation on $A^s_{\text{Tiny}} \times A^s_{\text{CTiny}}$.

$G_{\text{funval}} =$

$\{([E, id, e, pa], [S, \text{adj}(id, pa)@c]) : E \rightarrow_E (CE, S) \text{ and } (CE, id) \vdash e, pa \xrightarrow{\text{Comp}} c\}$

$G_{\text{val}} = G_{\text{funval}} + G_{\text{nat}}$

$G_{\text{result}} = G_{\text{val}} + G_{\text{exp}} + G_{\text{env}} + G_{\text{var}} + G_{\text{path}}$  

Since the algebras $A^{\text{Tiny}}$ and $A^{\text{CTiny}}$ give the same interpretations for terms in $T(\Sigma^*_\text{OBS})$ it is trivial to prove that $G : A^{\text{Tiny}} \longrightarrow_{\Sigma^*_\text{OBS}} A^{\text{CTiny}}$. We will assume this fact in the following proofs.

In the rest of this section we use the following notational convention: whenever $E \vdash e, pa \Rightarrow v$ is a program formula in $P_X(\Omega^E_{\text{Env}})$, $v_E$ and $c_e$ denote the DCAM environment and DCAM code such that $E \rightarrow_E (v_E, CE)$ and $CE \vdash e, pa \Rightarrow c_e$. Similarly, whenever $(E, id) \rightarrow_L v$ belongs to $P_X(\Omega^E_{\text{Env}})$, $v_E$ and $c_{id}$ denote the DCAM environment and DCAM code such that $E \rightarrow_E (v_E, CE)$ and $CE \vdash id, (\emptyset) \Rightarrow c_{id}$. 

The following lemma states the equivalence between environment manipulation in $Env$ and $DComp$. This lemma will be used in the proof of Lemma 2.

**Lemma 1 (Environment Lemma)**

For all $E \in T(\Sigma_{Env})$, $S \in T(\Sigma_{DComp})_{stack}$, $c \in T(\Sigma_{DComp})_{code}$, $(id, id) \in G_{var}$, $v \in X_{val}$, substitution $\theta$, and goal stack $\alpha$:

1. If there is a $CS$ sequence such that $[\theta : (E, id) \longrightarrow_L v :: \alpha]^{CS} \Rightarrow [\theta' : \alpha]$

   then there is $v' \in A_{DComp}$ such that $(v_{E'} \cdot S, c_{id} \cdot c)^{CAM^{*}} (v' \cdot S, c)$

   and $(v' \theta, v') \in G_{val}$.

2. And conversely.

**Proof (Sketch)** The proof of Lemma 1(1) is by structural induction on $E$. Since we are assuming that there exists a $CS$ sequence, then $E \neq \varepsilon_E$.

\[ E = id' \rightarrow \bar{v} \cdot E \]

In this case, since there is a $CS$ sequence, $id' = id$. Furthermore, $v_E = (v_{E'}, (id, \bar{v}'))$ and $c_{id} = cdr \cdot cdr$. Then $v' \theta = \bar{v}$ in the first evaluation, and $v' = \bar{v}'$ in the second evaluation. From the definition of the relation $env \longrightarrow_E (val, comp_{env})$ in Example 3, it is simple to check that $(\bar{v}, \bar{v}') \in G_{val}$.

\[ E = id' \rightarrow \bar{v} \cdot E' \]

If $id = id'$, this case follows as above. If $id \neq id'$, then $v_E = (v_{E'}, (id, \bar{v}'))$ and $c_{id} = car \cdot c' \cdot cdr$. Then the result follows by applying the inductive hypothesis on the following states:

\[ [\theta' : (E', id) \longrightarrow_L v :: \alpha] (v_{E'} \cdot S, c' \cdot c) \]

The proof of Lemma 1(2) follows similarly by structural induction on $v_E$. \qed

The following lemma establishes a correspondence between the steps of the evaluation on the $CS_{Env}$ system and on the DCAM. Therefore, it is essential in the proof of the equivalence between the debuggers.
Intuitively, the lemma says that if $\mathcal{CS}_{\text{Env}}$ takes $N$ visible steps to evaluate a sub-program to its result, then, on the machine, the code of the sub-program evaluates to its results in $N - 1$ DCAM step followed by $M > 0$ steps of the (underlying) CAM. In Lemma 3, we shall see that the CAM steps that complete the $N$th DCAM step of the sub-program also adjust the stack in order to establish a correspondence between the $\mathcal{CS}_{\text{Env}}$ state and the machine state with respect to the information about the evaluation.

Recall from section 6.4.1 that, for any debugging history $dh$ and step predicate $SP$, $|dh|_{SP}$ denotes the number of visible steps in $dh$ according to $SP$. In the next lemma we use $|dh|_{\text{nolookup}}$ denoting the number of visible steps of $dh \in DH$ according to the step predicate $\text{nolookup}$ defined in section 6.6. Moreover, whenever $st \xrightarrow{CS^k} st'$ is a debugging history, we abbreviate $|st \xrightarrow{CS^k} st'|_{\text{nolookup}}$ by $|\xrightarrow{CS^k}|_{\text{nolookup}}$.

To improve the readability of the following proofs we will write a sequence of machine code separated by "." even where we should use the concatenation operator "@". The context and the names of the meta-variables will be sufficient to resolve ambiguities.

**Lemma 2** For all program formula $E \vdash e, pa \Rightarrow v \in P_x(\Omega_{\text{Env}})$, substitution $\theta$, and goal stack $\alpha$ the following holds:

1. If there is a $\mathcal{CS}$ sequence of length $k > 0$ of the form

   $$[\theta : E \vdash e, pa \Rightarrow v :: \alpha] \xrightarrow{CS^k} [\theta' : \alpha]$$

   then there exist $L, M \geq 0$ such that

   $$(pa \cdot v_e \cdot S, \text{brk} \cdot c_e \cdot c) \xrightarrow{\text{DCAM}^k} \xrightarrow{\text{CAM}^M} (v' \cdot S, c)$$

   $$(v\theta', v') \in G_{\text{result}}, \text{ and } |\xrightarrow{CS^k}|_{\text{nolookup}} = L + 1$$

2. And conversely.
Proof  The proof of item 1 is by induction on the number $N$ of visible steps of the transition $\text{CS}^K$. The proof is done by case analysis on the expression $e$.

Base Case  For $N = 1$, we have three cases to analyse:

$e = n$  In this case the transition sequences are as follows:

$$ [\theta : E \vdash n, pa \Rightarrow v :: \alpha]_{\text{CS}^1} \Rightarrow [\theta' : \alpha] $$

$$(pa \cdot v_E \cdot S, \text{brk} \cdot \text{pop} \cdot \text{quote}(n) \cdot c)_{\text{CAM}^2} (n \cdot S, c)$$

In the above sequences $v\theta = n$ and $L = 0$; thus the result holds.

$e = \text{id}$  In this case the $\text{CS}$ transition sequence is as follows:

$$ [\theta : E \vdash \text{id}, pa \Rightarrow v :: \alpha]_{\text{CS}^1} \Rightarrow (pa \cdot v_E \cdot S, \text{brk} \cdot \text{pop} \cdot \text{quote}(\text{id}) \cdot c)_{\text{CAM}^2} $$

Applying Lemma 1 in (2) we obtain the following sequence of machine transitions:

$$(v_E \cdot S, \text{adj} \cdot c)_{\text{CAM}^*} \Rightarrow (v' \cdot S, c)$$

and from Lemma 1 $(v\theta''', v') \in G_{\text{val}}$. Moreover, $|\text{CS}^*|_{\text{lookup}} = 0$ because the lookup steps are hidden according to $\text{nolookup}$. Therefore, $L = 0$ and the result holds.

$e = \text{fn} \cdot \text{id} \cdot e'$  In this case the transition sequences are as follows:

$$ [\theta : E \vdash \text{fn} \cdot \text{id} \cdot e', pa \Rightarrow v :: \alpha]_{\text{CS}^1} \Rightarrow [\theta' : \alpha] $$

$$(pa \cdot v_E \cdot S, \text{brk} \cdot \text{pop} \cdot \text{cur}(\text{adj} \cdot c_{e'}) \cdot c)_{\text{CAM}^2} ([v_E, \text{adj} \cdot c_{e'}] \cdot S, c)$$

and $v\theta''' = (E, \text{id}, e', pa)$. From the definition of $G_{\text{funval}}$, $(v\theta''', v') \in G_{\text{funval}}$. Moreover, $L = 0$ and the result holds.
Inductive Step  For $N > 1$ we have three cases to analyse:

\[ e = e_1 + e_2 \]

In this case the transition sequences are as follows:

\[ \theta : E \vdash e_1 + e_2, pa \Rightarrow v :: \alpha |_{\text{nolookup}}^{\text{S}^1} \quad (1) \]
\[ \theta' : E \vdash e_1, pa \odot 1 \Rightarrow v_1 :: E \vdash e_2, pa \odot 2 \Rightarrow v_2 :: \ldots |_{\text{nolookup}}^{\text{S}^k} \quad (2) \]
\[ \theta'' : E \vdash e_2, pa \odot 2 \Rightarrow v_2 :: E \vdash \text{num(plus}(v_1, v_2)), \{ \} \Rightarrow v :: \alpha |_{\text{nolookup}}^{\text{S}^f} \quad (3) \]
\[ \theta''' : \alpha \quad (4) \]

Where, $|_{\text{nolookup}}^{\text{S}^k} = m$, and $|_{\text{nolookup}}^{\text{S}^f} = n$. The total number of visible steps of the above history is $N = m + n + 1$, because the step (1) is visible and the step of the evaluation of the formula $E \vdash \text{plus}(v_1, v_2), \{ \} \Rightarrow v$ is hidden. Now, we must show that the machine evaluation of the code $c_e$ is done in $N - 1$ steps of the DCAM.

\( (pa \cdot v_E \cdot S, \text{brk} \cdot \text{pop} \cdot \text{push} \cdot \text{quotep}(pa \odot 1) \cdot \text{brk} \cdot c_{e_1} \cdot \text{swap} \ldots )_{\text{DCAM}^1} \) \quad (1)
\( (pa \odot 1 \cdot v_E \cdot v_S, \text{brk} \cdot c_{e_1} \cdot \text{swap} \cdot \text{quotep}(pa \odot 2) \ldots )_{\text{DCAM}^{m-1} \rightarrow \text{CAM}^+} \) \quad (2)
\( (v_1' \cdot v_E \cdot S, \text{swap} \cdot \text{quotep}(pa \odot 2) \cdot \text{brk} \cdot c_{e_2} \ldots )_{\text{CAM}^2} \) \quad (3)
\( (pa \odot 2 \cdot v_E \cdot v_1'S, \text{brk} \cdot c_{e_2} \cdot \text{add} \ldots )_{\text{DCAM}^{n-1} \rightarrow \text{CAM}^*} \) \quad (4)
\( (v_2' \cdot v_1' \cdot S, \text{add} \cdot c)_{\text{CAM}^1} \) \quad (5)
\( (v' \cdot S, c) \) \quad (6)

Where, the transitions marked with $\uparrow$ are the points where the inductive hypothesis was applied. Therefore, $(v_1 \theta'''', v_1') \in G_\text{val}$, $(v_2 \theta'''', v_2') \in G_\text{val}$, $v \theta''' = \text{plus}(v_1 \theta''', v_2 \theta'''')$, and $v' = \text{plus}(v_1', v_2')$. Since $G$ is a strong correspondence and $\text{plus}$ is compatible with $G$, we have that $(v \theta'''', v') \in G_\text{val}$. The sub-sequence from the state (2) to the state (4) has $(m - 1) + 1$ steps. Therefore, the total steps of the above sequence is $1 + (m - 1) + 1 + (n - 1) = m + n = N - 1$.

Therefore, the result holds for this case.

\[ e = \text{let id = e_1 in e_2} \quad \text{In this case the transition sequences are as follows:} \]
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\[ \theta : E \vdash \text{let } id = e_1 \text{ in } e_2, \text{pa} \Rightarrow v :: \alpha ]^{CS^1} \]

\[ \theta' : E \vdash e_1, \text{pa} \circ 2 \Rightarrow v_1 :: id \mapsto v_1 \cdot E \vdash e_2, \text{pa} \circ 3 \Rightarrow v_2 :: \alpha ]^{CS^k} \]

\[ \theta'' : id \mapsto v_1 \cdot E \vdash e_2, \text{pa} \circ 3 \Rightarrow v_2 :: \alpha ]^{CS^l} \]

\[ \theta''' : \alpha ] \]

Where, \( |CS^k|_{nolookup} = m \), and \( |CS^l|_{nolookup} = n \). Therefore, \( N = m + n + 1 \). Now, we must show that the machine evaluation of the code for \( e \) is done in \( N - 1 \) steps of the DCAM machine.

\[(pa \cdot v_E \cdot S, \text{brk} \cdot \text{pop} \cdot \text{push} \cdot \text{quotep(pa \circ 2)} \cdot \text{brk} \cdot c_e \cdot \text{push} \ldots)_{DCAM^1} \]

\[(pa \circ 2 \cdot v_E \cdot v_s, \text{brk} \cdot c_e \cdot \text{push} \cdot \text{quoteid(id)} \ldots)_{DCAM^{m-1}} \rightarrow_{CAM^*} \]

\[(v'_1 \cdot v_E \cdot S, \text{push} \cdot \text{quoteid(id)} \cdot \text{swap} \cdot \text{cons} \ldots)_{CAM^4} \]

\[((id, v'_1) \cdot v_E \cdot S, \text{cons} \cdot \text{quotep(pa \circ 3)} \cdot \text{brk} \cdot c_e \ldots)_{CAM^2} \]

\[(pa \circ 3 \cdot (v_E, (id, v'_1)) \cdot S, \text{brk} \cdot c_e \ldots)_{DCAM^{n-1}} \rightarrow_{CAM^*} \]

\[(v_2 \cdot S, c) \]

where the transitions marked with \( \dagger \) are the points where the inductive hypothesis was applied. Therefore, \((v_1, v'_1, v_2') \in G_{val} \) and \((v_2, v'_2) \in G_{val} \).

The sub-sequence from the state (2) to the state (5) in the above transition sequence, has \((m - 1) + 1\) \(_{DCAM} \) steps. Therefore, the total \(_{DCAM} \) steps of the above sequence is \(1 + (m - 1) + 1 + (n - 1) = m + n = N - 1 \). Therefore, the result holds for this case.

\[ e = e_1(e_2) \] In this case the transition sequences are as follows:

\[ \theta : E \vdash e_1(e_2), \text{pa} \Rightarrow v :: \alpha ]^{CS^1} \]

\[ \theta' : E \vdash e_1, \text{pa} \circ 1 \Rightarrow (E, id, e', \text{pa}') :: E \vdash e_2, \text{pa} \circ 2 \Rightarrow v_2 :: \ldots]^{CS^j} \]

\[ \theta'' : E \vdash e_2, \text{pa} \circ 2 \Rightarrow v_2 :: id \mapsto v_2 \cdot E \vdash e', \text{pa'} \Rightarrow v :: \alpha ]^{CS^k} \]

\[ \theta''' : id \mapsto v_2 \cdot E \vdash e', \text{pa'} \Rightarrow v :: \alpha ]^{CS^l} \]

\[ \theta''' : \alpha ] \] (5)
where \(| CS^I|_{\text{lookup}} = m\), \(| CS^k|_{\text{lookup}} = n\), and \(| CS^l|_{\text{lookup}} = o\). Therefore, 
\(N = m + n + o + 1\). Now, we must show that the machine evaluation of the code for \(e\) is done in \(N - 1\) steps of the DCAM machine.

\[
(pa \cdot v_E \cdot S, \text{brk} \cdot \text{pop} \cdot \text{push} \cdot \text{quotep}(pa \cdot 1) \cdot \text{brk} \cdot c_{e_1} \cdot \text{swap} \ldots) \xrightarrow{\text{DCAM}^1} (1)
\]

\[
(pa \cdot 1 \cdot v_E \cdot v_E \cdot S, \text{brk} \cdot c_{e_1} \cdot \text{swap} \cdot \text{quotep}(pa \cdot 2) \ldots) \xrightarrow{\text{DCAM}^m - 1 \cdot \text{CAM}^*} (2')
\]

\[
([S_{E'}, \text{adj} \cdot c_{e'}] \cdot v_E \cdot S, \text{swap} \cdot \text{quotep}(pa \cdot 2) \cdot \text{brk} \cdot c_{e_2} \ldots) \xrightarrow{\text{CAM}^2} (3)
\]

\[
(pa \cdot 2 \cdot v_E \cdot [S_{E'}, \text{adj} \cdot c_{e'}] \cdot S, \text{brk} \cdot c_{e_2} \cdot \text{cons} \cdot \text{app} \cdot c) \xrightarrow{\text{DCAM}^{n - 1} \cdot \text{CAM}^*} (4')
\]

\[
(v_2 \cdot [S_{E'}, \text{adj} \cdot c_{e'}] \cdot S, \text{cons} \cdot \text{app} \cdot c) \xrightarrow{\text{CAM}^2} (5)
\]

\[
((v_{E'}, v_2) \cdot S, \text{adj} \cdot c_{e'} \cdot c) \xrightarrow{\text{CAM}^1} (6)
\]

\[
(pa' \cdot (v_{E'}, (id, v_2)) \cdot S, \text{brk} \cdot c_{e'} \cdot c) \xrightarrow{\text{DCAM}^{o - 1} \cdot \text{CAM}^*} (7')
\]

\[
(v' \cdot S, c) \xrightarrow{\text{CAM}^1} (8)
\]

where the transitions marked with \(\dagger\) are the points where the inductive hypothesis was applied. Therefore, \(((E', id, e', pa', [v_{E'}, \text{adj} \cdot c_{e'}])) \in G_{\text{funval}}, \text{ and } (v_2, v_2') \in G_{\text{val}}\), where the code \(\text{adj}\) is as follows:

\[
\text{push}, \text{car}, \text{swap}, \text{cdr}, \text{push}, \text{quoteid}(id),
\]

\[
\text{swap}, \text{cons}, \text{cons}, \text{quotep}(pa'), \text{brk}
\]

The sub-sequence from the state (2) to the state (4) in the above transition sequence, has \((m - 1) + 1\) \(\text{DCAM}\) steps, the sub-sequence from (4) to (7) has \((n - 1) + 1\) \(\text{DCAM}\) steps. Therefore, the total \(\text{DCAM}\) steps of the above sequence is \(1 + (m - 1) + 1 + (n - 1) + 1 + (o - 1) = m + n + o = N - 1\). Therefore, the result holds for this case.

The proof of item 2 of this lemma follows similarly by induction on the length of the DCAM evaluation of the code of the expressions. This finishes the proof of Lemma 1. \(\square\)

We now define a relation \(B\) between the states of \(Tiny\) and \(CTiny\).
Definition 7 (The Relation B) Let $B \subseteq DH \times \Gamma^{EV}$ be the relation inductively defined as follows:

1. $(I_{Tiny}^{Tiny}, I_{CTiny}^{Tiny}) \in B$.

2. If $(dh, st) \in B$ then $(\text{step}(dh, 1), M_{next}(st)) \in B$. \hfill \Box

In the next proofs we will use the following proposition. This proposition states that for all program formulae in $Env$ either its initial debugging state is the failure state in $Tiny$ and $CTiny$ or the $CS^{Env}$ evaluation of the formula and the execution of its DCAM code never fail.

Proposition 3 For all program formula $p = E \vdash e, pa \Rightarrow v \in P_X(\Omega^{Env})$,

$I_{Tiny}^p = ([\quad])$ if and only if $I_{CTiny}^p = ((), \varepsilon_C)$

and whenever $\text{initial}(p) = [\theta_0 : p]$ and $M_{\text{initial}}(p) = (v_E, c_e)$ then there is no transitions of the form:

$[\theta_0 : p] \xrightarrow{CS^*} []$

$(v_E, c_e) \xrightarrow{DCAM^*} (\varepsilon_S, \varepsilon_C)$

Proof (Sketch) For the above equivalence, if $I_{Tiny}^p = ([\quad])$ then from the definition of $I_{Tiny}^p$ on page 230 we have that $FV(close(e, E)) \neq \{ \}$. In this case it is easy to check that the compiler $\text{DComp}$ fails when generating code for any sub-expression $x \in FV(close(e, E))$. Therefore, $I_{Tiny}^{CTiny} = (\varepsilon_S, \varepsilon_C)$.

Otherwise, if $I_{Tiny}^{CTiny} = (\varepsilon_S, \varepsilon_C)$ then the compiler failed. It is easy to check that the compiler only fails in when generating code for some free-variable. Therefore, $FV(close(e, E)) \neq \{ \}$ and $I_{Tiny}^p = ([\quad])$.

For the second part of the proposition, it is not difficult to prove that the evaluation of a closed expression and the execution of its code never fail. \hfill \Box
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The following lemma states if a pair \((dh, st)\) belongs to \(B\) then \(dh\) and \(st\) contain the same observable information about the evaluation that is used by the debugging commands. A completely formal proof of this lemma would have to consider the formalisation of the pattern matching defined in Appendix A. That is, to show that a pattern matches a debugging history or a state, we would have to use the rules of the semantic of the pattern matching of section A.3. However, the patterns that are treated below are very simple and we shall informally verify the pattern matching. However, it should be clear that the formalisation of the debugging specification language is essential for a completely formal proof of debugger correctness.

**Lemma 3** For all pairs \((dh, st) \in B\), one of the following statements hold:

1. \(<h, []>_\text{matches } dh\text{ if and only if } (\varepsilon_S, \varepsilon_C)\text{ matches } st.\)

2. \(<\langle\varepsilon, \varepsilon\rangle, \exists : \exists \text{ for } e \text{ if and only if } (\varepsilon'_S, \varepsilon_C)\text{ matches } st\text{ and if both sides of this equivalence are true then } (\text{sub}(\varepsilon’), \varepsilon’) \in G_{\text{val}}.\)

3. \(<h, \exists : \exists \text{ for } e \text{ if and only if } (\text{pa’}, S \text{ for } e, c, e)\text{ matches } st\text{ and if both sides of this equivalence are true then } \text{ap} = \text{pa’}, E \text{ is bound to } E, S \text{ is bound to } v_E, e \text{ is bound to } e, \text{ and } c_e \text{ is bound to } c_e.\)

**Proof**

The proof of Lemma 3(1) is an immediate consequence of Proposition 3. The proof of Lemma 3(2) follows immediately from Lemma 2 for the case that \(\alpha = \varepsilon, S = \varepsilon_S, \text{ and } c = \varepsilon_C.\) For the proof of Lemma 3(3), it is easy to check from the definition of \(B\) that for all \((dh, st) \in B\) there is a natural numbers \(N\) such that:

\[ dh = \text{step}(T_{\text{tiny}}, N) \quad \text{and} \quad st = M_{\text{next}}^N(I^{CT_{\text{tiny}}}) \]

where \(M_{\text{next}}^N(I^{CT_{\text{tiny}}})\) denotes the composition of \(N\) applications of the function \(M_{\text{next}}.\) The right to left implication of Lemma 3(3) is proved by induction on \(N.\)
Base Case \( N = 0. \)

\[
\text{step}(I^{Tiny}, 0) = I^{Tiny} = ([\theta_0 : E \vdash e, \text{pa} \Rightarrow v])
\]

\[
M_{\text{next}}^0(I^{CTiny}) = I^{CTiny} = (pa \cdot v_E \cdot e_S, c_e)
\]

and the result holds trivially.

Inductive Step \( N > 0. \) For an arbitrary debugging history:

\[
dh' \circ [\theta : E \vdash e, \text{pa}' = v :: a] = \text{step}(I^{Tiny}, N)
\]

we have to analyse the Relational Rule in \( \varphi_{Env} \) that was used in the expansion of the current goal of this history. Such a rule exists otherwise \( N \) would be 0. For each case we show that the corresponding DCAM state has the required form, i.e., the machine pattern of Lemma 3(3) matches the DCAM state with the required bindings.

Rule 3.2(4) For this rule we have to consider two cases. First, when \( e \) is the operand on the left of \( e_1 + e_2 \), and then when \( e \) is the operand on the right of such expression.

\[e + e_2\] In this case we have:

\[
\text{step}(I^{Tiny}, N - 1) = dh'' \circ [\theta : E \vdash e + e_2, \text{pa} \Rightarrow v :: a]
\] (1)

\[
\text{step}(I^{Tiny}, N) = dh' \circ [\theta : E \vdash e, \text{pa} \circ 1 \Rightarrow v :: \ldots)
\] (2)

Applying the inductive hypothesis on (1) we have the following:

\[M_{\text{next}}^{N-1}(I^{CTiny}) = (pa \cdot v_E \cdot S, \text{brk} \cdot \text{pop} \cdot \text{push} \cdot \text{quotep}(pa \circ 1) \cdot \text{brk} \cdot \ldots)\]

(1)

\[M_{\text{next}}^{N}(I^{CTiny}) = (pa \circ 1 \cdot v_E \cdot v_E \cdot S, \text{brk} \cdot c_e \cdot \ldots)\]

(2)

Therefore, the state \( M_{\text{next}}^{N}(I^{CTiny}) \) has the required form, and this case holds.

\[e_1 + e\] In this case we have:

\[
\text{step}(I^{Tiny}, N - K - 1) = dh''' \circ [\theta : E \vdash e_1 + e, \text{pa} \Rightarrow v :: a]
\] (1)
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\[
\text{step}(I^{T_{\text{tiny}}}, N - K) = dh'' \circ [\theta ^{'} : E \vdash e_1, pa \circ \perp \Rightarrow v :: E \vdash e, pa \circ 2 \Rightarrow v :: \ldots ]
\]

(2)

\[
\text{step}(I^{T_{\text{tiny}}}, N) = dh' \circ [\theta ^{''} : E \vdash e, pa \circ 2 \Rightarrow v :: \ldots ]
\]

(3)

Applying the inductive hypothesis on (1) we have the following:

\[
M_{\text{next}}^{(N-K-1)}(I^{C_{T_{\text{tiny}}}}) = (pa \cdot v_E \cdot S, \text{brk} \cdot \text{pop} \cdot \text{push} \cdot \text{quotep}(pa \circ 1) \ldots )
\]

(1)

\[
M_{\text{next}}^{N-K}(I^{C_{T_{\text{tiny}}}}) = (pa \circ 1 \cdot v_E \cdot v_E \cdot S, \text{brk} \cdot c_e_1 \cdot \ldots )
\]

(2)

Applying Lemma 2 on (2) we have:

\[
(pa \circ 1 \cdot v_E \cdot v_E \cdot S, \text{brk} \cdot c_e_1 \cdot \ldots ) \rightarrow\rightarrow_{\text{DCAM}^{K-1} \text{CAM}^*} (v'_1 \cdot v_E \cdot S, \text{swap} \cdot \text{quotep}(pa \circ 2) \cdot \text{brk} \cdot c_e_2 \cdot \ldots )
\]

(3)

\[
(pa \circ 2 \cdot v_E \cdot v'_1 \cdot S, \text{brk} \cdot c_e_2 \cdot \text{add} \cdot \ldots ) = M_{\text{next}}^N(I^{C_{T_{\text{tiny}}}})
\]

(4)

Therefore, \(M_{\text{next}}^N(I^{C_{T_{\text{tiny}}}})\) has the required form, and this case holds.

**Rule 3.2(5)** For this rule we also have to analyse two cases:

\[
\text{let } id = e \text{ in } e_2
\]

This case is similar to the first case for rule 3.2(4).

\[
\text{let } id = e_1 \text{ in } e
\]

In this case we have:

\[
\text{step}(I^{T_{\text{tiny}}}, N - K - 1) = dh'' \circ [\theta ^{'} : E \vdash \text{let } id = e_1 \text{ in } e, pa \Rightarrow v :: \alpha ]
\]

(1)

\[
\text{step}(I^{T_{\text{tiny}}}, N - K) = dh'' \circ [\theta ^{'} : E \vdash e_1, pa \circ 2 \Rightarrow v_1 :: id \mapsto v_1 \cdot E \vdash e_2, pa \circ 3 \Rightarrow v_2 :: \alpha ]
\]

(2)

\[
\text{step}(I^{T_{\text{tiny}}}, N) = dh'' \circ [\theta ^{''} : id \mapsto v_1 \cdot E \vdash e_2, pa \circ 3 \Rightarrow v_2 :: \alpha ]
\]

(3)

Applying the inductive hypothesis on (1) we have:

\[
M_{\text{next}}^{(N-K-1)}(I^{C_{T_{\text{tiny}}}}) = (pa \cdot v_E \cdot S, \text{brk} \cdot \text{pop} \cdot \text{push} \cdot \text{quotep}(pa \circ 2) \cdot \text{brk} \cdot c_e_1 \cdot \ldots )
\]

(1)

\[
M_{\text{next}}^{(N-K)}(I^{C_{T_{\text{tiny}}}}) = (pa \circ 2 \cdot v_E \cdot v_E \cdot S, \text{brk} \cdot c_e_1 \cdot \text{push} \cdot \ldots )
\]

(2)

Applying Lemma 2 on (2) we obtain:
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(\(pa \circ \cdot 2 \cdot v_E \cdot S, \text{brk} \cdot c_{e_1} \cdot \text{push} \cdot \ldots\))^{\text{DCAM}^{M-1}} \rightarrow \text{CAM}^* (3)

(\(v'_E \cdot v_E \cdot S, \text{push} \cdot \text{quoteid}(id) \cdot \text{swap} \cdot \text{cons} \cdot \ldots\))^{\text{CAM}^4} (4)

\(((id, v'_E) v_E \cdot S, \text{cons} \cdot \text{quoteid}(pa \circ \cdot 3) \cdot \text{brk} \cdot c_{e_2} \cdot \ldots\))^{\text{CAM}^2} (5)

\((pa \circ \cdot 2 \cdot (v_E, (id, v'_E) \cdot S, \text{brk} \cdot c_{e_2} \cdot \ldots)) = \text{M.next}^N(I^{CTiny}) (6)

Therefore, \(\text{M.next}^N(I^{CTiny})\) has the required form, and this case holds.

Rule 3.2(7) For this rule we have to analyse three cases:

- **\(e(e_2)\)** This case is similar to the first case for rule 3.2(4).
- **\(e_1(e)\)** This case is similar to the second case for rule 3.2(4).

The third case is when the current goal comes from the third premiss of rule 3.2(7). For this case we have:

\[
\text{step}(I^{Tiny}, N - K - L - 1) = dh''' \circ [\theta : E \vdash e_1(e_2), pa \Rightarrow v :: \alpha] (1)
\]

\[
\text{step}(I^{Tiny}, N - K - L) = dh'' \circ [\theta' : E \vdash e_1, pa \circ \top \Rightarrow (E', id, e, pa'') :: E \vdash e_2, pa \circ \cdot 2 \Rightarrow v_2 :: \ldots] (2)
\]

\[
\text{step}(I^{Tiny}, N - K) = dh'' \circ [\theta'' : E \vdash e_2, pa \circ \cdot 2 \Rightarrow v_2 :: id \mapsto v_2 \cdot E \vdash e', pa'' \Rightarrow v :: \alpha] (3)
\]

\[
\text{step}(I^{Tiny}, N) = dh' \circ (id \mapsto v_2 \cdot E \vdash e, pa'' \Rightarrow v :: \alpha] (3)
\]

Applying the inductive hypothesis on (2), we obtain:

\[
\text{M.next}^{(N-K-L-1)}(I^{CTiny}) = (pa \cdot v_E \cdot S, \text{brk} \cdot \text{pop} \cdot \text{push} \cdot \text{quoteid}(pa \circ \cdot 1) \cdot \text{brk} \cdot c_{e_1} \cdot \ldots) (1)
\]

\[
\text{M.next}^{(N-K-L)}(I^{CTiny}) = (pa \circ \cdot 1 \cdot v_E \cdot v_E \cdot S, \text{brk} \cdot c_{e_1} \cdot \text{swap} \cdot \ldots) (2)
\]

Applying Lemma 2 on (2) and (4) below, we obtain:

\[
([S_E', \text{adj} \cdot c_{e'}] \cdot v_E \cdot S, \text{swap} \cdot \text{quoteid}(pa \circ \cdot 2) \cdot \text{brk} \cdot c_{e_2} \cdot \ldots)^{\text{CAM}^2} (3)
\]

\[
(pa \circ \cdot 2 \cdot v_E \cdot [S_E', \text{adj} \cdot c_{e'}] \cdot S, \text{brk} \cdot c_{e_2} \cdot \text{cons} \cdot \text{app} \cdot c)^{\text{DCAM}^{n-1}} \rightarrow \text{CAM}^+ (4)
\]

\[
(v_2 \cdot [S_E', \text{adj} \cdot c_{e'}] \cdot S, \text{cons} \cdot \text{app} \cdot c)^{\text{CAM}^2} (5)
\]
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\[(v_{E'}, v_2) \cdot S, \text{adj} \cdot c_e \cdot c)_{\text{CAM}}^{10} \]

\[(pa'' \cdot (v_{E'}, (id, v_2)) \cdot S, \text{brk} \cdot c_e \cdot c) = M_{\text{next}}^{N}(I^{CTiny}) \]

The state \(M_{\text{next}}^{N}(I^{CTiny})\) is in the required form, and this case holds. This finishes the proof of the left to right implication of Lemma 3(3). The proof of the right to left implication follows similarly by analysing the compiler rule that generated the sequence of code on the DCAM state. This finishes the proof of Lemma 3.

The following lemma states that the environment lookup functions \(\text{lookup}\) of \(Tiny\) and \(M_{\text{lookup}}\) of \(CTiny\) are equivalent. Its proof is an immediate consequence of Lemma 1 and is omitted here.

**Lemma 4** For all pairs \(E\) and \(v_E\), and for all \(id \in T(\Sigma_{\text{OBS}})_{\text{var}}:\)

\[(\text{lookup}(E, id), M_{\text{lookup}}(v_E, id)) \in G_{\text{val}} \]

We are now ready to prove Proposition 2. This proof uses Lemmas 2 and 3.

**Proof** (of Proposition 2)

For this proof we must show that \(B\) is a Debugger Bisimulation according to Definition 2. First, \((I^{Tiny}, I^{CTiny}) \in B\) follows immediately from the definition of \(B\). Let us prove first that \(B\) obeys Definition 2(1). We must show that for all \((dh, st) \in B\) and \(d \in T(\Sigma^{Tiny})_{\text{command}}:\)

for all \(r \in T(\Sigma^{Tiny})_{\text{result}}\) and \(dh' \in \text{DH}\), \(dh \xrightarrow{d, r_{Tiny}} dh'\) implies that there exist \(r' \in T(\Sigma^{CTiny})_{\text{result}}\) and \(st \in \Gamma_{EV}\) such that \(st \xrightarrow{d, r'_{Tiny}} st'\) and the two requirements hold:

1. \((dh', st') \in B\).
2. If \(r \in T(\Sigma^{Tiny})_{\text{result}}\) then \(r = r'\).
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The proof follows by case analysis on $d$. In this proof we will not consider the cases where $dh = ([])$ and $st = (\varepsilon_S, \varepsilon_C)$ since these cases follows trivially from Lemma 3(1) and Proposition 3.

$d = reset$ In this case $dh' = I^{tiny}$ and $r = null$. Then $st' = C^{tiny}$, $r' = null$, and the proposition holds.

$d = step n$ In this case:

$$(dh', r) = step(dh, n)$$
$$(st', r') = M_{step}(st, n)$$

This proof is by induction on $n$.

Base Case $n = 0$. If $\iota(<>, [...: E \vdash e, pa \Rightarrow v], ..., [sub : success], <>)$ matches $dh$, then $dh' = dh$ and $r = succeed$. From Lemma 3(2) $(v' \cdot S, \varepsilon_C)$ matches $st$. Therefore, $st' = st$ and $r' = succeed$ and $r = r'$. When the pattern

$$\iota(<>[, ...: E \vdash e, ap \Rightarrow v], ..., [sub : success], <>)$$

does not match $dh$ we have, from Lemma 3(2), that $(v' \cdot S, \varepsilon)$ does not match $st$. In this case, $dh' = dh$ and $r = null$ and $st' = st$ and $r' = null$. Therefore, $r = r'$ and the proposition holds.

Inductive Step $n > 0$. If the pattern

$$\iota(<>[, ...: E \vdash e, pa \Rightarrow v], ..., [sub : success], <>)$$

matches $dh$, this case follows as in the base case. Otherwise, since we are assuming that $step(dh, n)$ terminates, then $step(dh, 1)$ must also terminate. In this case, it is easy to check from the definition of $step$ (page 123) that $step(dh, 1) = next(dh)$ and:

$$step(dh, n) = step(step(dh, 1), n - 1)$$
$$M_{step}(st, n) = M_{step}(M_{next}(st), n - 1)$$
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Therefore, we can write:

\[(dh', r) = \text{step}(\text{step}(dh, 1), n - 1)\]
\[(st', r') = \text{M_step}(\text{M_next}(st), n - 1)\]

From the definition of \(B\) we have that \((\text{step}(dh, 1), \text{M_next}(st)) \in B\). Therefore, we can apply the inductive hypothesis to obtain requirements 1 and 2. This finishes the proof of this case.

\[d = \text{run until } id = n\]

In this case:

\[(dh', r) = \text{run until}(dh, id, n)\]
\[(st', r') = \text{M_run until}(st, id, n)\]

Since we are assuming that the call \(\text{run until}(dh, id, n)\) terminates, there exists a finite number \(N\) of recursive calls to the function \(\text{run until}\) in the call \(\text{run until}(dh, id, n)\). The proof of this case is by induction on \(N\).

**Base Case** \(N = 0\). We have two cases to analyse:

1. \(\iota(\langle\rangle, [\vdash: \text{E F e}, \text{pa} \Rightarrow v], ..., [\vdash: \text{success}], \langle\rangle)\) matches \(dh\). This case follows as in the step \(n\) case.

2. \(\iota(\langle\rangle, [\vdash: \text{E F e}, \text{pa} \Rightarrow v], ..., [\vdash: \text{success}], \langle\rangle)\) does not match \(dh\). In this case, \(\langle h, [\vdash: \text{E F e}, \text{pa} \Rightarrow v :: \_]\rangle\) matches \(dh\) with \(E\) bound to \(E\) and \(e\) bound to \(e\). From Lemma 3(3), \((\text{pa}' \cdot \text{SE} \cdot ..., \text{ce} \cdot ...)\) matches \(st\) with \(\text{SE}\) bound to \(v_E\) and \(\text{ce}\) bound to \(c_e\). Since this call terminates with no further recursive call to \(\text{run until}\) then \(\text{lookup}(E, id) = n\). From Lemma 4 \(\text{M.lookup}(\text{SE}, id) = n\). Therefore, \(dh' = dh\), \(st' = st\), \(r = r' = \text{null}\), and the result holds

**Inductive Step** \(N > 0\). We have two cases to analyse:

1. \(\langle h, [\vdash: \text{E F e}, \text{pa} \Rightarrow v :: \_]\rangle\) matches \(dh\) with \(E\) bound to \(E\) and \(e\) bound to \(e\). From Lemma 3(3), \((\text{pa}' \cdot \text{SE} \cdot ..., \text{ce} \cdot ...)\) matches \(st\) with \(\text{SE}\)
bound to \( v_E \) and \( c_e \) bound to \( c_e \). Since this call there is at least one further recursive call to \texttt{run\_until} then \texttt{lookup}(E, id) \neq n. From Lemma 4 \texttt{M\_lookup}(SE, id) \neq n. Therefore,

\[(dh', r) = \texttt{run\_until}(\texttt{step}(dh, 1), id, n)\]
\[(st', r') = \texttt{M\_run\_until}(\texttt{M\_next}(st), id, n)\]

From the definition of \( B \) \( (\texttt{step}(dh, 1), \texttt{M\_next}(st)) \in B \). Therefore, we can apply the inductive hypothesis to obtain requirements 1 and 2.

2. In this case, the pattern \(<h, [E \vdash e, pa \Rightarrow v :: _:]>, \ldots >\) does not match \( dh \). This result follows trivially by applying the inductive hypothesis.

This finishes the proof of this case.

\[d = \texttt{show id}\] The proof of this case is an immediate consequence of Lemmas 3 and 4.

\[d = \texttt{show pos}\] The proof of this case is an immediate consequence of Lemma 3.

\[d = \texttt{show res}\] For the proof of this case notice that, since \( G_{val} \) is the identity on the observable terms then the Observational Equivalence requirement in Definition 2(1) can be replaced by \((r, r') \in G_{val}\). We have to analyse two cases.

First, if the pattern

\( \epsilon(<>,[\_\_ : E \vdash e, pa \Rightarrow v],\ldots,[\_\_ : \text{success}],<\>)\)

matches \( dh \), from Lemma 3(2) \((v' \cdot S, \varepsilon_C)\) matches \( st \) and \((r, r') \in G_{val}\).

Second, both patterns do not match \( dh \) and \( st \) respectively, and \( r = r' = \texttt{null} \).

The proof of the requirements of Definition 2(2) follows similarly. This finishes the proof of Proposition 2 and we conclude that \( Tiny \approx CTiny \) \( \Box \)
7.5 Summary and Conclusions

In this chapter we developed a theory of debugger correctness and studied some problems related to the design of Compiler-debuggers. We started by generalising the notion of Interpreter-debugger to the notion of Debugger-schema, in which the evaluation of programs does not have to be performed by interpretation using the $CS$ system. We then defined a relation of equivalence of Debugger-schemas that expressed the conditions for debugger correctness, and proved a result which relates the equivalence of Interpreter-debuggers and the Observational Equivalence of their underlying Relational Specifications.

We also characterise the concept of Compiler-debuggers and studied various aspects of the specification of such debuggers: the granularity of debugging steps, the access to information about the evaluation, the influences of optimised code in debugging, and the overhead caused by debugging code. This chapter finished with a complete example of the specification of a Compiler-debugger called $CTiny$, and a proof of equivalence between $Tiny$ and $CTiny$.

As far as we are aware of, debugger correctness has not yet been addressed in the literature. The results of this chapter provide a general account of this problem that addresses the correctness of a wide class of debuggers, not only those under Definition 6.2. These are the main theoretical contributions of this chapter.

We demonstrated that proofs of correctness of Compiler-debuggers can be done. It remains to show practical applications of the theory. In order to make the proofs scale up to real examples it will probably be necessary to define methodologies and tools to assist in these proofs. Since the theory of debugger correctness is closely related to the theory of compiler correctness, tools developed to assist in compiler correctness proofs can also be used in debugger correctness proofs. We believe that the results developed in this chapter form the basis for practical applications of debugger correctness.
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Concluding Remarks

This thesis has proposed a theory for the specification and correctness proofs of compilers and a related theory for the specification and correctness proofs of debuggers. In both theories, a Relational Semantics of the programming language was used as the reference point for specification and correctness. It has also demonstrated how to apply these theories to the specification and correctness of concrete compilers and debuggers. This chapter summarises the key issues of this thesis and proposes areas for further research.

8.1 Summary

In this section we summarise the main results of this thesis and discuss how they extend and improve related approaches.

In Chapter 2 we defined Relational Semantics as the underlying semantic formalism used throughout this thesis. This definition was carried out in two stages. Section 2.3 defined the syntactic aspects of the formalism by defining the concept of a Relational Specification Syntax. Section 2.4 defined the semantic aspects of the formalism by defining the concept of a Relational Specification and its Declarative Semantics.

In Chapter 3 we examined the problem of equivalence between Relational
Specifications. We applied the definition of observational equivalence presented in [ST87] to first order models and from this we derived an Observational Equivalence relation between Relational Specifications. We then extended the notion of strong correspondence in [Sch87, Sch90] to first order models by defining a relation we called Model Correspondence. Model Correspondence yields a practical proof method for Observational Equivalence that can be used in proofs of equivalence of Relational Specifications. The main result of Chapter 3, expressed in Theorem 3.1, is that Model Correspondence is consistent with respect to Observational Equivalence; thus, justifying the use of Model Correspondence in proofs of equivalence.

In Chapter 4 we treated the problem of compiler correctness in the framework of Relational Semantics. We addressed this problem in two stages. First, we gave a characterisation of the process of Evaluation by Compilation. Second, we used the theory of equivalence between Relational Specifications defined in Chapter 3 to provide a criterion for compiler correctness. This criterion is more general than previous proposals in the literature, as discussed in Section 4.1. It provides a natural generalisation of those proposals by using Observational Equivalence. Furthermore, Model Correspondence can be used as a proof method for compiler correctness proofs.

In Chapter 5 we defined the notions of program evaluation and evaluation step that were used in the theory of debugger design of Chapters 6 and 7. These notions were derived from the definition of the Computational Semantics of a Relational Specification. Theorem 5.1 stated that the Computational Semantics of a Relational Specification is sound with respect to the Declarative Semantics of this specification.

We then discussed a notion of evaluation step that was argued to be agree with our intuition. The Computational Semantics of a particular class of Relational Specifications, called Data-driven Specifications, yields an operational interpretation that agrees with that intuitive notion of evaluation step. We formalised this
operational interpretation in Theorem 5.2. The Computational Semantics of any Data-driven Specification is complete with respect to the Declarative Semantics. This completeness result was proved in Theorem 5.3.

In particular, if the Data-driven Specification is Deterministic, in the sense of Definition 5.4, its Computational Semantics is monogenic, as proved in Theorem 5.4. This makes the Computational Semantics of Deterministic Data-driven Specification suitable for use in a system for the prototyping of programming language implementations like the Centaur system [CIK89] and Berry’s Animator Generator [Ber91a]. The advantages of the Computational Semantics over those systems is its clear, formal basis, and its correctness with respect to the formalism of Relational Semantics.

In Chapter 6 we studied the problem of how to give formal specifications of debuggers. This problem was addressed in three stages. We first characterised the class of Interpreter-debuggers. Then, we studied two problems that are common to the design of most debuggers: the granularity of debugging steps and the reference to sub-programs. Finally, we defined a notation, called DSL to assist in the specification of debuggers. The definitions of Chapter 6, and the specification notation DSL, were illustrated in Section 6.6 by a full specification of an Interpreter-debugger called Tiny.

In Chapter 7 we treated the problem of debugger correctness. We started by generalising the notion of Interpreter-debugger to the notion of Debugger-schema. We then defined a Debugger Bisimulation relation between Debugger-schemas in Definition 7.2 that expresses the conditions for debugger correctness.

As part of the theory of debugger correctness, we studied the relationship between equivalence of debuggers and equivalence of the underlying program evaluation. An important result of this study is that the equivalence of two Interpreter-debuggers implies the equivalence of their underlying Relational Specifications. This result was stated in Theorem 7.1.

Another problem addressed in Chapter 7 was the study of Compiler-debuggers.
We first gave a general characterisation of Compiler-debuggers, and then studied various aspects of the specification of such debuggers: the granularity of debugging steps, the access to information about the evaluation, the influences of optimised code in debugging, and the overhead caused by debugging code. Chapter 7 finished with a complete example of the specification of a Compiler-debugger called CTiny, and a proof of equivalence between Tiny and CTiny.

8.2 Improvements and Extensions to the Theory

In this section we discuss some improvements that can be made to the theoretical parts of this thesis. Some of these aspects are further discussed in Section 8.3 from an implementation point of view.

Order-sorted Signatures and Algebras

The Relational Semantics formalism may be extended by using order-sorted algebras and order-sorted first order models. An order-sorted algebra extends the expressiveness of many-sorted algebras by adding a partial ordering relation on the sorts of the algebra. Based on the definitions of [Wir89, page 351], an order-sorted algebraic signature is a triple \((S, \Sigma, O)\) where \(S\) is a set of sorts, \(\Sigma\) is a \(S^* \times S\)-sorted family of sets of function names, and \(O\) is a set of subset declarations.

Then an order-sorted partial \(\Sigma\)-algebra \(A\) consists of an \(S\)-sorted family of sets \(\{A_s\}\) such that \(A_s\) is the carrier of sort \(s\), and a partial function \(\sigma^A \in [A_w \to A_s]\) for each symbol \(\sigma \in \Sigma_{w,s}\), such that for any \(s, s' \in S\), if \(s \leq s' \in O\) then \(A_s \subseteq A_{s'}\).

The above definitions generalise trivially to first order signatures and first order models. Using order-sorted signatures the definition of the syntax of the language \(Exp\) of Example 2.1 becomes:
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\texttt{exp ::= \texttt{exp + exp | let var = exp in exp}}

\texttt{var ::= \texttt{x | y | \ldots}}

\texttt{nat ::= \texttt{plus(nat, nat) | 0 | 1 | \ldots}}

\texttt{var \leq exp}

\texttt{nat \leq exp}

This definition is simpler than that of Example 2.1 because the coercion constructors \texttt{num} and \texttt{id} are no longer necessary. It would not be difficult to redefine the concepts of Relational Specification and Declarative Semantics of Chapter 2 to use order-sorted algebras. Once this is done it is necessary to check its influence on the results of the other chapters.

We have not studied how order-sorted algebras influence the theory developed in Chapters 3 and 4. Nevertheless we believe that the definition of strong correspondence generalises to the case of order-sorted algebras. Furthermore, such a generalisation would make our definition of strong correspondence closer to the strong correspondence defined in [Sch87]. The reason is that we would be able to define observational equivalence with respect to a set of visible sorts. The results that could be derived from this fact remain to be studied.

The results of Chapter 5 are not affected by changing the algebraic theory to order-sorted algebras, nor are the definitions of Chapter 6. Theorem 7.3, depend on the algebraic theory in use and it still remains to study how this result is affected by changing to an order-sorted theory.

Conservative Extension and Semantic Transformations

Let \( S \) be a Relational Specification with signature \((S, F, \Pi, \pi)\). We define an extension of \( S \) to be a Relational Specification \( S' \) whose signature \((S', \Sigma', \Pi', \pi')\) is larger than \((S, F, \Pi, \pi)\) in the following sense: \( S \subseteq S' \), whenever \( \sigma \in \Sigma_{w,s} \), then \( \sigma \in \Sigma'_{w',s} \), and whenever \( \pi \in \Pi_{w} \) then \( \pi \in \Pi'_{w'} \), where \( w' \in S'^{\ast} \) and \( w \subseteq w' \). In this sense \( S' \) can define more relations, and the operations and relations in \( S' \) can have more components than the corresponding ones in \( S \).
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The problem now is to characterise a notion of conservative extension. Intuitively, a conservative extension of a Relational Specification $S = (\Omega, \phi, A, \Omega_{\text{OBS}})$, is an extension $S' = (\Omega', \phi', A', \Omega_{\text{OBS}}')$ of $S$ that preserves satisfaction of the formulae in $F(\Omega)$. Using the theory of equivalence of Relational Specification we can define this notion precisely by saying that a conservative extension of $S$ is an extension $S'$ such that $S \equiv S'$.

However, to prove that an extension is conservative is as difficult as to prove the equivalence of two arbitrary Relational Specifications. An interesting problem for future research is to define transformations on Relational Specification that produce conservative extensions. Once we prove that a transformation only produces conservative extensions we can use the transformed specifications whenever necessary without a further proof of Observational Equivalence.

Transformations can extend the scope of theories and definitions that are only applicable to a particular class of specifications. This is achieved by conservatively transforming a specification that does not belong to a particular class to another specification that does. This problem was discussed in Section 5.4 where the transformation defined by the FAIR algorithm of [dS90] was used to extend the notion of evaluation step to the class of Dynamically-deterministic Specifications.

Another important application of transformations, that is particular to this thesis, is to extend Relational Specifications with debugging informations such as paths, function call stacks, and so forth. We believe that the inclusion of paths to a Relational Specification, as discussed in Section 6.4.2, can be automated. Therefore, another interesting problem would be the definition of a calculus of transformations for debugging purposes. This problem could be tackled by first isolating a basic set of transformations and then defining how to compose, or otherwise manipulate, those basic transformations to obtain more sophisticated ones.
Debugging Concurrent and Non-deterministic Languages

The design of debuggers for concurrent and non-deterministic languages is more complex than the design of debuggers for sequential and deterministic languages. In the case of concurrent languages, this complexity is due to problems such as the "probe effect", non-repeatability of the evaluation, and lack of a synchronised global clock.

In a survey paper [MH89], McDowell and Helmbold listed four kinds of techniques that have been used to address the problem of designing debuggers for concurrent languages:

1. The application of conventional debugging methods and tools to concurrent languages.

2. Event-based debugging, where the execution of a concurrent system is viewed as a sequence (or several parallel sequences) of events. The debugging task is then to collect and analyse such sequences.

3. Techniques for displaying the control flow and distributed data of concurrent systems.

4. Static analysis techniques based on data flow analysis, in which some errors are detected without evaluating the programs.

A conclusion of that survey is that none of the above techniques give entirely satisfactory accounts of concurrent debugging. Therefore, work still remains to be done in integrating these techniques, or finding alternative ones, or both. We believe that an important problem for further research is to provide a theory for the specification and correctness proofs of debuggers for concurrent languages. The framework of this thesis is a step towards such a theory.

In the following paragraphs we shall sketch an extension to the framework defined in this thesis to address debuggers for non-deterministic languages. We also discuss which of the above mentioned techniques would be addressed in such an extension.
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Part of our framework already addresses non-deterministic programming languages, namely the Relational Semantics formalism, the notion of equivalence of Relational Specifications and Compiler Correctness, and the Computational Semantics of Relational Specifications. On the other hand, the notion of evaluation step is only defined for Deterministic Relational Specifications; thus only deterministic languages are addressed by these definitions. The definition of Interpreter-debuggers (Definition 6.2) uses this deterministic notion of evaluation step and therefore only expresses debuggers for sequential languages.

From a theoretical point of view, it would not be difficult to change Definition 6.2 such that it considers the evaluation relation \( \mathcal{CS} \) (and consequently the relation \( \mathcal{ER} \)) as a relation instead of a function. The theory of debugger correctness developed in Chapter 7 does not preclude debuggers for non-deterministic programming languages. Therefore, it should not be difficult to extend the theoretical aspects of this thesis to address debuggers for such languages. The quite general definitions of Chapters 6 and 7 were presented with this extension in mind.

Problems arise from the pragmatic point of view: prototyping and specification of concrete debuggers will become non-trivial. The prototyping of debuggers requires a machine implementation of the \( \mathcal{CS} \) system. If non-deterministic Data-driven Specifications are allowed we shall need to solve the problem of selection of Relational Rules discussed in Section 5.4.

However, the most important problem that arises is the specification of debuggers for non-deterministic languages. A theory for design of such debuggers must address the problem of non-repeatability of evaluation. Clearly, this problem is not addressed by the framework of this thesis even when extended to deal with non-deterministic programming languages.

The general approach to this problem in the literature is to record the entire evaluation history of a program, and to use this record to replay the evaluation when necessary. The basic drawback of this solution is that the evaluation history of real systems can grow unmanageably large. Various proposals have been made
trying to make this method applicable in practice.

We propose to extend the $CS$ system to support replay of evaluations. The basic solution we propose is to record the choices of Relational Rules at each point when more than one rule could be used in the evaluation. We then use this record to guide the replay of the evaluation, making the replayed evaluation deterministic. We believe that a record of the choices of rules in an evaluation is much smaller than the entire evaluation history and possibly of a manageable size.

The changes in the theory to deal with non-deterministic evaluation step and the extension of $CS$ to support replay of evaluation are just the initial stages towards a theory of debuggers design for non-deterministic languages. It is necessary to investigate other problems, for instance whether it is necessary to extend DSL with features specific to the design of such debuggers, and if this is necessary, what features should be included in the specification notation.

Further Extensions

The use of negative premisses extend the expressiveness of inductive definitions by allowing assertions of the form $a \not\in A$. In [Gro89,BG90] Groote et al. proposes an extension to Structural Operational Semantics [Plo81] with negative premisses. An interesting investigation would be to extend Relational Semantics with negative premisses, and the aforementioned works offers a starting point.

The Relational Semantics formalism does not offer any facilities for modularisation of Relational Specifications. Such a facility is desirable when dealing with semantics of real programming languages where the number of rules can be large, e.g., the definition of Standard ML [HMT89]. Therefore, to include some notion of modules in the formalism is an interesting problem for future investigation. Once such a notion is defined, we foresee that the definition of equivalence between Relational Specifications will have to be extended to cope
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with the modular structure of the specifications. The work of Schoett [Sch87] can be used as a starting point to investigate the required extensions.

The definition of Relational Specification can be generalised by replacing the \( \Sigma \)-algebra \( A \) in \( (\Omega, \phi, A) \) by a specification \( Sp \) of a class of \( \Sigma \)-algebra containing \( A \). This generalisation would allow any \( \Sigma \)-algebra that satisfies \( Sp \) to be used in the Relational Specification. This generalisation involves to define first how to write the specification \( Sp \) and then what it means for a \( \Sigma \)-algebra to satisfy a specification. There are many alternatives for these definitions, as discussed in [ST88, Wir89,BKL+91]. We have not assessed the advantages and disadvantages of such a generalisation, but it seems an interesting problem for future investigation.

8.3 An Implementation of the Framework

A natural problem to be addressed is to give a machine implementation of the framework defined in this thesis. This framework is rich enough to give scope for various levels of implementation. We incrementally describe how such levels can be built starting with a simple system for prototyping of language implementations, and finishing with an integrated environment for language development that includes mechanised formal reasoning. In the presentation below, the Framework refers to the hypothetical implementation that is being suggested.

Language Prototyping System

The first component of the Framework is the implementation of a system to evaluate programs based on a Relational Specification. This would involve two main aspects. First, the syntax analysis of Relational Specifications according to Definition 2.1. Second, the implementation of the \( CS \) system according to Definition 5.1.

The resulting system would be similar to the prototyping facilities of systems like Centaur [CIK89] and the AnimatorGenerator [Ber91a]. The Framework
would depart from those approaches in that the CS system has a formal proof of correctness with respect to the underlying meaning of Relational Specifications given by the Declarative Semantics. Therefore, the prototyping facility of the Framework would also be correct with respect to this underlying meaning.

Meta-semantic Analysis and Transformations

A natural improvement on the prototyping facility described above is to include a meta-semantic checker that determines whether a Relational Specification is Data-driven and Deterministic in the sense of Definitions 5.2 and 5.4 respectively. Such a meta-semantic checker decides whether the evaluation of program formulae in the Framework is complete in the sense of Theorem 5.3.

Moreover, there are other static analysis that can be performed on Relational Specifications. For instance, checking whether a specification is Dynamically-deterministic in the sense of Definition 5.6. It is possible to include in the Framework a set of useful meta-semantic checkers which can be used to classify Relational Specifications.

Once we have the tools to automatically classify Relational Specification, an extension to the Framework is the implementation of transformation algorithms among classes of specifications. Such transformations are useful to extend the applicability of other tools in the Framework that only work over a given class, as discussed in Section 8.2.

In a series of papers, Hannan et al. described various transformations on semantic specifications [HM90, Han91b, Han91a]. It would also be interesting to investigate which, if any, of these transformations can be automated, and include their implementation in the Framework.

An Implementation of DSL

An implementation of the Framework as described above would possess useful features for language prototyping but no special facilities for debugger design.
The next stage in developing the Framework is to implement the notation DSL. This would add two features to the Framework: a powerful debugging language that can be used to debug Relational Specifications, and the capability of specifying and prototyping Interpreter-debuggers and Compiler-debuggers.

A General Purpose Implementation of DSL

A related problem is to study an implementation of DSL as a general purpose language for sequence manipulation. This implementation would extend the ideas of SNOBOL [FGP64,GPP68] for the manipulation of strings to the manipulation of arbitrary sequences. A first stage in the study of this problem is to generalise DSL sequence patterns to higher order sequences, so that we can express sequences of sequences. We believe it is possible to include DSL patterns in an existing functional language such as Standard ML [HMT89]. The implications of adding sequence patterns to ML would have to be studied.

8.4 Conclusions

In this thesis, we set out to examine the problems in the specification and the correctness proofs of compilers, and in the specification and the correctness proofs of debuggers. We proposed a framework that addresses specification, prototyping, implementation — in the sense of low level specification, and correctness proofs of such tools using a particular characterisation of Structural Operational Semantics as the underlying formalism. Although this framework was presented as an integrated theory, it is in fact composed of the Theory and its Application.

The Theory addresses the problem of correctness independently of the semantic formalism used in compiler specifications and specification language used in debugger specifications. It is composed of the material developed in Sections 3.3, and 7.2. There are two main results of the Theory. First, the extension of the notion of strong correspondence relation of [Sch87] to Model Correspondence between first order models, which is expressed by Theorem 3.1. This exten-
sion provides a proof method for Observational Equivalence between first order models. Second, the theory of debugger correctness of Section 7.2.

The Application part of this thesis addresses specification of programming language semantics, specification of compilers, correctness proofs of compiler, specification of Interpreter-debuggers and Compiler-debuggers, and correctness proofs of debuggers. A Relational Semantics of the programming language is used as a reference for compiler correctness and as a description of program evaluation on which the specifications of debuggers are based.

Two important results related to the Application are the definition of an Evaluation Model of programs based on Relational Semantics, and the definition of a debugger specification notation, called DSL, which can be used in the specification of concrete debuggers. The Evaluation Model and DSL can have actual implementations, yielding a prototyping system for programming languages, compilers, and debuggers. These implementations are not addressed in this thesis.

The main contributions and advances of this thesis are related to debugger correctness. We demonstrated that it is possible to give formal specifications of debuggers based on a formal semantics of the programming language. In practice, a given debugger may have more than one specification, tailored to different purposes. Related to this topic we examined the problem of Compiler-debuggers as an alternative specification of debuggers. We demonstrated that it is possible to prove the equivalence of specifications of a debugger, and, in particular, that it is possible to prove the correctness of Compiler-debuggers.

As far as we are aware of, the problems of specifying Compiler-debuggers, and of debugger correctness, have not been addressed before in the literature. Moreover, no other related work proposes a theory that addresses compiler and debugger correctness uniformly. These are the main, novel results of this thesis. We hope that these results will assist in the design of compilers and debuggers in practice, and also provide the basis of further research on the specification and correctness of other programming tools.
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Appendix A

The Semantics of DSL

A.1 Introduction

In this appendix we present the formal semantics of DSL in Relational Semantics. This semantics defines the pattern matching of sequence patterns on sequences of basic values. Basic values, and consequently basic patterns, are not defined since their definitions depend on the application in which DSL is used.

In this thesis, DSL is used in the specification of debuggers based on a Relational Specification. In this application, the basic values and basic patterns of DSL are defined by the Relational Specification. As described in Section 6.5, these basic values are constructor values and the basic patterns are constructor patterns whose semantics are standard and can be found, for instance, in [FH88, HMT89].

This appendix is organised as follows:

Section A.2 defines the syntax of DSL.

Section A.3 defines the dynamic semantics of the pattern matching.
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atpat ::= _ wildcard

id variable

baspatseq ::= [baspatseq,] baspat basic pattern sequence

spat ::= ...

< [baspatseq] > sequence of basic patterns

φ(spat₁, spat₂, spat₃, spat₄, spat₅) interval

β(spat₁, spat₂, spat₃, spat₄, spat₅) balanced interval

id as spat layered

Figure 1: The Syntax of Sequence Patterns

A.2 The Syntax

Reserved Words

These are the reserved used in sequence patterns of DSL.

as ( ) , ... _ < >

Identifiers

A DSL identifier is any sequence of letters, digits, and "_" (underbars) starting with a letter. The class of DSL identifiers is called Identifier and is ranged over by the meta-variable id.

The Grammar

Figure 1 presents the BNF rules that define sequence patterns. The grammar for baspat is not defined since it depends on the application of DSL. When DSL is used for specification of debuggers based on a Relational Specification the basic patterns are constructor patterns, whose syntax is defined by the signature of the specification. In grammar rules, square brackets [ ] enclose optional phrases.
Appendix A. The Semantics of DSL

\[ v \in \text{Val} = \text{BasVal} + \text{BasVal}^* \quad \text{basic value} \]

\[ bv \in \text{BasVal} \quad \text{basic value} \]

\[ w \in \text{BasVal}^* \quad \text{sequence of basic values} \]

\[ E \in \text{Env} = [id \ \text{fn} Val] \quad \text{dynamic environment} \]

\[ ES \in \text{EStack} \quad \text{environment stack} \]

FAIL \quad \text{matching failure}

Figure 2: The Semantic Objects of the Dynamic Semantics

A.3 The Dynamic Semantics

The dynamic semantics defines how to match a pattern to a value. We first define the semantic objects involved. As for the syntax, the basic values are not define. We assume the existence of a semantic class \( \text{BasVal} \) of basic values.

When DSL is used for specification of debuggers, basic values are the states of the Computational Semantics of the Relational Specification under consideration. Therefore, basic values are built from substitutions, goal stacks, formulae, and terms. For an arbitrary Relational Specification \( S \) with Computational Semantics \( CS = (\Gamma_{CS}, CS, T_{CS}), \text{BasVal} = \Gamma_{CS}. \) In this case, sequence values are debugging histories in DH.

Semantic Objects

The semantic objects of the dynamic semantics are shown in Figure 2. FAIL is a semantic object used in the Relational Rules to indicate an unsuccessful matching; it is not a semantic value. Environment stacks are defined as follows:

\[ ES ::= \epsilon \quad \text{empty stack} \]

\[ ES \cdot E \quad \text{environment stack} \]
Semantic Operations on Environments and Sequences

If $E$ and $E'$ are environments, the environment $E \oplus E'$, called $E$ modified by $E'$, is the environment with domain $\text{dom} E \cup \text{dom} E'$ such that:

$$(E \oplus E')(id) = \begin{cases} 
E'(id) & \text{if } id \in \text{dom} E' \\
E(id) & \text{otherwise}
\end{cases}$$

We extend environment modification to account for matching failure as follows: $E \oplus \text{FAIL} = \text{FAIL}$. We also use the operations on finite sequences "\textendash" suffix cons, "\textendash" concatenation, and "\textendash" difference.

Relational Rules

The Relational Rules below define the Dynamic Semantics of sequence patterns. To simplify the presentation we made some concessions with respect to the definition of Relational Rules in Chapter 2:

1. The relation name $\vdash$ is overloaded for all syntactical classes.

2. Phrases within square brackets $[\text{]}$ are optional and for them the following convention holds: in each instance of every Relational Rule the optional phrases must be either all present or all absent.

3. Similarly, a phrase enclosed by $[[\text{]}}$ is a second optional phrase. As for the first optional phrases, in each instance of every rule the second optional phrases must be all present or all absent.

4. We allow $y/\text{FAIL}$ to range over $Y \cup \{\text{FAIL}\}$, where $Y$ is one of the above defined semantic classes and $y$ ranges over $Y$.

Comments explaining the semantic rules are given after each subset of the rules. The reader is referred to the schematic representation of a sequence in Figure 3 to understand how the matching of interval and balanced interval patterns is defined.
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Figure 3: The Matching of Interval Patterns

Atomic Patterns

\[ E, v \vdash \text{atpat} \Rightarrow E'/\text{FAIL} \]

\[
E, v \vdash \rightarrow \Rightarrow \{ \}
\] (1)

\[
\text{id} \notin \text{dom } E \quad \frac{}{E, v \vdash \text{id} \Rightarrow \{ \text{id} \mapsto v \}}
\] (2)

\[
\text{id} \in \text{dom } E \quad \frac{E(\text{id}) = v}{E, v \vdash \text{id} \Rightarrow \{ \}}
\] (3)

\[
\text{id} \in \text{dom } E \quad \frac{E(\text{id}) \neq v}{E, v \vdash \text{id} \Rightarrow \text{FAIL}}
\] (4)

Comments

(1)–(4) These rules define the matching of an atomic pattern \( \text{atpat} \) on a value \( v \).

The matching is defined on an environment \( E \) which keeps the bindings of identifiers to values that resulted from previous matchings. If the matching is successful, the result is an environment \( E' \) with the new binding, if applicable. If the matching fails the result is \( \text{FAIL} \).

(2) A finite mapping is denoted by \( \{ \text{id}_1 \mapsto v_1, \ldots, \text{id}_n \mapsto v_n \} \), \( n \geq 0 \)

(3)–(4) Identifiers can occur more than once in a pattern. These rules ensure the same identifier matches syntactically equal values.
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Sequence of Basic Patterns

\[ E, w \leftarrow \text{baspatsq} \Rightarrow (E', w')/\text{FAIL} \]

(5) \[ E, \langle \rangle \leftarrow [\text{baspatsq}, \text{baspat}] \Rightarrow \text{FAIL} \]

(6) \[ E, v \leftarrow \text{baspat} \Rightarrow \text{FAIL} \]

(7) \[ E, v \leftarrow \text{baspat} \Rightarrow E' \]

(8) \[ E, w \circ v \leftarrow \text{baspatsq}, \text{baspat} \Rightarrow (E' \oplus E'', w' \circ v)/\text{FAIL} \]

Comment

(5)–(8) These rules define the matching of a sequence of basic patterns `baspatsq` on a sequence of basic values `w`. If the matching is successful the results are the new environment and the suffix of `w` that matched `baspatsq`. The sub-sequence resulting from this matching is used in rule (13).

Sequence Patterns

\[ E, w \leftarrow \text{spat} \Rightarrow (E', (w_1, w_2, w_3))/\text{FAIL} \]

(9) \[ E, w \leftarrow \text{...} \Rightarrow (\{\}, (\{\}, w, \langle\rangle)) \]

(10) \[ E, \langle \rangle \leftarrow <> \Rightarrow (\{\}, (\{\}, (\langle\rangle, \langle\rangle))) \]

(11) \[ E, w \circ v \leftarrow <> \Rightarrow \text{FAIL} \]

(12) \[ E, w \leftarrow <\text{baspatsq}> \Rightarrow (E', (w_1, w_2, w_3))/\text{FAIL} \]

(13) \[ E, w \leftarrow <\text{baspatsq}> \Rightarrow (E', w' \text{FAIL}) \]

\[ E, w \leftarrow <\text{baspatsq}> \Rightarrow (E', w - w', w', \langle\rangle))/\text{FAIL} \]
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Comments

(9)-(13) These rules define the simple sequence patterns ... and $\langle[\text{baspatseq}]\rangle$.

The results of a successful pattern matching are the environment and a triple $(w_1, w_2, w_3)$ of consecutive sub-sequences of $w$, which is interpreted as follows: $w_2$ is the sub-sequence of $w$ that matched the pattern, $w_1$ is the sub-sequence on the left of $w_2$, and $w_3$ is the sub-sequence on the right of $w_2$, such that $w = w_1 \sim w_2 \sim w_3$. The three sub-sequences are necessary in the definition of the interval patterns.

(12) If the first attempt to match the spat fails, then the matching is moved to one element to the left on the original sequence.

Interval Patterns

In the following rules we use $p$ (with indexes) ranging over spat in order to simplify the presentation.

\[
\begin{align*}
E, w \vdash p_4 & \Rightarrow \text{FAIL} \\
\frac{E, w \vdash \iota(p_1, p_2, p_3, p_4, p_5) \Rightarrow \text{FAIL}}{}
\end{align*}
\]

\[
\begin{align*}
E, w \vdash p_4 & \Rightarrow (E_1, (w_1, w_2, w_3)) \\
E \oplus E_1, w_1 \vdash p_2 & \Rightarrow \text{FAIL} \\
\frac{E, w \vdash \iota(p_1, p_2, p_3, p_4, p_5) \Rightarrow \text{FAIL}}{}
\end{align*}
\]

\[
\begin{align*}
E, w \vdash p_4 & \Rightarrow (E_1, (w_1, w_2, w_3)) \\
E \oplus E_1, w_1 \vdash p_2 & \Rightarrow (E_2, (w_4, w_5, w_6)) \\
E \oplus E_1 \oplus E_2, w_3 \vdash p_5 & \Rightarrow \text{FAIL} \\
\frac{E, w \vdash \iota(p_1, p_2, p_3, p_4, p_5) \Rightarrow \text{FAIL}}{}
\end{align*}
\]
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\[ E, w \vdash p_4 \Rightarrow (E_1, (w_1, w_2, w_3)) \]
\[ E \oplus E_1, w_1 \vdash p_2 \Rightarrow (E_2, (w_4, w_5, w_6)) \]
\[ E \oplus E_1 \oplus E_2, w_3 \vdash p_5 \Rightarrow (E_3, (w_7, w_8, w_9)) \]
\[ E \oplus E_1 \oplus E_2 \oplus E_3, w_6 \vdash p_3 \Rightarrow \text{FAIL} \]
\[ E, w \vdash \iota(p_1, p_2, p_3, p_4, p_5) \Rightarrow \text{FAIL} \]

\[ E, w \vdash p_4 \Rightarrow (E_1, (w_1, w_2, w_3)) \]
\[ E \oplus E_1, w_1 \vdash p_2 \Rightarrow (E_2, (w_4, w_5, w_6)) \]
\[ E \oplus E_1 \oplus E_2, w_3 \vdash p_5 \Rightarrow (E_3, (w_7, w_8, w_9)) \]
\[ E \oplus E_1 \oplus E_2 \oplus E_3, w_6 \vdash p_3 \Rightarrow (E_4, (w_{10}, w_{11}, w_{12})) \]
\[ E \oplus E_1 \oplus E_2 \oplus E_3 \oplus E_4, w_4 \vdash p_4 \Rightarrow (E_5, (w_{13}, w_{14}, w_{15}))/\text{FAIL} \]
\[ E, w \vdash \iota(p_1, p_2, p_3, p_4, p_3) \Rightarrow (E_1 \oplus E_2 \oplus E_3 \oplus E_4 \oplus E_5, (w_{13}, w_{14} \sim w_{15} \sim w_5 \sim w_6 \sim w_2 \sim w_7 \sim w_8, w_9))/\text{FAIL} \]

Comments

(14)–(18) These rules define the interval patterns. This definition guarantees that the pattern matching is deterministic because it forces the patterns to be tried in a fixed order. In the rules, this order is given by the input/output relation on the premisses, as defined in Section 5.4 by the relation \(-<\).

(14) The pattern matching must start from the pattern \(p_4\). If the matching of \(p_4\) fails then the whole matching fails.

(15) Once the matching of \(p_4\) is fixed and results in \((w_1, w_2, w_3)\) then \(p_2\) is tried on \(w_1\). If the matching of \(p_2\) fails the whole matching fails. Notice that when this happens there is no attempt to try the matching of \(p_4\) again.

(18) This rules describes the successful matching. Once the matching of \(p_2\) and \(p_4\) are fixed, the order in which the other patterns are tried is not important, since \(w_3, w_4,\) and \(w_6\) are fixed. The environment resulting from the
matching is the union of the evaluation resulting from each sub-matching. The resulting triple of sub-sequences is better understood by referring to Figure 3.

Balanced Interval Patterns

\[
E, w \vdash p_4 \Rightarrow \text{FAIL} \\
E, w \vdash \beta(p_1, p_2, p_3, p_4) \Rightarrow \text{FAIL} \tag{19}
\]

\[
E, w \vdash p_4 \Rightarrow (E_1, (w_1, w_2, w_3)) \\
E, \epsilon \cdot E_1, w_1 \vdash_B p_2, p_4 \Rightarrow (E_2, (w_4, w_5, w_6)) \\
E \oplus E_1 \oplus E_2, w_3 \vdash p_5 \Rightarrow \text{FAIL} \\
E, w \vdash \beta(p_1, p_2, p_3, p_4, p_5) \Rightarrow \text{FAIL} \tag{20}
\]

\[
E, w \vdash p_4 \Rightarrow (E_1, (w_1, w_2, w_3)) \\
E, \epsilon \cdot E_1, w_1 \vdash_B p_2, p_4 \Rightarrow (E_2, (w_4, w_5, w_6)) \\
E \oplus E_1 \oplus E_2, w_3 \vdash p_5 \Rightarrow (E_3, (w_7, w_8, w_9)) \\
E \oplus E_1 \oplus E_2 \oplus E_3, w_6 \vdash p_3 \Rightarrow \text{FAIL} \\
E, w \vdash \beta(p_1, p_2, p_3, p_4, p_5) \Rightarrow \text{FAIL} \tag{21}
\]

\[
E, w \vdash p_4 \Rightarrow (E_1, (w_1, w_2, w_3)) \\
E, \epsilon \cdot E_1, w_1 \vdash_B p_2, p_4 \Rightarrow (E_2, (w_4, w_5, w_6)) \\
E \oplus E_1 \oplus E_2, w_3 \vdash p_5 \Rightarrow (E_3, (w_7, w_8, w_9)) \\
E \oplus E_1 \oplus E_2 \oplus E_3 \oplus E_4, w_6 \vdash p_3 \Rightarrow (E_4, (w_{10}, w_{11}, w_{12})) \\
E \oplus E_1 \oplus E_2 \oplus E_3 \oplus E_4, w_4 \vdash p_1 \Rightarrow (E_5, (w_{13}, w_{14}, w_{15})) / \text{FAIL} \\
E, w \vdash \beta(p_1, p_2, p_3, p_4, p_5) \Rightarrow (E_1 \oplus E_2 \oplus E_3 \oplus E_4 \oplus E_5, (w_{13}, w_{14}^- w_{15}^- w_5^- w_6^- w_2^- w_7^- w_8, w_9)) / \text{FAIL} \tag{22}
\]
Comment

(14)–(18) These rules define the matching of balanced interval patterns. The major difference between these rules and those for the interval patterns is that the matching of $p_2$ on $w_1$ is defined by rules (24)–(27) which check if the sequence $w_1$ is balanced with respect to $p_2$ and $p_4$.

Balanced Matching

\[
E, ES, w \vdash_B \text{spat}_1, \text{spat}_2 \Rightarrow (E', (w_1, w_2, w_3))/\text{FAIL}
\]

\[
\frac{ES \neq \varepsilon}{E, ES, (\varepsilon) \vdash_B \text{spat}_1, \text{spat}_2 \Rightarrow \text{FAIL}} \tag{24}
\]

\[
E, w \circ v \vdash \text{spat}_2 \Rightarrow \text{FAIL}
\]

\[
\frac{E \oplus E', w \circ v \vdash \text{spat}_1 \Rightarrow (E'', (w_1, w_2, w_3))}{E, E \bullet E', w \circ v \vdash_B \text{spat}_1, \text{spat}_2 \Rightarrow (E'', (w_1, w_2, w_3))/\text{FAIL}} \tag{25}
\]

\[
\frac{ES \neq \varepsilon \quad E, w \circ v \vdash \text{spat}_2 \Rightarrow \text{FAIL}}{E \oplus E', w \circ v \vdash \text{spat}_1 \Rightarrow (E'', (w_1, w_2, w_3))}
\]

\[
\frac{E, ES, w_1 \vdash_B \text{spat}_1, \text{spat}_2 \Rightarrow (E'''', (w_4, w_5, w_6))/\text{FAIL}}{E, ES \bullet E', w \circ v \vdash_B \text{spat}_1, \text{spat}_2 \Rightarrow (E'''', (w_4, w_5, w_6, w_2\sim w_3))/\text{FAIL}} \tag{26}
\]

\[
\frac{E \oplus E', w \circ v \vdash \text{spat}_2 \Rightarrow (E'', (w_1, w_2, w_3))}{E, ES \bullet E' \bullet E''', w_1 \vdash_B \text{spat}_1, \text{spat}_2 \Rightarrow (E'''', (w_4, w_5, w_6))/\text{FAIL}}
\]

\[
\frac{E, ES \bullet E', w \circ v, \vdash_B \text{spat}_1, \text{spat}_2 \Rightarrow (E'''', (w_4, w_5, w_6, w_2\sim w_3))/\text{FAIL}}{E, ES \bullet E', w \circ v, \vdash_B \text{spat}_1, \text{spat}_2 \Rightarrow (E'''', (w_4, w_5, w_6, w_2\sim w_3))/\text{FAIL}} \tag{27}
\]

Comments

(24)–(27) These rules define the matching of $\text{spat}_1$ on $w$ with the extra-condition that the matching is balanced with respect to $\text{spat}_2$ in the usual sense of balanced bracketing. For this definition we use a stack to keep the environments resulting from the matchings of $\text{spat}_2$. This stack is necessary because the matching of $\text{spat}_1$ must be done on the environment resulting from the matching of a corresponding $\text{spat}_2$. 
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(25) If \textit{spat}_1 matches successfully and the environment stack has only one element then the matching is balanced and the overall matching succeeds.

(26) If \textit{spat}_1 matches successfully but the stack has more than one element then the top of the stack is removed and the matching continues with the new stack.

(27) If \textit{spat}_2 matches successfully then the environment resulting from its matching is pushed on the stack and the matching for the corresponding \textit{spat}_1 is attempted.

A.4 Summary and Conclusions

In this appendix, we defined the semantics of DSL. We presented the syntax of sequence patterns and the Relational Rules for the dynamic semantics of the pattern matching. We did not define the syntax and semantics of the basic values and basic patterns. These definitions depend on the application in which DSL is used. We informally discussed the definition of the basic values for the application of DSL in the specification of debuggers based on a Relational Specification.

An actual implementation of DSL could be achieved by adding sequence patterns to an existing functional language. In particular, we believe that it is simple to include these patterns in the ML language [HMT89]. The implications of adding sequence patterns to ML would have to be studied.