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Abstract

The self-sustained oscillation of a brass wind musical instrument involves a complex aerodynamic coupling between a multimode mechanical vibratory system (the lips of the player) and a multimode acoustical vibratory system (the air column of the instrument). In this thesis the behaviour of the coupled system near the threshold of oscillation is investigated using a simplified model in which a single mechanical lip mode is coupled to a single mode of the acoustical resonator by air flow through the lips. The theoretical threshold behaviour is compared with the measured threshold behaviour of a trombone sounded by an artificial lip reed mechanism. Comparability between theory and experiment is ensured by using model parameter values derived from mechanical response measurements on the artificial lips and input impedance measurements on the trombone.

The mechanical response measurements can be used to classify mechanical modes of the artificial lips unambiguously as either “inward striking” or “outward striking”. Each of the embouchures considered is found to have at least one mechanical mode of each category. The experimentally observed threshold frequencies of the coupled system suggest a behaviour which passes smoothly from “inward striking” to “outward striking” character as the trombone slide is extended or the embouchure parameters changed. It seems unlikely that this type of behaviour can be explained using a lip model with only a single degree of freedom.

After a discussion of the theory of laser Doppler anemometry (LDA), the technique is applied to the problem of measuring the instantaneous acoustic particle velocity within a standing wave pipe driven by a loudspeaker. The resulting Doppler signals display quasi-periodic amplitude modulation with a fundamental frequency equal to the frequency of the acoustic field. The phenomenon of amplitude modulation is investigated in some detail.

Two different methods of analysing Doppler signals are compared: the digital Hilbert transform and the Disa analogue frequency tracker; the analogue tracker is found to offer the greater signal-to-noise ratio and dynamic range. Experiments are carried out to establish how phase errors introduced by the analogue tracker can be minimised.

Velocity measurements extracted from Doppler signals using the analogue tracker are compared with the velocity deduced by applying basic theory to probe microphone pressure measurements. It is found that the acoustic particle velocity amplitude can be measured accurately over the entire frequency range considered, and the phase of the acoustic particle velocity also agrees well with theory, but not at low frequencies. LDA is successfully applied to the measurement of multi-harmonic sound fields. The technique of ensemble averaging velocity signals is shown to be particularly useful.

LDA is used to measure the velocity in the backbore of a specially designed transparent mouthpiece, driven by the artificial lip reed. Although significant levels of turbulence are encountered, it is shown that acoustic components can still be clearly distinguished in frequency domain representations of the measured velocity. However LDA measurements in the mouthpiece are restricted to conditions where the acoustic particle velocity amplitude and the turbulent intensity are sufficiently low to ensure that the bandwidth of the Doppler signal is less than the bandwidth of the apparatus used to capture or process the Doppler signal.

LDA measurements in brass instrument mouthpieces should provide a better understanding of the air flow into the mouthpiece and may lead to an improved model for self-sustained oscillation of the coupled system which more accurately describes the air flow.
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Chapter 1

Introduction

1.1 General Introduction to Brass Instrument Acoustics

Sound production in the brass wind musical instrument family is a result of self-sustained lip oscillation. The mechanical oscillator (the lips of the player), acts as a valve which modulates the air flow into the instrument. The destabilization of the mechanical element is the result of a complex aeroelastic coupling between (1) the lips, (2) the air flow entering the instrument due to the static overpressure in the mouth of the musician, and (3) the resonant acoustic field in the instrument itself. The phenomenon thus belongs to the class of flow-induced vibrations which has been extensively studied both theoretically and experimentally (see for example Blevins [8]).

Any global model of brass instrument behaviour must consider each of the three elements listed above, i.e the lips, the air flow entering the instrument and the instrument itself (the acoustic resonator). The acoustical behaviour of the mouthpiece and air column of a brass instrument has been extensively studied, with convincing theoretical and experimental results [6] [17] [35] [75]; in comparison, understanding of the behaviour of the buzzing lips and the air flow into the instrument is less advanced.
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The first global study modeling the behaviour of a 'simplified' player coupled to a brass instrument was proposed by Elliot and Bowsher [34]. They modelled the lips by one mode of flexural vibration; the description 'one mass motion' or 'one mass model' recalls the single mechanical degree of freedom of this model. Applying the small oscillation hypothesis, they compared experimental measurements obtained using a trombone player with behaviour predicted by their theory. Their pioneering work, which has already been extensively discussed by Campbell and Greated [16], provides the foundation for much of this thesis.

Some published observations of lip oscillations [4] [7] [20] [65] show that the one mass model is not sufficient to describe the lip vibration and a more complex model, analogous to the two mass-model developed for the human vocal folds, must be adopted. However, convincing time-domain simulations based on simple one mass models have been developed [1] [27] [77] [83]. A large portion of the dynamic behaviour of real instruments is already described by these simplified models, which give very realistic sound synthesis. To further improve the synthesis, large amplitude effects such as lip collisions must be taken into account. In addition, for rasping sounds, nonlinear acoustic propagation in the instrument must be considered [44] [54] [69].

Following the pioneering work of Helmholtz [51] and Bouasse [10], several theoretical and experimental studies have been carried out on the oscillation threshold behaviour of a basic one-mass model coupled with acoustical resonators. Wind instruments are separated into two categories: the 'inward striking reeds' (the valve closes as the supply pressure increases) and the 'outward striking reeds' (the valve opens as the supply pressure increases). These two categories have very distinct vibrational and acoustical behaviour [37] [38] [79]. From frequency measurements the reed can be classified as 'inward striking' if the threshold playing frequency is
lower than both the mechanical and acoustical resonance frequencies or ‘outward striking’ if the threshold playing frequency is greater than both the mechanical and acoustical resonance frequencies. It has been clearly established that single reed wind instruments exhibit ‘inward striking’ behaviour [5] [23] [72] [97] [98]. However experimental studies to categorize the lip reed in brass instrument excitation have not produced any definitive conclusions [19] [44] [79] [99].

As pointed out by Elliot and Bowsher [34], one major obstacle in achieving a comprehensive study of the the sound produced by brass instruments is the number of lip and instrument parameters which can influence the sound and the considerable range of values which some of these parameters can take. In order to avoid the major difficulty of experimental study on human vibrating lips Gilbert and Petiot [43] developed an artificial mouth with artificial buzzing lips in which the ‘embouchure’ is controlled by only a small number of parameters. Gilbert, Ponthus and Petiot [44] used this apparatus to obtain preliminary measurements of the mechanical response of the artificial lips, allowing the estimation of several lip parameters. Vergez and Rodet used an artificial mouth to investigate how the area between the lips evolves over an acoustic cycle [92] [93].

In modeling the air flow into the instrument several assumptions are usually made: for example, that the air flow is quasi-stationary, incompressible and frictionless. It is usual to assume that volume flow is conserved as the air passes from the lip channel into the instrument mouthpiece. However, there has been no experimental verification that these assumptions are valid. In fact, with the exception of Elliot and Bowsher’s [34] preliminary hot-wire anemometry¹ measurements in the throat of trombone and trumpet mouthpieces, it appears that no attempt has been made to measure the air flow velocity in brass instruments.

¹see section 4.2.1
under playing conditions. Presumably there is an absence of published material in such a crucial area of research only because of the great technical difficulty involved in performing the measurements. One aim of this thesis is to investigate the feasibility of measuring the air flow velocity in brass instruments, under playing conditions, using laser Doppler anemometry (LDA).

1.2 General Introduction to Laser Doppler Anemometry

Laser Doppler anemometry is an established point measuring technique in the area of fluid mechanics where it has been used in the measurement of laminar and turbulent flows in liquids and gases [30] [31]. Several researchers have applied LDA to the measurement of acoustic particle velocity amplitude and acoustic frequency [81] [84]. Recently studies have been published of LDA measurement of instantaneous acoustic particle velocity in water [50] and in air [53] [62].

In this study all measurements will be carried out using real fringe LDA. In such a system interference fringes are formed at the intersection of two laser beams. Micro-particles suspended in the flow scatter light into a photodetector as they move across the ellipsoidal fringe volume defined by the interference region. Rather than relying on natural micro-particles suspended in the fluid, such as dust particles, artificial neutrally buoyant seeding particles are introduced to increase the intensity at the detector surface. As seeding particles cross the fringes the intensity of the scattered light oscillates with a frequency proportional to the seeding particle velocity. If the particles oscillate under the influence of an acoustic field, the photodetector signal takes the form of a frequency modulated wave with modulation frequency equal to the fundamental acoustic frequency. The high pass filtered photodetector signal, known as the Doppler signal, can be
processed using analogue or digital techniques to yield the particle velocity.

1.3 Aim and Contents of Thesis

The aims of the present study are to:

1. develop an improved artificial lip reed mechanism.

2. develop apparatus and software for automatically measuring the mechanical response of artificial lips over an appropriate frequency range and to use this arrangement to systematically measure the mechanical response with a variety of different embouchures and other conditions.

3. develop software which models the oscillation threshold behaviour of a trombone by applying linear stability analysis to a one mass model of the lips.

4. measure the oscillation threshold behaviour of a trombone driven by the artificial mouth, with several different embouchures and several different acoustical conditions, and to compare the measured behaviour with that predicted by the above computational model.

5. investigate different techniques for processing Doppler signals, writing new software as required.

6. investigate different methods of seeding the flow.

7. verify that a particular LDA system correctly measures instantaneous acoustic particle velocity by performing LDA measurements in mono-frequency and multi-frequency standing waves and comparing results with the velocity predicted by applying basic acoustic theory to pressure measurements.
8. assess the feasibility of applying LDA to the measurement of air flow velocity inside a trombone mouthpiece when the trombone is excited using an artificial lip reed mechanism.

The present study is in three distinct parts. Chapters 2 and 3, which form the first part, are concerned with the sound generation of brass instruments at the threshold of oscillation. Chapters 4, 5 and 6, which form the second part, investigate how LDA may be used to measure acoustic particle velocity. Chapter 7 is the third part of the study. This part unifies the earlier parts by investigating the feasibility of using LDA in the field of brass instrument acoustics.

In chapter 2 a simplified physical model of the lips and air flow is derived. The theory of linear stability analysis is reviewed and illustrated using classic examples before the theory is applied to the physical model of the lips. The model is used to investigate eigenvalue evolution as a function of static mouth pressure. The variation of threshold pressure and frequency as a function of various acoustical and mechanical parameters is also studied using the model. The theoretical discussion makes use of experimental results to be presented in full in chapter 3.

Chapter 3 begins with a description of the experimental arrangements and procedures used to measure input impedance, mechanical response of the artificial lips, and oscillation threshold behaviour. Mechanical response measurements are then presented for a range of static mouth pressures from zero (no aeroelastic coupling) to a value slightly below the oscillation threshold. Finally threshold measurements performed using a trombone coupled to artificial lips are compared to threshold behaviour predicted by the model.

Chapter 4 contains a detailed discussion of the basic theory behind LDA. Laminar and turbulent flows are considered in addition to sound fields.
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Chapter 5 introduces the general method and procedures used in the LDA validation experiments. The experimental arrangement of the LDA system is first described and the signal-to-noise ratio of the LDA system is considered. Two particular methods of analysing the Doppler signal are then discussed: the digital Hilbert transform and the Dantec analogue frequency tracker; measurements of the phase lag of the analogue tracker are presented. Finally, the microphone calibration procedures are discussed.

The measurements presented in chapter 6 demonstrate that LDA can be used to successfully measure instantaneous acoustic particle velocity. The measurements also indicate the limitations of the technique. The chapter first considers the problem of periodic amplitude modulation of the Doppler signal. Periodic amplitude modulation was often found to occur when measurements were made in acoustic sound fields. Additional LDA velocity measurements in mono-frequency sound fields are used to assess the relative merits of the digital Hilbert transform and analogue frequency tracker methods, and also to estimate the dynamic range of the measuring technique. Measurements in multi-harmonic sound fields are then presented. Finally, simultaneous LDA and probe microphone measurements are used to measure the acoustical impedance of a cylindrical pipe as a function of frequency. These measurements are compared with the theoretical acoustic impedance.

Chapter 7 investigates the feasibility of applying LDA to brass instrument acoustics. The chapter introduces acoustic impedance measurements of the artificial mouth, measured using LDA, and uses the impedance measurements to discuss the possible influence of the mouth cavity. LDA is then used to measure high mean flow velocities within a pipe, in preparation for measurements in brass instruments. Finally, preliminary LDA measurements are presented of the
velocity inside a specially designed transparent trombone mouthpiece when the trombone is excited by the artificial lip reed mechanism. In this case there is a significant mean flow velocity in addition to the acoustic particle velocity.

The thesis concludes with chapter 8 which summarises the findings of this work and suggests areas which could be investigated in the future.
Chapter 2

Theory of Lip Reed Modeling

2.1 Introduction

As researchers have attempted to improve the sound synthesis of brass instruments their lip reed models have become increasingly complex [1] [27] [36] [92]. Whilst such models can provide very impressive sound synthesis it is still not yet clear if such models accurately represent the true motion of the lips and their interaction with the air column. The study of threshold pressure and frequency can provide an indication of how successfully the models emulate the physical behaviour of the lips. In chapters 2 and 3 the threshold behaviour of a trombone, driven by the artificial lip reed mechanism, will be compared to the threshold behaviour predicted by a lip reed model. In this initial study of threshold behaviour in brass instruments it seems appropriate to adopt a relatively simple model.

Section 2.2 introduces the basic one-mass model, a simplified physical model for a brass instrument coupled to lips by air flow. In this model lips and air column are each represented in the time domain by a second order harmonic oscillator and the oscillators are coupled by air flow. The theory of linear stability analysis is briefly reviewed in section 2.3; some classic results in the theory of elastic stability are presented, including the flutter effect. In section 2.4.1 the equations which define the one-mass model are linearized and then linear stability analysis
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is applied to the linearized equations in section 2.4.2.

The theoretical results presented here are not based on new theoretical insight: one mass models of the lips have previously been proposed by several other researchers and, for woodwind instruments, theoretical investigations of threshold values have also been carried out. However the linear stability analysis representation provides an interesting comparison between 'flow induced vibrations' in two aerodynamically coupled mechanical oscillators, and acoustic oscillations in the case of one acoustical oscillator aerodynamically coupled to one mechanical oscillator.

2.2 Brass Instruments Coupled to Lips by Air Flow: The One-Mass Model

The lips are flexible, continuous structures submitted to aerodynamic forces depending on the pressure field around them (see figure 2.1a). In this study the lip motion is approximated by a 'one-mass model': each lip is allowed to oscillate with a 1-dimensional motion along an axis making an angle $\theta$ with the vertical axis (see figure 2.1b). This angle is determined by the aerodynamic forces acting on the lip. The pair of lips act as a valve, controlling the air flow into the mouthpiece. It is assumed that the flow control depends only on the vertical component of the motion of the lips, and that the longitudinal component of the lip motion does not generate a significant additional volume flow.

If it is assumed that the two lips are identical, and are placed symmetrically on the mouthpiece, then the dynamics of each lip can be represented by the simple second order oscillator equation

$$\frac{d^2 X}{dt^2} + \frac{\omega_L}{Q_L} \frac{dX}{dt} + \omega_L^2 X = \frac{F}{m} \tag{2.1}$$

where $X(t)$ is the instantaneous distance of each lip from the axis of symmetry
at time $t$. Each lip has natural (angular) frequency $\omega_L$, quality factor $Q_L$, mass $m$ and is acted on by a force with vertical component $F$. The dynamics of the entire system (lower lip plus upper lip) can be represented by a single second order oscillator (see figure 2.1b) described by the equation

$$\frac{d^2H}{dt^2} + \frac{\omega_L}{Q_L} \frac{dH}{dt} + \omega_L^2 H = \frac{F}{m_L}$$  \hspace{1cm} (2.2)$$

where $H(t) = 2X(t)$ is the instantaneous distance between the lips at time $t$ and the effective mass of the system is $m_L = m/2$.

The channel between the lips is assumed to have rectangular cross-section with width $b$. The flow through this channel is assumed to be quasi-stationary, frictionless and incompressible; therefore the velocity field in the lip channel is uniform and has magnitude $U_L$, determined by the Bernoulli relation

$$P_m = P_L + \frac{1}{2} \rho U_L^2$$  \hspace{1cm} (2.3)$$
where $P_m$ is the instantaneous overpressure in the mouth (i.e. the pressure in excess of atmospheric pressure) and $P_L$ is the instantaneous overpressure in the lip channel. The velocity in the mouth is not included in equation 2.3 because the large cross-sectional area of the mouth relative to the area of the lip channel implies that the velocity in the mouth is negligible.

It is assumed that the air flow separates precisely at the exit of the lip channel, forming a thin jet. The velocity of this jet is equal to the velocity in the lip channel; therefore the pressure at the exit of the lip channel is equal to the pressure in the lip channel. After the jet has travelled a short distance it rapidly expands, producing a region of turbulent mixing. Downstream of this region the velocity field can be considered uniform across the entire cross-section of the mouthpiece. Although the velocity decreases as the flow expands, the turbulent dissipation of kinetic energy implies that there will be no pressure recovery across the turbulent region. The pressure in the lip channel, $P_L$, can therefore be considered to be equal to the pressure at the input of the instrument mouthpiece, $P$.

The overpressure in the mouth, $P_m$, subsequently referred to as static overpressure, can be written as the sum of the mean (time averaged) value of $P_m$, $\bar{P_m}$, and the alternating component of $P_m$, $p_m$. In fact generally in chapters 2 and 3 upper case letters with an overbar denote time averaged values and lower case letters denote alternating components. The alternating pressure in the mouth, $p_m$, is assumed to be negligible relative to the alternating pressure in the mouthpiece, $p$, which is equivalent to assuming that the input impedance of the mouth cavity is zero. In this case $P_m \approx \bar{P_m}$.

In the current model it is assumed that the static overpressure in the mouthpiece, $\bar{P}$, is negligible relative to the static overpressure in the mouth, $\bar{P_m}$, and therefore $P_L \approx P \approx p$. This assumption has been questioned [96] for the anal-
ogous case of a double woodwind reed. In that case the cross-sectional area of
the reed opening can exceed that of the neck of the reed, and it seems likely
that the pressure drop through the neck would then be of the same order as
that across the reed opening. A similar situation could arise in the case of a
loudly blown note on a brass instrument, for which the lip opening area could be
comparable to the mouthpiece throat. The present study was confined to near-
threshold oscillations, for which the lip opening area was considerably smaller
than the mouthpiece throat diameter, and the pressure gradient in the throat
was neglected.

The pressure field assumed in the model can be summarised as follows: the
internal faces of the lips are subjected to a purely static pressure, $P_m$, whereas the
channel and external faces are subjected to the purely alternating input mouth-
piece pressure, $p$. By applying this simplified pressure field, equation 2.3 may be
expressed in the form

$$P_m = p + \frac{1}{2}\rho(UL + u_L)^2$$ (2.4)

where $UL$ is the mean velocity in the lip channel and $u_L$ is the alternating velocity
in the lip channel.

Conservation of volume flow implies that, at each instant in time, the volume
flow at the entrance to the mouthpiece, $V$, is equal to the volume flow through
the lip channel:

$$\overline{V} + v = b(\overline{H} + h)(UL + u_L)$$ (2.5)

where $\overline{V}$ and $\overline{H}$ are the mean values of $V$ and $H$, respectively and $v$ and $h$ denote
small fluctuations in $V$ and $H$, respectively, about their mean values.

The total aerodynamic force, $F$, acting on the lips is often separated into
two forces, $F_D$ and $F_B$, which have opposite effects on the aperture. One of the
forces is proportional to the pressure difference between mouth and mouthpiece
\[ i.e. \quad F_D/m_L = (P_m - p)/\mu_D, \]
where \( \mu_D \) is equal to \( m_L \) divided by the area of
the internal face of the lip system (see figure 2.1b); the force implies an 'outward
striking behaviour', because an increase in the overpressure in the mouth tends
to make the lips move outwards, into the mouthpiece. Of course the lips can
also strike outwards in response to a decrease in the mouthpiece pressure, \( p \).

The second force is proportional to the pressure in the lip channel, \( i.e. \)
\[ F_B/m_L = p/\mu_B \]
where \( \mu_B \) is equal to \( m_L \) divided by the area of the channel face of the lip system
(see figure 2.1b). This force implies an 'inward striking reed behaviour': in direct
contrast to the \( F_D \) force, a decrease in the mouthpiece pressure \( p \) results in an
identical decrease in the lip channel pressure which causes the lip to move inwards,
narrowing the lip channel. In musical acoustic literature \( F_B \) is often named the
'Bernoulli force'. From the above discussion it is clear that the total alternating
force per unit mass exerted on the lips is equal to \( p(1/\mu_B - 1/\mu_D) \). Substituting
this expression for the right hand side of equation 2.2, and replacing \( H \) with
the alternating component of lip separation, \( h \), yields the following expression
describing the dynamics of the lip motion:

\[ \frac{d^2 h}{dt^2} + \frac{\omega_L}{Q_L} \frac{dh}{dt} + \omega_B^2 h = \left( \frac{1}{\mu_B} - \frac{1}{\mu_D} \right) p. \]  

A suitably simplified mathematical model of the acoustic oscillation of the air
column is also required. It is common practice in musical acoustics to quantify
the response of an instrument air column to different frequencies of excitation by
measuring the input impedance of the instrument. The acoustic input impedance
of a brass instrument is defined as

\[ Z(\omega) = \frac{p(\omega)}{v(\omega)} \]  

where \( p(\omega) \) and \( v(\omega) \) are the complex pressure and velocity amplitudes, respec-
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tively, at the input end of the mouthpiece. A typical input impedance curve for a trombone is shown in figure 3.1; each of the air column resonances is represented by a well defined peak. In the present study of near-threshold coupled oscillations of the lip-air column system, it is assumed that only a single air column mode participates significantly in a given oscillation regime of the coupled system. If this air column mode has resonance frequency $\omega_A$, peak impedance $Z_A$, and quality factor $Q_A$, the input impedance in the frequency region close to $\omega_A$ can be represented approximately by the equation

$$Z(\omega) = \frac{Z_A}{1 + \frac{Q_A(\omega^2 - \omega_A^2)}{\omega A}}.$$

(see Chang [18], equation 3). Equation 2.8 forms the basis of a curve fitting routine used in the present study to extract acoustical parameters from input impedance measurements; the equation will be discussed again in chapter 3.

To incorporate the acoustic resonance into the coupled oscillators formalism the equivalent time domain representation of equation 2.8 is required:

$$\frac{d^2 \psi}{dt^2} + \frac{\omega_A}{Q_A} \frac{d\psi}{dt} + \omega_A^2 \psi = \left( \frac{Z_A \omega_A}{Q_A} \right) v$$

(2.9)

where $d\psi/dt = p$.

Equations 2.4, 2.5, 2.6 and 2.9 form a simple one-mass model. Equation 2.6 describes the mechanical oscillator while equation 2.9 describes one mode of the acoustical oscillator. The oscillators are coupled by the air flow through the lips, which is described by equations 2.4 and 2.5.

Many supplementary non-stationary terms neglected here are suggested in the literature, representing, for example, a secondary volume source due to the motion of the lips, the inertial effect of air in the channel and a moving point of flow separation in the neck of the lip channel. The effect of each of these terms can easily be estimated theoretically but it is difficult to choose realistic values.
for the parameters involved. In the crude model defined above, as there is no a priori evidence that either of the forces $F_D$ or $F_B$ is dominant, the assignment of the lip reed to one of the pressure controlled valve categories initially defined by Helmholtz is not obvious. This problem has been discussed at length in several papers [19] [37] [38] [44] [79] [99] and will be revisited in chapter 3.

2.3 General Introduction to Linear Stability Analysis

Solving problems of vibrations and stability almost inevitably involves solving eigenvalue problems [87]. Many systems with two coupled modes can be modelled by linearizing equations for the system about a ‘fixed point’ and then writing the linearized equations in the general form

$$\frac{dx}{dt} = Mx$$  \hspace{1cm} (2.10)

where $x$, the vector transpose of $(x_1, x_2, \dot{x}_1, \dot{x}_2)$, describes the state of the system and

$$M = \begin{bmatrix} 0 & I \\ -K & -C \end{bmatrix},$$  \hspace{1cm} (2.11)

where the $2 \times 2$ matrices 0, I, K and C are the zero, identity, ‘stiffness’ and ‘damping’ matrices respectively [87].

There are in general four solutions to equation 2.10, each taking the form

$$x = we^{\lambda t}$$  \hspace{1cm} (2.12)

where $w$ is a four dimensional vector and $\lambda$ is a complex valued constant. The system is unstable when the real part of $\lambda$ is greater than zero. Substitution of equation 2.12 into equation 2.10 yields the eigenvalue problem

$$(M - \lambda I)w = 0$$  \hspace{1cm} (2.13)
Figure 2.2: Complex plane representation of eigenvalue evolution as a function of control parameter $\alpha$ (adapted from Bolotin [9]). The dotted lines illustrate an example of the eigenvalues for a system of two coupled oscillators without damping, while the solid lines illustrate the same system with damping. Filled circles represent eigenvalues evaluated at $\alpha = 0$; unfilled circles represent Hopf bifurcations at $\alpha = \alpha_t$.

for the eigenvalues $\lambda_n$ and eigenvectors $w_n$, $n = 1$ to $4$. The eigenvalues can be found by solving the equation

$$|M - \lambda I| = 0.$$  \hspace{1cm} (2.14)

Figure 2.2 demonstrates how the eigenvalues can evolve as a function of a control parameter, $\alpha$. For the case illustrated, the four eigenvalues are in the form of two complex conjugate pairs but only the eigenvalues with positive imaginary parts are displayed in the figure. Linear stability is preserved provided the real parts of all eigenvalues remain negative but the system becomes unstable when the real part of one of the complex eigenvalue pairs becomes positive. A bifurcation is said to occur when there is a marked qualitative change in the system behaviour [87]. A Hopf bifurcation, which creates periodic oscillations out of equilibria, occurs when one pair of eigenvalues has purely imaginary parts,
\( \lambda = \pm j\omega_t \), while the other pair of eigenvalues has negative real parts. Provided the eigenvalue pair does not cross the imaginary axis at the origin, an imaginary axis crossing is accompanied by a Hopf bifurcation, indicating loss of stability and transition to a periodic regime. The threshold (angular) frequency of oscillation is the magnitude of the imaginary axis intercept, \( \omega_t \), and the threshold value of the control parameter, \( \alpha_t \), is the value of the control parameter \( \alpha \) at the imaginary axis.

When the fixed point is destabilized and a permanent oscillatory regime is sustained the state variables oscillate with a finite amplitude. The equations describing the system cannot be applied in their linearized form to this situation; information about the permanent oscillatory regimes can only be extracted using the equations in their original nonlinear form. However it is reasonable to assume that the theoretical threshold frequency is approximately equal to the fundamental frequency of a very small amplitude quasi-sinusoidal oscillation.

Holmes [56] carried out extensive stability and dynamical studies applied to a fourth order dynamical system representing a coupled two mode model of a pipe conveying fluid. In Holmes’ paper, two different generic kinds of instability are defined: flutter and divergence. In both cases the instability develops rapidly as a function of time initially, but soon settles down into a steady state. In the case of flutter the state variables oscillate, initially with continuously increasing amplitude, but after a short time the amplitude of the oscillation becomes constant. The name flutter recalls the motion of a flag fluttering in the wind. In the case of divergence there is initially a rapid and continuous change in the state variables, but after a short time they assume constant values, different form their pre-bifurcation values. Flutter is said to occur if the eigenvalues form complex conjugate pairs and at least one complex conjugate pair has positive real parts;
Figure 2.3: Imaginary and real parts of eigenvalues as a function of a control parameter, $\alpha$, which is characteristic of the flow. This figure demonstrates coalescence of eigenfrequencies (imaginary parts of eigenvalues), in the undamped case, because of the flow coupling effect. The introduction of structural damping lowers the threshold value of $\alpha$.

divergence occurs if at least one of the eigenvalues is purely real and positive.

One established example of the flutter effect in flow-induced vibrations is the destabilization of an aircraft wing. Some of the basic conclusions obtained from such aircraft wing studies are briefly reviewed here as they can be applied to the buzzing lips problem. Destabilization of the wings is a result of the flutter effect produced by aerodynamic coupling between two elastic modes; a bending mode and a torsional mode [76]. The flow coupling is modelled by a non-diagonal element in the ‘stiffness matrix’ which makes the matrix unsymmetric. The introduction of the coupling term causes the natural angular frequencies of the two modes (i.e. the magnitudes of the imaginary parts of the eigenvalues) to move towards each other as the air flow speed (the control parameter) increases. This coalescence effect is illustrated in figure 2.3 for the analogous case of two mechanical modes of the lips coupled by airflow. Rocard [76] pointed out that
destabilization does not require the intervention of ‘negative resistance’ to compensate for structural damping. In fact the destabilization resulting from the coalescence of the mode frequencies can be aided by structural damping, provided the damping remains small: in figure 2.3 $\alpha_t$ is lower in the damped case than in the undamped case.

The dual mechanical mode approach has already been used to model the vocal folds [57] [64] [74] and, in studies of snoring, has also been applied to the soft palate [3]. Subtle effects in the model can have significant consequences on the flutter behaviour, defining which of the two mechanical modes is destabilized. For example, in Auregan and Depollier’s [3] snoring model the first mechanical mode is destabilized if flow induced damping is neglected, but the second mechanical mode is destabilized if the flow induced damping resulting from non-stationary flow around the soft palate is included.

2.4 The One-Mass Model Revisited

2.4.1 Linearization

In order to carry out linear stability analysis on the one-mass model defined by equations 2.4, 2.5, 2.6 and 2.9 equations 2.4 and 2.5 must first be linearized about the lips’ equilibrium position; equations 2.6 and 2.9 are already linear. Equation 2.4 can be written in the form

$$\overline{P_m} = p + \frac{1}{2} \rho \overline{U_L^2} + \rho \overline{U_L u_L} + \frac{1}{2} \rho u_L^2.$$  \hspace{1cm} (2.15)

Linearization involves neglecting all terms which are not a linear function of an alternating variable ($h$, $\psi$, $p$, $u_L$ or $v$). Therefore to linearize equation 2.15 the terms $\overline{P_m}$ and $\rho \overline{U_L^2}/2$ must be removed because they do not contain an alternating variable, and the term $\rho u_L^2/2$ must be removed since it is a quadratic function of
an alternating variable. Thus the linearized Bernoulli relation is of the form

\[ 0 = p + \rho \bar{U}_L u_L. \quad (2.16) \]

Equation 2.5 may be linearized in a similar manner, producing the linearized volume flow equation

\[ v = b H u_L + b \bar{U}_L h. \quad (2.17) \]

The \( v \) variable in equation 2.9 can be eliminated by application of the linearized Bernoulli and volume flow equations (2.16 and 2.17 respectively). This leads to the following expression for two coupled second order oscillators as a function of \( h \) and \( \psi \)

\[ \frac{d^2}{dt^2} \begin{bmatrix} h \\ \psi \end{bmatrix} + C \frac{d}{dt} \begin{bmatrix} h \\ \psi \end{bmatrix} + K \begin{bmatrix} h \\ \psi \end{bmatrix} = 0 \quad (2.18) \]

where

\[ K = \begin{bmatrix} \omega_L^2 & 0 \\ -\left( \frac{Z_A \omega_A}{Q_A} \right) (b \bar{U}_L) & \omega_A^2 \end{bmatrix} \quad (2.19) \]

and

\[ C = \begin{bmatrix} \frac{\omega_L}{Q_A} & \frac{1}{\mu_D} & \frac{1}{\mu_B} \\ \frac{1}{\mu_B} & \frac{\omega_A}{Q_A} + \left( \frac{Z_A \omega_A}{Q_A} \right) \left( \frac{b H}{\rho \bar{U}_L} \right) \end{bmatrix}. \quad (2.20) \]

Equation 2.18 can be arranged into a set of 4 simultaneous first order ordinary differential equations [56] with matrix representation

\[ \frac{d}{dt} \begin{bmatrix} h \\ \psi \\ \frac{dh}{dt} \\ \frac{d\psi}{dt} \end{bmatrix} = \begin{bmatrix} 0 & I \\ -K & -C \end{bmatrix} \begin{bmatrix} h \\ \psi \\ \frac{dh}{dt} \\ \frac{d\psi}{dt} \end{bmatrix} \quad (2.21) \]

of the same form as equation 2.10.

The interaction of a reed and a resonant air column has been modelled by two coupled simple harmonic oscillators in several previous studies, but only Weinreich [95] and Chang [18] have used a 4 \( \times \) 4 matrix representation.
2.4.2 Application of Linear Stability Analysis

In this section linear stability analysis is applied to the excitation of brass instruments using the simplified model derived in section 2.2 and linearized in section 2.4.1. In this particular case the control parameter of the flow-induced vibrations is $P_m$ and the 'fixed point' is $H(P_m) = H(P_m), U_L(P_m) = U_L(P_m)$ and $P(P_m) = 0$.

It is interesting to note how the 'stiffness' and 'damping' matrices defined in equations 2.19 and 2.20 describe flow coupling. The inclusion of flow coupling in the model introduces non-zero terms for the bottom left element of the stiffness matrix, $K$, and the top right element of the damping matrix, $C$. The bottom right element of $C$ is also modified by the addition of a second flow induced damping term.

Linear stability analysis was performed on the simplified model by numerically solving the equations of the model (equations 2.19, 2.20 and 2.21) for the eigenvalues. The computer program 'matrix.c' was written to carry out the linear stability analysis. It is described in appendix C.1 and listed in appendix D. Each of the simulations presented in this chapter makes use of realistic parameters obtained from input impedance measurements on a trombone and dynamic and static mechanical response measurements (described in section 3.2). To simplify notation the parameter $1/\mu_L = (1/\mu_D - 1/\mu_B)$ is used. For a lip reed with dominant outward behaviour $1/\mu_L > 0$ but for a lip reed with dominant inward behaviour $1/\mu_L < 0$. For each case considered in this section $H_0 = 0.44\, mm$, $b = 11\, mm$ and the control parameter $P_m$ was varied between 0 and 100mbar; since $H$ depends on $P_m$, the subscript '0' has been added to $H$ to denote the value of $H$ when $P_m = 0$.

The eigenvalue evolution as a function of $P_m$ is displayed in figures 2.4 and 2.5.
Figure 2.4: Complex plane representation of eigenvalue evolution as a function of $P_m$ for four different sets of mechanical parameters. In each case $1/\mu_L = 0.09m^2Kg^{-1}$, $f_A = 230Hz$, $Q_A = 24$, and $Z_A = 20M\Omega$.

Figure 2.5: Complex plane representation of eigenvalue evolution as a function of $P_m$ for four different sets of acoustical parameters. In each case $Z_A = 20M\Omega$, $f_L = 205Hz$, $Q_L = 9$, and $1/\mu_L = 0.09m^2Kg^{-1}$.
for several different sets of mechanical and acoustical parameters. The two me­
chanical modes of the system discussed in section 2.3 can be characterised by
(angular) resonance frequencies \( \omega_1 \) and \( \omega_2 \) and quality factors \( Q_1 \) and \( Q_2 \). For
such systems, when \( \alpha = 0 \), the eigenvalues are equal to \(-\omega_1/(2Q_1) \pm j\omega_1 \) and
\(-\omega_2/(2Q_2) \pm j\omega_2 \) \([9]\). However, for the model considered in this section, as \( P_m \to 0 \)
(and therefore \( U_m \to 0 \)) one eigenvalue pair \(-\omega_L/(2Q_L) \pm j\omega_L \) while the other
two eigenvalues \( \to -\infty \) because the bottom right hand element of the damping
matrix tends to infinity. The system studied here does not exhibit the strong
coalescence of eigenfrequencies, resulting in the ‘flutter effect’, which was illus­
trated in section 2.3. However figures 2.4 and 2.5 do show eigenvalue crossings of
the imaginary axis. The eigenvalue crossing, the point at which the equilibrium
position becomes linearly unstable, defines what is defined as the threshold of
stability. The value of the mouth pressure at this point is known as the threshold
pressure, \( P_t \); the threshold frequency, \( f_t \), is defined to be the imaginary axis in­
tercept divided by \( 2\pi \). Figures 2.4 and 2.5 indicate that the threshold values are
affected by the resonance frequencies and quality factors of the lips and the res­
onator. They also demonstrate that either of the modes may be destabilized. If
the acoustic resonance frequency, \( f_A \), is significantly higher than the lip resonance
frequency, \( f_L \), then the acoustical mode, whose eigenvalue increases from \(-\infty \), is
destabilized; an example of this is shown by the highest curve in figure 2.5. If \( f_A \)
is only slightly greater than \( f_L \), or indeed if \( f_A \leq f_L \) then it is the mechanical
mode which is destabilized.

It was noted earlier that numerical evaluation of eigenvalues is not the only
method which has been applied to the study of the threshold of stability. Chang \([18]\)
carried out a systematic study of reed stability using the Routh test; he produced
stability maps in terms of threshold pressure and the ratio of resonance frequen­
Figure 2.6: Trombone threshold values simulated using the inward striking model and the outward striking model. The embouchure was held constant as the slide extension was varied. Threshold frequencies are compared with resonance frequencies of the 4th, 5th and 6th acoustical modes of the trombone. Acoustical parameters (listed in table A.1 of appendix A) were extracted from input impedance measurements. Lip parameters used: $f_{L1} = 224Hz$, $Q_{L1} = 9.0$, $1/\mu_{L1} = 0.09m^2Kg^{-1}$; $f_{L2} = 261Hz$, $Q_{L2} = 14.5$, $1/\mu_{L2} = -0.11m^2Kg^{-1}$.
Several systematic studies of linear stability have also been carried out using the closed loop transfer analogy [33] [37] [79]; in this method the open loop transfer function condition defines the threshold of stability. Wilson and Beavers [97] investigated the linear stability of a single reed coupled to cylindrical tubes. Their threshold results were presented as a function of one parameter of the tube: its length. A similar presentation is adopted here (in figure 2.6), where the representative parameter of the resonator, a trombone, is the slide extension.

The outward reed case of figure 2.6 was produced by repeatedly calculating eigenvalue evolutions with the same mechanical parameters but with different acoustical parameters. For each value of slide extension, $x$, the acoustical resonance frequencies, quality factors, and magnitudes of input impedance peaks were obtained from a measured impedance curve for the 4th, 5th and 6th acoustical modes (see section 3.2.1). The eigenvalue evolution was then calculated for each mode and used to deduce a total of three pairs of threshold values $(P_t, f_t)$; however only the pair of threshold values with the lowest value of $P_t$ was plotted in figure 2.6 as that represents the true threshold. This process was repeated for each value of slide extension. The mechanical parameters were then changed to values corresponding to an inward striking reed, and the entire process was repeated. As there are several acoustical modes and several mechanical modes of the lips (see chapter 3), acoustical parameters are distinguished when necessary by the subscript ‘An’ where $n$ is the acoustic mode number to which the parameter belongs; similarly, lip parameters are given the subscript ‘Lm’, where $m$ is the mechanical mode number to which the parameter belongs.

The $P_t(x)$ curve can be viewed as a prediction of the minimum mouth pressure required by a trombone player to sustain a note with a fixed embouchure characterized by the parameters used in the model, with the slide extended to
position \( x \). The \( f_t(x) \) curve represents the frequency of the note played with slide extension \( x \) and mouth pressure \( P_t \).

The inwards striking reed threshold behaviour illustrated in figure 2.6 was produced using mechanical parameters \( f_{L2}, Q_{L2} \) and \( \mu_{L2} \) deduced from experimental results to be discussed in chapter 3. In the case of the inward striking reed, \( f_t \) is divided into two distinct regimes corresponding, respectively, to the 5th and 6th acoustical modes of the resonator. When the slide extension is at 0cm, \( f_t \) is slightly less than the lip resonance frequency, \( f_{L2} \), and much lower than the resonance frequency of mode 5, \( f_{A5} \), the nearest acoustical mode. As the slide is slowly extended both \( f_{A5} \) and \( f_t \) decrease, and the difference between \( f_{A5} \) and \( f_t \) decreases. After the slide has been extended by more than 30cm \( f_t \) jumps up in frequency to slightly below \( f_{L2} \). At this point the oscillation is supported by acoustical mode 6 rather than mode 5. This pattern is repeated for higher modes. The two distinct regimes are also apparent from the threshold pressure measurements, although the transitions between regimes are less clear cut than in the case of the frequency curves. The transitions theoretically occur at the intersection of the threshold pressure curves of adjacent regimes. However, \( P_t \) has been calculated only at the discrete values of slide extension for which experimentally derived parameters were available, so that the transition points can be deduced from figure 2.6 only by extrapolation of the pressure curves for adjacent regimes.

In the case of the outward striking reed, \( f_t \) is divided into three distinct regimes corresponding, respectively to the 4th, 5th and 6th acoustical modes of the resonator. The threshold behaviour of the outward striking reed is very different to that of the inward striking reed. For a particular regime in the outward striking reed case, as the slide is extended, \( f_t \) moves from being slightly
above an acoustical resonance frequency (e.g. \( f_{A5} \)) to being slightly above the lip resonance frequency, \( f_{L1} \). Figure 2.6 confirms that with the outward striking reed model the playing frequency must always lie above both the lip resonance frequency and the acoustic resonance frequency; with the inward striking reed model the playing frequency must lie below both the lip resonance frequency and the acoustic resonance frequency. In the outward striking reed case the regimes are not so apparent in the threshold pressure curve because the curve does not vary smoothly. This reflects the fact that the curve was calculated using experimentally measured acoustical parameters: as the slide extension is varied the quality factor and shape of the acoustical resonances vary in addition to the acoustic frequency. In chapter 3 figure 2.6 will be compared with playing tests conducted using the artificial mouth.

It is also possible to fix the acoustical parameters and vary the lip parameters. In figure 2.7 the threshold results are displayed as a function of the lip resonance frequency and as a function of the lip quality factor. This is a somewhat artificial representation of the lip behaviour as the resonance frequency and quality factor do not vary independently of each other, or the other lip parameters (see chapter 3). However this figure does illustrate several important points. In figure 2.7 the lip resonance frequency and quality factor vary over a range of values which were observed experimentally using the artificial lips. The other mechanical parameters were held constant in both cases and are typical of the values measured using the artificial lips.

Figure 2.7a can be viewed as a prediction of the variation of threshold values as a trombone player tightens the embouchure. The note which is produced depends on both the mechanical parameters of the lips and the acoustical parameters of the instrument. With a lip frequency \( f_L = 182\text{Hz} \) the third acoustical
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Figure 2.7: Trombone threshold values simulated using the outward striking model. The slide remained unextended while (a) the natural resonance frequency of the lip was increased and (b) lip quality factor was increased. Parameters used to obtain figures (a) and (b): $f_{A3} = 170\text{Hz}$, $Q_{A3} = 18$, $Z_{A3} = 20\text{M}\Omega$; $f_{A4} = 230\text{Hz}$, $Q_{A4} = 24$, $Z_{A4} = 20\text{M}\Omega$; $1/\mu_l = 0.09\text{m}^2\text{Kg}^{-1}$. In figure (a) $Q_L = 9$; in figure (b) $f_L = 205\text{Hz}$. 
mode of the trombone is excited. In this case $f_L$ lies well above the acoustical resonance frequency, $f_{A3}$, so it is the mechanical mode which is destabilized, resulting in a threshold frequency, $f_t$, which is strongly related to $f_L$. As $f_L$ increases $f_t$ continues to increase. The model predicts that the threshold pressure, $P_t$, also increases as the oscillation receives less and less support from the acoustical resonance. Eventually the fourth acoustical mode can be excited with a lower value of $P_t$ than would be required for the third mode. Since the resonance frequency of the fourth mode, $f_{A4}$, lies well above $f_L$, it is the acoustical mode which is destabilized, so $f_t$ is strongly related to $f_{A4}$. As $f_L$ is increased further the lip resonance is better able to support the oscillation and so $P_t$ decreases; $f_t$ moves away from $f_{A4}$, towards $f_L$, and it is the mechanical mode which is again destabilized. Eventually $P_t$ increases with $f_L$ as the pattern begins to repeat for the higher mode. The $P_t(f_L)$ curve has a local minimum at $f_L = 228Hz$. The value of $f_t$ corresponding to this value of $P_t$ would probably be perceived by the trombone player to be the frequency of 'the most comfortable note' around mode $f_{A4}$. The 'outward striking reed' model predicts that it is possible for the player to vary his/her embouchure so as to 'lip' the note above and below the most comfortable note, but not below the acoustical resonance frequency. According to this model, when the player attempts to 'lip' the note below the acoustical resonance frequency a frequency gap is encountered before $f_t$ jumps down to a value well above the lower resonance frequency.

The relative values of the acoustic and lip quality factors determine how strongly the instrument influences the frequency of the note produced. This is illustrated in figure 2.7b: as $Q_L$ is increased from a low value, $f_t$ continues to lie slightly above $f_{A4}$ until a critical value of $Q_L$ is reached when $f_t$ jumps down to lie slightly above $f_L$. The critical value of $Q_L$ required for this transition depends
on the acoustical parameters and on the other mechanical parameters. When the quality factor of the instrument, $Q_A$, is reduced the variation of $P_t$ with $f_L$ is reduced. In this case the 'most comfortable note' is not clearly defined, the instrument does not strongly influence $f_t$ and the player is able to lip the notes over a large frequency range. That partially explains why the serpent is more difficult to play in tune than the trombone since the quality factor of the serpent resonances are generally lower than those of the trombone.

2.5 Conclusions

In this chapter a simplified one-mass physical model was defined. Following Elliot and Bowsher [34], the lips and the acoustical resonator were each represented as simple harmonic oscillators. After making several assumptions about the pressure field around the lips, the air flow through the lips, which couples the two oscillators, was modelled.

The theory of linear stability analysis was discussed in a general context. Before applying linear stability analysis to the specific case of the one-mass lip reed model the basic equations describing the system were linearized about the equilibrium position of the lips and then arranged into four simultaneous first order differential equations. The complex plane eigenvalue evolution resulting from the linear stability analysis was briefly studied but particular emphasis was placed on investigating the variation of threshold values with changes in acoustical and mechanical parameters. Simulations were run using lip parameters and acoustical parameters based entirely on systematic experimental measurements. These measurements are described in the next chapter.
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Chapter 3

Mechanical Response of Artificial Lips and Oscillation Threshold

3.1 Introduction

Section 3.2 is devoted to the experimental procedures used to measure the acoustical input impedance of the instrument, the mechanical response of the artificial lips and the oscillation threshold values. The experimental measurements are compared with theoretical predictions in section 3.3. Mechanical response measurements are presented for a range of static mouth overpressures from zero (no aeroelastic coupling) to a value slightly below the oscillation threshold. These response measurements were carried out with the artificial lips coupled only to a mouthpiece rim (with the cup removed) and also to a complete mouthpiece. Threshold measurements carried out using a trombone coupled to artificial lips are compared with the threshold behaviour predicted by the theoretical model. The qualitative features recovered by the simplified one-mass model are extensively discussed and the limits of this approach are considered. The results lead to a discussion of the possibility of including a second mechanical mode in the lip model.
3.2 Experimental Methods

3.2.1 Input Impedance Measurements

The instrument studied was a King tenor trombone, made around 1960. In order to characterize the acoustical response of the instrument, the magnitude of its input impedance was measured as a function of frequency using a standard technique [15]. Input impedance measurements were made at 1 Hz intervals over the frequency range 50–1000 Hz for each of 22 slide positions located at 3 cm intervals (corresponding to pitch intervals of around 30 cents). The first acoustical mode was not within the range of measurement, but the parameters of this mode were not required because the first mode was not excited in the threshold measurements. The acoustical parameters are listed in table A.1 of appendix A.

From equation 2.8 the magnitude of the input impedance near the resonance frequency $\omega_A$, can be written as

$$|Z(\omega)| = \frac{Z_A}{\sqrt{1 + \frac{Q_A^2 (\omega^2 - \omega_A^2)^2}{\omega^2 \omega_A^2}}}.$$  \hspace{1cm} (3.1)

However since

$$\omega^2 - \omega_A^2 = (\omega + \omega_A)(\omega - \omega_A) \approx 2\omega(\omega - \omega_A)$$ \hspace{1cm} (3.2)

the magnitude of the input impedance can be approximated as

$$|Z(\omega)| \approx \frac{Z_A}{\sqrt{1 + 4Q_A^2 \left(\frac{\omega - \omega_A}{\omega_A}\right)^2}}.$$ \hspace{1cm} (3.3)

At each slide position the acoustical parameters, $Z_A$, $Q_A$ and $f_A = \omega_A/2\pi$ were estimated for modes 2 to 6 by numerically fitting equation 3.3 around local maxima, using an 11 point least squares fit routine, 'lsf_reson.c'. This routine is described briefly in appendix C.2 and a complete listing is provided in appendix D. A typical input impedance magnitude curve is displayed in figure 3.1 along with
Figure 3.1: Measured input impedance magnitude of trombone with slide un­
extended (solid line) and least squares fit to modes 2 to 6 (dashed line).

the least squares fit to the peaks. The acoustical parameters used in the one
mass model threshold simulations of section 2.4.2 were extracted from such input
impedance curves.

3.2.2 Artificial Mouth

Both the mechanical response measurements and the threshold behaviour mea-
urements were performed using an artificial mouth. The use of an artificial
lip mechanism to replace the human player offers great advantages in long term
stability, ease of instrumentation and the ability to make small and reproducible
adjustments to the embouchure. The present study used an artificial mouth which
is a development of the design introduced by Gilbert and Petiot [43].

Figure 3.2 is a photograph of the new artificial mouth, figure 3.3 is a plan
view of the artificial mouth from above with the top plate removed and figure 3.4
is a vertical cross-section of the artificial mouth along the central line \( \alpha - \alpha \). The
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Figure 3.2: Photograph of artificial mouth, looking at the lips through the teeth.

alphabetic characters in the figure label various parts of the apparatus which will be referred to in the text below, whilst the numerical characters indicate dimensions in mm.

The new artificial mouth comprises a hermetically sealed box encapsulating a pair of water filled latex rubber lips (a, b) which are clamped between the instrument mouthpiece (c) and plastic “teeth” (d).

The hermetically sealed box comprises a top plate (e), bottom plate (f), front plate (g), rear plate (h), left side plate (i) and right side plate (j). The top plate (e) and bottom plate (f) are provided with thick front sections (k and l respectively) and thick rear sections (m and n respectively) to give an increased area of contact with the front plate (g) and with the rear plate (h), thus providing a good air tight seal between the various plates. Vacuum grease was applied liberally to all interfacing surfaces.

Each of the lips (a, b) is a cylindrical tube of latex rubber, with internal diameter 16mm and wall thickness 0.3mm. The left end of the upper lip (a) is
mounted on a movable lip support rod (o) which passes through, and is itself supported by, the left side plate (i). The right end of the lip (a) is mounted on a fixed lip support rod (p) which passes through, and is supported by, the right side plate (j). Each end of the lip (a) fits over a respective lip support rod (o, p) and is held in place with jubilee clips (q, r). The movable lip support rod (o) has an external screw thread (s) which interfaces with an internal screw thread of the lip tension control mechanism (t). One end of the lip tension control mechanism (t) abuts the outer face of the left side plate (i). Rotating the lip tension control mechanism (t) displaces the movable lip support rod in a longitudinal (left-right) direction, thus adjusting the longitudinal tension of the lips. Plastic tubes (u, v) fitted to the ends of the support rods (o, p) communicate with hollow axial passages provided in each support rod (o, p). Water can be introduced into the lips through either of the plastic tubes (u, v). The water can be contained by closing clamps (w, x) provided on each of the plastic tubes (u, v).

The lower lip (b) is provided with similar lip support means except the lower lip fixed support rod is mounted on the left side wall (i), beneath the upper lip movable support rod and the lower lip movable support rod is mounted on the right side wall (j), beneath the upper lip fixed support rod (p). The lower lip support means has been omitted from figure 3.3 for clarity.

The teeth (d) are formed from a rectangular shaped piece of perspex with a circular 2cm hole in the centre. They are supported on an annular rim (A) of teeth support tube (B). The annular rim (A) can rotate freely within the teeth annular channel (C) but the annular rim (A) and teeth (d) cannot be separated. The teeth (d) are further provided with pins (D, E) which slide in grooves (F, G) cut into extended thick front sections (H, I) of the top and bottom plates (e, f). An outer screw thread (J) at the rear end of the teeth support tube (B) interfaces
Figure 3.3: Plan view of artificial mouth with top plate (e) removed. The numbers in the figure indicate dimensions in mm, the alphabetic letters label various elements referenced in the text.
Figure 3.4: Vertical cross-section of the artificial mouth along the line $\alpha - \alpha$. The numbers in the figure indicate dimensions in mm, the alphabetic letters label various elements referenced in the text.

with a first inner screw thread (K) of a teeth control mechanism (L). A rubber annular ring (M) and circular glass window (N) are pressed against the rear end of the teeth support tube (B) by an annular ring (O). The annular ring (O) has an outer screw thread which interfaces with a second inner screw thread (P) of the teeth control mechanism (L). In use the teeth support tube (B), annular ring (O) and teeth control mechanism (L) are in fixed relation: neither the teeth support tube (B) or annular ring (O) rotate relative to the teeth control mechanism (L) or to each other. The teeth support tube (B) slides in and is itself supported by a rear flange (Q). The flange is provided with an outer screw thread (R) which interfaces with a third inner screw thread (S) of teeth control mechanism (L). Rotating the teeth control mechanism (L) displaces the teeth support tube (B) and hence the teeth (d) in a transverse (front-rear) direction, thus varying the mechanical pressure of the lips (a, b) against the mouthpiece (c). Figure 3.3 shows
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that large sections (T, U) of the teeth support tube (B) have been removed to ensure a uniform pressure field exists across the rear face of the lips (a, b).

The artificial mouth described above differs from Gilbert and Petiot's prototype design in two respects. Firstly, in the prototype artificial mouth there were no hollow axial passageways in the lip support rods (o, p) and so the lips (a, b) had to be filled with water before they were positioned on the support rods (o, p) and therefore the artificial mouth had to be partially dismantled in order to vary the volume of water in the lips. Secondly, in the prototype artificial mouth the teeth were in fixed relation with the top and bottom plates (e, f) and nearly all of the mouthpiece was enclosed in a cylindrical housing. To adjust the mechanical pressure of the lips against the teeth the mouthpiece could be displaced in the transverse (front-back direction) by rotating part of the mouthpiece housing. In the artificial mouth of the present study only the mouthpiece rim is enclosed and access is provided to the mouthpiece cup and backbore.

The embouchure of the artificial mouth may be altered by adjusting the tension of the lips, changing the volume of water in the lips, or moving the teeth to increase or decrease the pressure of the lips against the mouthpiece. In this investigation, to limit the number of control parameters, alterations to the embouchure were restricted to changing the position of the teeth by rotating the teeth control mechanism (L).

An air pump, connected to an air inlet port (see figure 3.2) on the artificial mouth top plate (e), was employed to maintain the static mouth overpressure. The air pump was manufactured by Air Control Industries Limited and had serial number 9MSB 12452-81710-AA. The static mouth overpressure was measured by a Digitron P200UL piezoceramic manometer connected to a manometer port (V) on the artificial mouth rear plate (h). The alternating pressure in the mouth was
measured using a small BT-1759 Knowles microphone positioned immediately behind the teeth. For mechanical response measurements a FANE HF100 8Ω loudspeaker was used to generate an alternating pressure in the mouth. The loudspeaker was screwed into a flange on the artificial mouth top plate (e).

Throughout the present series of measurements the artificial mouth was used with a specially constructed mouthpiece with a removable cup section. The mouthpiece, when complete, has a total internal volume of 12.7ml, a Helmholtz resonance frequency of 518Hz and a quality factor of 7.1. The mouthpiece dimensions are indicated in figure 3.5.

Figure 3.5: Cross-sectional view of two-piece mouthpiece showing the cup section removed from the rim. The numbers in the figure indicate dimensions in mm.
3.2.3 Mechanical Response Measurements

During self-sustained oscillation of the lips and air column, the standing wave in the air column is characterised by the non-zero alternating pressure in the mouthpiece, $p$, but the alternating pressure in the mouth is assumed to be zero (see section 2.2). However during mechanical response measurements the pressure field surrounding the lips is very different. In this situation the loudspeaker, which is connected to the mouth cavity, acts as the sound source. The loudspeaker produces a very strong pressure field within the mouth cavity ($p_m \neq 0$), but a much weaker sound field on the instrument side of the lips ($p \approx 0$). In this investigation the mechanical response of the lips to forcing at (angular) frequency $\omega$ is defined as

$$C(\omega) = \frac{h(\omega)}{p_m(\omega)}.$$  \hspace{1cm} (3.4)

Recall that $h(\omega)$ is the complex amplitude of the alternating component of the distance between the lips and $p_m(\omega)$ is the complex amplitude of the alternating component of pressure in the mouth. The lip parameters $\omega_L$, $Q_L$ and $\mu_L$ can all be deduced from mechanical response measurements [44].

The apparatus used for measuring the mechanical response is shown in figure 3.6. A laser beam was expanded, passed through the lip aperture and the artificial mouth, and brought to focus on a light sensitive diode. The light sensitive diode was an RS 308-067 Silicon Photodiode with integrated amplifier. The 633nm wavelength laser beam with an unfocused diameter of 0.68mm was produced by a Spectra-Physics 106-1 He-Ne 10mW laser. The beam was expanded using a converging lens positioned less than one focal length downstream from the end of the laser. Downstream of the artificial mouth a second converging lens was used to bring the beam to focus on the surface of a light sensitive diode. Obviously it would be impossible to use this experimental arrangement with a
human player. The position of the upstream lens was adjusted until the beam diameter was slightly larger than the mean distance between the lips, $H$, but smaller than the width of the lip channel, $b$. With this arrangement the diode voltage was considered to be directly proportional to the distance between the lips, $H$. Neutral density filters were inserted in the path of the laser beam to reduce the beam intensity, avoiding saturation of the diode. To optimize the response measurements it was important to select carefully the attenuation of the neutral density filters. The diode was calibrated by replacing the lips of the artificial mouth with a variable width single slit and measuring the diode voltage as a function of slit width. A graph of diode voltage, $S_d$, versus slit width was plotted (see figure 3.7); the best fit straight line through the data points had gradient $m = 10.8 \pm 0.2 \text{V/mm}$ and $S_d$ axis intercept $S_{d0} = 0.46 \pm 0.06 \text{V}$. The lip separation, $H$, can therefore be deduced from the diode voltage, $S_d$, using the relation

$$S_d = mH + S_{d0}.$$  (3.5)

However in the measurement of mechanical response it is the alternating component of lip displacement, $h$, which is of interest. Inspection of equation 3.5 reveals

$$h = \frac{s_d}{m}$$  (3.6)

where $s_d$ is the alternating component of the diode signal.

The FANE HF100 8Ω loudspeaker was driven by a swept sine wave signal output from the PC's sound card, and then amplified using one channel of a Pioneer A-119 stereo amplifier. The PC sound card was controlled by a ‘.wav’ file which was created especially using Matlab. This arrangement enabled mechanical response measurements to be made at 5Hz intervals over the frequency range 100–
Figure 3.6: Apparatus for measuring mechanical response of artificial lip reed.

600 Hz. Each sinusoidal frequency burst was of 1s duration so a complete sweep was obtained in 101s. The signals from the diode and the BT-1759 Knowles microphone were passed through identical Kemo VBF/3 bandpass filters, each set to pass frequency components in the range 60–900 Hz. The filtered signals were then sampled with a 4096Hz sample frequency using a WaveBook 512 A/D converter connected to the PC. Identical bandpass filters were used to ensure the filtering process did not introduce an additional phase difference between the two signals.

Further filtering was applied in the digital signal processing: for each of the 101 1s frequency bursts, both signals were Hanning windowed and Fast Fourier Transformed and the amplitude and phase of the Fourier series components at the excitation frequency, \( \omega \), were extracted. The phase angle of the mechanical response, \( \angle C(\omega) \), was calculated using the relation \( \angle C(\omega) = \angle S_d(\omega) - \angle S_m(\omega) \), where \( \angle S_d(\omega) \) and \( \angle S_m(\omega) \) are the phase angles of the diode and microphone signals, respectively. The amplitude of the mechanical response, \( |C(\omega)| \), was
Chapter 3 — Mechanical Response of Artificial Lips and Oscillation Threshold

Figure 3.7: Calibration of diode using slit of variable width.

calculated using the relation $|C(\omega)| = |S_d(\omega)|/(km|S_m(\omega)|)$, where $|S_d(\omega)|$ and $|S_m(\omega)|$ are the amplitudes of the diode and microphone signals respectively, $m$ is the gradient of the diode calibration curve and $k$ is the Knowles microphone calibration factor (in Pa/V) over the frequency range considered. Microphone calibration is discussed in section 5.5. An example of a mechanical response curve of the lips is shown in figure 3.8. The program for producing the mechanical response, ‘auto.c’, is described in appendix C.3 and is listed in full in appendix D.

For the mechanical response measurements presented in this investigation the driving pressure pressure is provided by the loudspeaker, which is positioned on the upstream side of the lips (the mouth side). When the lips are forced from the upstream side in this manner, at a frequency near the resonance frequency $\omega_L$, the dynamics of lip motion can be described by equation 3.7 (recall $1/\mu_L = (1/\mu_D - 1/\mu_B)$).

$$\frac{d^2h}{dt^2} + \frac{\omega_L}{Q_L} \frac{dh}{dt} + \omega_L^2 h = \frac{p_m}{\mu_L}$$ (3.7)
Figure 3.8: Measured mechanical response of artificial lip reed with tight embouchure (entire mouthpiece fitted). A static mouth pressure of 18.3 mbar was applied.

It is instructive to compare equation 3.7 with equation 2.6, which describes the dynamics of the lip motion when the driving pressure is provided on the downstream side (the mouthpiece side). Equation 2.6 can be written in the form

\[ \frac{d^2 h}{dt^2} + \frac{\omega_L}{Q_L} \frac{dh}{dt} + \omega_L^2 h = -\frac{p}{\mu_L}. \]  

(3.8)

Consider the situation where the \( F_D \) force is greater than the \( F_B \) force so that \( \mu_L > 0 \) and the 'outward striking' behaviour prevails. In this case if the driving pressure is provided on the downstream side of the lips, \( e.g. \) during self-sustained oscillation, then a decrease in mouthpiece pressure, \( p \), increases the separation of the lips (see equation 3.8); however if the driving pressure is provided on the upstream side of the lips, \( e.g. \) during the mechanical response measurements of this investigation, then a decrease in mouth pressure, \( p_m \), decreases the separation of the lips (see equation 3.7).
The equivalent frequency domain representation to equation 3.7 is

$$C(\omega) = \frac{h(\omega)}{p_m(\omega)} = \frac{-jQ_L \frac{1}{\omega L \mu_L}}{1 + jQ_L (\omega^2 - \omega_L^2)}.$$  \hspace{1cm} (3.9)

A mechanical mode can be categorized as ‘inward striking’ or ‘outward striking’ purely from $\angle C(\omega_L)$, the phase of the mechanical response evaluated at the resonance frequency. From equation 3.9 it is clear that $\angle C(\omega_L) = -\pi/2$ for dominant outward striking reed behaviour ($\mu_L > 0$) but $\angle C(\omega_L) = \pi/2$ for dominant inward striking reed behaviour ($\mu_L < 0$). In their theoretical models of mechanical response Adachi and Sato [1] and Elliot and Bowsher [34] considered the driving pressure to be applied from the downstream side of the lips. In this case the lip dynamics can be described by equation 3.8 and the mechanical response of the lips must be redefined, for example as

$$G(\omega) = \frac{h(\omega)}{p(\omega)},$$  \hspace{1cm} (3.10)

in which case

$$G(\omega) = \frac{jQ_L \frac{1}{\omega L \mu_L}}{1 + jQ_L (\omega^2 - \omega_L^2)}.$$  \hspace{1cm} (3.11)

This equation differs from equation 3.9 only in sign. Therefore with the definition of mechanical response adopted by Elliot and Bowsher and Adachi and Sato the phase angle of the mechanical response is $+\pi/2$ for an outward striking reed and $-\pi/2$ for an inward striking reed. In the present investigation the loudspeaker was positioned on the upstream side of the lips rather than the downstream side to simplify the experimental apparatus.

From equation 3.9 it is clear that near the resonance frequency, $\omega_L$, the magnitude of the mechanical response can be approximated as

$$|C(\omega)| \approx \frac{Q_L \frac{1}{\omega_L |\mu_L|}}{\sqrt{1 + 4Q_L^2 \left(\frac{\omega - \omega_L}{\omega_L}\right)^2}}.$$  \hspace{1cm} (3.12)
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provided the substitutions $\omega^2 - \omega_L^2 \approx 2\omega(\omega - \omega_L)$ and $\omega\omega_L \approx \omega_L^2$ are made in the denominator and numerator respectively. For each mechanical response curve measured the lip parameters $|\mu_L|, Q_L$ and $f_L = \omega_L/2\pi$ were estimated for each mode by numerically fitting equation 3.12 around local maxima, using a 5 point least squares fit routine. This approach to estimating the lip parameters is similar to that applied to the extraction of acoustic parameters from input impedance magnitude curves and the same least squares fit program was used to extract parameters from both types of resonance data. It was not possible to produce an accurate fit to strongly unsymmetrical peaks or indistinct peaks.

The mechanical response curve in figure 3.8 shows 3 distinct modes with resonance frequencies $f_{L1} = 223\text{Hz}$, $f_{L2} = 260\text{Hz}$ and $f_{L3} = 393\text{Hz}$. From the phase curve it is clear that the $f_{L1}$ mode has dominant outward reed behaviour whereas modes $f_{L2}$ and $f_{L3}$ have dominant inward reed behaviour. There is no evidence of a strong response near the Helmholtz resonance frequency of the mouthpiece ($517\text{Hz}$).

Mechanical response measurements were carried out for a variety of embouchures with a large range of sub-threshold static mouth pressure values. All response measurements were performed without the trombone but with the mouthpiece, or only the mouthpiece rim, fitted to the artificial lips. Experiments were carried out to investigate whether changing the resonance properties of the mouth had any effect on the mechanical response of the lips.

3.2.4 Threshold Measurements

The apparatus used to carry out the threshold measurements is displayed in figure 3.9. To determine the threshold value for a particular embouchure setting and particular position of the trombone slide, the mouth pressure was slowly increased until a stable sound was obtained.
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To remove any inconsistencies in the determination of the threshold, a BT-1759 Knowles microphone was positioned just inside the bell of the trombone; the experimental threshold pressure was defined as the mouth pressure required to produce a microphone signal with a predefined (small) amplitude of 1.0V, corresponding to a SPL of 125dB. The threshold frequency was measured by a Black Star Appolo 100 digital frequency meter with a 0.1Hz precision.

Two different situations were investigated: (1) variation of threshold values as a function of slide extension, with fixed embouchure, and (2) variation of threshold values as a function of embouchure, with slide in a fixed position. Situation (1) corresponds to variation of acoustical parameters with fixed mechanical parameters while situation (2) corresponds to variation of mechanical parameters with fixed acoustical parameters. The embouchure was varied by rotating the teeth control in steps of 1/8 rotations and was always moved from tightest position to slackest position.
3.3 Comparison with Theoretical Results Obtained from Linear Stability Analysis

3.3.1 Static Mechanical Response Measurements

The results of a brief investigation into the response of the lips to a purely static mouth pressure will be presented before the dynamic mechanical response measurements described in section 3.2 are discussed. Measurements with purely static pressure were used to determine the lip parameters $b$ and $H_0$, and to test the assumptions regarding the pressure field surrounding the lips which were made in section 2.2.

By setting all of the alternating components to zero in the Bernoulli and volume flow relations (equations 2.4 and 2.5 respectively) and combining these equations to eliminate $U_L$, the following relationship between static mouth pressure and volume flow was obtained

$$\sqrt{P_m} = \left(\sqrt{\frac{\rho}{2}}\right) \frac{V}{bH}, \quad P_m \geq 0. \quad (3.13)$$

A CT Platon A10HD CA232001 volume flow meter with a full scale deflection of 50\,l/min was inserted in the air supply pipe, between the valve and the artificial mouth. With a fixed embouchure, the volume flow was increased from 6\,l/min in intervals of 2\,l/min; for each value of volume flow the pressure in the mouth was read off from the manometer. Measurements made with 3 different embouchures are displayed in figure 3.10. In each case the plot of $\sqrt{P_m}$ versus $V$ is a straight line graph, indicating that the variation of $bH$ with $V$ is much less significant than the variation of $P_m$ with $V$, i.e. $H \approx H_0$, where $H_0$ is the distance between the lips when the alternating and static mouth pressure is zero. Using equation 3.13, estimates of the lip opening area, $bH_0$, were made from the gradients of the straight line graphs of figure 3.10.
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Figure 3.10: Measured variation of $\sqrt{\bar{P}_m}$ with $\bar{V}$ for 3 different embouchures.

Figure 3.11: Measured variation of $\bar{H}$ with $\bar{P}_m$ for tightest embouchure. No periodic forcing of lips or self-excitation.
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Figure 3.12: Measured variation of $\bar{H}$ with $\bar{P}_m$ for 3 different embouchures. In each case measurements were carried out with the backbore removed and with $\bar{P}_m \leq 0$.

The electronic filters were removed from the experimental set-up, allowing the (constant) distance between the lips to be deduced from the D.C. diode signal. Initial measurements, with $P_m = 0$, were carried out to determine $H_0$ for each of the three embouchures, 'tight', 'medium', and 'slack', considered above.

This experimental arrangement was also used to study the variation of $\bar{H}$ with $\bar{P}_m$ (figure 3.11). Notice that when the rest of the mouthpiece is added to the rim section the measured values of $\bar{H}$ are systematically reduced by about 5%. The discrepancy is due to a slight misalignment of the laser beam which resulted in the mouthpiece backbore blocking a small percentage of the beam and therefore slightly reducing the intensity of light detected by the diode. Measurements were carried out with $\bar{P}_m \geq 0$ (air flow through lips out of mouth) and with $\bar{P}_m \leq 0$ (air flow through lips into mouth). In practice a negative static mouth pressure was created by disconnecting the air inlet pipe to the artificial mouth from the output port of the pump and connecting it instead to the input port of the pump.
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When $P_m > 0$ there is little variation of $\bar{H}$ with $\bar{P}_m$, confirming the earlier observation that $\bar{H} \approx \bar{H}_0$. Following the discussion of the pressure field surrounding the lips (section 2.2), with $P_m > 0$, it is expected that the static overpressure in the lip channel, $P_L$, should be equal to zero because the static overpressure in the mouthpiece, $P$, is assumed to be zero and there is assumed to be no recovery of pressure. In this case there is no Bernoulli force, $\bar{H} - \bar{H}_0 = P_m/(\omega_L^2 \mu_D)$ and so a plot of $\bar{H}$ versus $|\bar{P}_m|$ should give a straight line graph with positive gradient.

With $P_m < 0$ it is expected that $P_L = P_m$ and so the $F_B$ and $F_D$ forces both act to close the lips: $\bar{H} - \bar{H}_0 = P_m(1/(\omega_L^2 \mu_D) + 1/(\omega_L^2 \mu_B))$. Since $P_m < 0$, a plot of $\bar{H}$ versus $|\bar{P}_m|$ should give a straight line graph with negative gradient and the magnitude of the gradient should be greater than in the $P_m > 0$ case.

In figure 3.11, as expected, the gradient is clearly negative in the $P_m < 0$ case. However, for the $P_m > 0$ case the gradient is actually slightly negative for $|\bar{P}_m| < 20\text{ mbar}$, indicating that the ‘Bernoulli force’ must be greater than the ‘outward striking reed force’. Hirschberg [55] has shown that the Bernoulli force may indeed act under these conditions: the inclusion of viscous effects in the flow can lead to retarded flow separation at the exit of a diverging lip channel. As a result the velocity of the jet is less than the velocity at the entrance to the lip channel, and a pressure gradient, which acts to close the lips, is created in the lip channel.

Figure 3.12 shows that, in the $P_m \leq 0$ case, the magnitude of the gradient of the $\bar{H}$ versus $|\bar{P}_m|$ curves increase as the embouchure is slackened. This demonstrates that the total ‘static stiffness’ (which is proportional to the parallel combination of $\omega_L^2 \mu_D$ and $\omega_L^2 \mu_B$) decreases as the embouchure is slackened. In the $P_m \geq 0$ case the two forces acting on the lips oppose each other; unfortunately the measurements were insufficiently accurate to estimate ‘static stiffness’ in that area.
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3.3.2 Dynamic Response Measurements for 3 Different Embouchures

The mechanical response curve presented in figure 3.8 has three distinct modes: the first mode, with resonance frequency $f_{L1} = 223\text{Hz}$, displays 'outward striking' behaviour but the higher modes, with resonance frequencies $f_{L2} = 260\text{Hz}$ and $f_{L3} = 393\text{Hz}$, both demonstrate 'inward striking' behaviour. In figure 3.13 mechanical response curves, measured with $P_m = 0$, are displayed for the three embouchures considered in section 3.3.1; each of the mechanical response measurements represented in figure 3.13 was made with the mouthpiece cup removed, leaving only the rim. The resonance frequencies increase as the embouchure is tightened. However in each case there is a strong resonance with outward character around 180–230Hz and one with inward character around 330–400Hz. The 180–230Hz and 330–400Hz resonances correspond, respectively, to the $f_{L1}$ and $f_{L3}$ resonances of the of the curve presented in figure 3.8. In figure 3.13, from the magnitude curve alone there is little evidence of a resonance corresponding to $f_{L2}$. However for the 'medium' and 'tight' embouchures the phase curve crosses the $\pi/2$ line around 250-270Hz, providing some evidence of $f_{L2}$ resonances. There are also weaker resonances with 'outward' character around 150Hz.

The above measurements were repeated with the entire mouthpiece in place (figure 3.14). Figures 3.13 and 3.14 are of similar shape but the scale of the magnitude curves are very different; the measurements with the entire mouthpiece systematically under estimate the magnitude of the mechanical response due to the slight misalignment of the laser beam, referred to in section 3.3.1. Blocking some of the light near the edge of the beam does not greatly affect the D.C. component of the diode signal but can greatly reduce the amplitude of the A.C.
Figure 3.13: Mechanical response of the three embouchures with $P_m = 0$ (mouthpiece cup removed).

Figure 3.14: Mechanical response of the three embouchures with $P_m = 0$ (entire mouthpiece fitted).
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component, since $H \gg h$ for mechanical response measurements.

Figure 3.15 demonstrates how the mechanical response evolves as the static mouth pressure is increased from zero to a value just below the threshold of oscillation. As $P_m$ increases the quality factor of one or more mechanical modes increases, tending towards infinity. This suggests that as $P_m$ increases aerodynamic coupling increases, but from figure 3.15 alone it is not clear whether the most significant aerodynamic coupling is between two mechanical modes or between one mechanical mode and one acoustical mode. Notice that in figure 3.15 the 250–270Hz resonance with 'inward' character, equivalent to the $f_{L2}$ resonance of figure 3.8, can only be clearly distinguished when $P_m \neq 0$.

In chapter 2 it was shown that the linearized equations which represent a system with 2 coupled modes can be arranged in the form of a matrix equation which includes a 4 \times 4 matrix (see equation 2.11). In fact, more generally, the linearized equations which represent a system with $n$ coupled modes can be arranged in the form of a matrix equation which includes a $2n \times 2n$ matrix. The real and imaginary parts of the $m$th eigenvalue, $\lambda_m$ of such a $2n \times 2n$ matrix is related to the quality factor, $Q_m$, and natural frequency, $f_m$, of the $m$th mode: 

$$\text{Re}[\lambda_m]/2\pi = -f_m/(2Q_m) \text{ and Im}[\lambda_m]/2\pi = f_m.$$ 

In general the eigenvalues, and consequently $f_m$ and $Q_m$ vary as a function of one or more control parameters. The experimental data from figure 3.15 was used to plot $(-f_{L1}/(2Q_{L1}), f_{L1})$ and $(-f_{L2}/(2Q_{L2}), f_{L2})$ as a function of the control parameter $P_m$ (figure 3.16). This representation is analogous to the theoretical complex plane eigenvalue evolution (for example figure 2.4). With this representation, as $P_m$ increases the horizontal component moves towards the vertical axis, indicating a tendency for the stability of the two mechanical modes to decrease as $P_m$ increases.

It is interesting to compare the mechanical response measurements presented
Figure 3.15: Mechanical response of tightest embouchure with different values of $P_m$ (entire mouthpiece fitted).

Figure 3.16: Complex plane representation of measured mechanical response of tightest embouchure (entire mouthpiece fitted). The numbers beside each point indicate $P_m$, in mbar.
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here with the preliminary measurements of Gilbert et al [44]. They used an artificial mouth of similar design but fitted with only one lip. In that study a mechanical mode with ‘outward’ behaviour and natural resonance frequency of approximately 200Hz was measured, but no other modes were detected above 100Hz. The 200Hz mode corresponds to the mode labelled $f_{L1}$ in the present study. Gilbert et al pointed out that they were able to measure modes with ‘outward’ behaviour but not modes with ‘inward’ behaviour (such as the $f_{L2}$ and $f_{L3}$ modes in the present study), since the displacement of the lip was measured using a laser vibrometer which was sensitive only to movement of the lips in a direction perpendicular to the plane of the lips.

Figure 3.17 represents the mechanical response of the three embouchures with $P_m$ selected to be slightly below the threshold of oscillation in each case. There is no evidence of destabilization of the $f_{L1}$ mode, with outward character. Both modes $f_{L2}$ and $f_{L3}$ appear to be heading towards destabilization. The mouth pressure was then further increased until one of the modes was destabilized, resulting in self sustained oscillation. With the ‘tight’ embouchure the threshold playing frequency was very close to the $f_{L3}$ resonance, indicating that it was the $f_{L3}$ resonance which was destabilized; with the ‘medium’ and ‘slack’ embouchures the $f_{L2}$ resonance appeared to be destabilized. As the embouchure is varied from the ‘slack’ position to the ‘tight’ position there is a bifurcation of the periodic regime associated with $f_{L2}$ to the periodic regime associated with $f_{L3}$. This unexpected behaviour supports the mouthpiece playing frequency measurements of Gilbert et al [44] (figure 5); they observed two discrete oscillation regimes, one at 250Hz and one at 400Hz.

The lips of the artificial mouth did not buzz when the mouthpiece cup was removed, leaving only the rim. However, to investigate whether there was any
Figure 3.17: Mechanical response of the three embouchures with $P_m$ slightly below oscillation threshold (entire mouthpiece fitted).

Figure 3.18: Mechanical response of the tightest embouchure with different values of $P_m$ (mouthpiece cup removed).
evidence of a destabilizing effect even with the cup removed, mechanical response measurements were performed for increasing values of $P_m$. In figure 3.18 the quality factor of the second mode (250Hz) increases with $P_m$ indicating that the mode is heading towards destabilization. There is no significant increase in the quality factor of the first mode, indicating the first mode is substantially stable. With the acoustical coupling to the mouthpiece now removed, the third mode also appears stable. However its resonance frequency does increase as $P_m$ increases, which suggests the mode could still be sensitive to airflow coupling. It is not clear if the destabilizing effect on the second mode is due to aerodynamic coupling to another mechanical mode or to aerodynamic coupling between the lips and the acoustical resonator formed by the mouth cavity [39]. It is worth noting that any possibility of flow control by the mouthpiece throat is certainly absent in the measurements with rim only.

### 3.3.3 Mouth Cavity Effect

To attempt to answer the question posed at the end of the previous section experiments were carried out to determine the influence of the mouth cavity on the mechanical response of the artificial lips. The mechanical response of the lips was measured with the mouth cavity in its usual state. The mouth cavity was then partially filled with solid material, reducing the volume of the cavity by approximately 30%, and the mechanical response of the lips was measured a second time. Finally, the solid material was removed and the mechanical response was measured again, with the original mouth cavity volume. Throughout the measurements the embouchure was held constant. Measurements were carried out firstly with the mouthpiece cup removed and $P_m = 0$ (figure 3.19), and secondly with the entire mouthpiece fitted and $P_m$ just below the threshold of oscillation (figure 3.20).
Figure 3.19: Mechanical response measurements with different mouth cavity volumes. Measurements carried out with backbore removed and \( P_m = 0 \).

Figure 3.20: Mechanical response measurements with different mouth cavity volumes. Measurements carried out with backbore removed and \( P_m = 18.4 \) mbar.
There is no clear evidence that the mechanical response of the lips is significantly affected by the modification to the mouth cavity. It thus seems more probable that the incipient destabilization seen in figure 3.18 is due to coupling of two mechanical modes.

The results of the present experiment suggest the mouth cavity is not crucial for the destabilization of the lips. However, it could still have a significant effect on other aspects of brass instrument acoustics. The mouth cavity effect will be revisited in chapter 7.

3.3.4 Mechanical Response Evolution with Embouchure

The mechanical response measurements presented above were performed using only three different embouchures. The contour map (figure 3.21) indicates how the mechanical response evolves with embouchure as the embouchure varies over twenty different positions of the teeth. The contour shading indicates the decibel mechanical response \(10 \log_{10} \left( \frac{|C(f)|}{C_0} \right)\) of a particular embouchure (indicated on vertical axis) to forcing at frequency \(f\) (indicated on horizontal axis). The lighter the shading of the map, the stronger the mechanical response. The same reference level, \(C_0\), was used for each embouchure; \(C_0\) was selected to be the maximum value of mechanical response magnitude. The measurements were performed with the mouthpiece cup removed and with \(P_m = 0\).

The contour map was produced using measurements performed several weeks after the measurements presented in previous sections, but examination of the resonance frequencies suggest that the early measurements with embouchures 'slack', 'medium' and 'tight' have similar mechanical response to contour map measurements with the embouchure positioned at, respectively, 3, 7 and 11 1/8 rotations from the slackest position. The new measurements have similar form to the measurements presented in previous sections but the magnitude of the
new response measurements is systematically lower. The range of parameter values extracted from the contour map response measurements are presented in table 3.2 and a complete list of the parameter values are displayed in table A.2 of appendix A. These parameters were used to select the range of $f_L$ and $Q_L$ for figure 2.7 and to select parameter values for additional threshold simulation measurements presented in section 3.4.

The 180–220Hz mode (previously labeled $f_{L1}$) and the 300–400Hz mode ($f_{L3}$) can be clearly distinguished on the contour map, but as $P_m = 0$ there is no clear evidence of the intermediate $f_{L2}$ mode. For slacker embouchures an additional mode at around 160Hz is also apparent. As the embouchure is tightened $f_{L1}$ and $f_{L3}$ increase in frequency.
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3.3.5 Lip Parameter Values

In this chapter the mechanical response of the artificial lips has been investigated in some detail, allowing the estimation of the lip parameters required to run the one mass oscillation threshold simulations developed in chapter 2. The output from the simulations will be presented in section 3.4.

The measured lip parameters for the embouchures labelled 'slack', 'medium' and 'tight' are presented in table 3.1. Estimates for the ranges of the lip parameters are displayed in table 3.2, alongside values used by other authors. The 'present study' estimates of \( b \) and \( H_0 \) are chosen to bracket the \( b \) and \( H_0 \) values listed in table 3.1. The ranges of \( f_{L1}, Q_{L1} \) and \( 1/\mu_{L1} \) in table 3.2 were estimated from the values in table 3.1 and from the additional measurements used to generate the contour map (figure 3.21). The ranges of \( f_{L2}, Q_{L2} \), and \( 1/\mu_{L2} \), in table 3.2, were estimated from the values of table 3.1 and from mechanical response measurements performed with identical embouchure positions to the contour map measurements but with \( P_m = 3 \text{mbar} \). It was necessary to apply a non-zero static mouth pressure in these measurements to ensure the resonance peak of the second mode could be clearly distinguished from the resonance peak of the first mode; 3mbar was found to be the minimum static mouth pressure which ensured the second mode could be clearly distinguished over the appropriate range of embouchures. In table 3.2 only the parameter values of modes \( f_{L1} \) ('outward striking') and \( f_{L2} \) ('inward striking') are displayed because, for the acoustic resonators considered in section 3.4, initial runs of the simulation indicated that mode \( f_{L3} \) could only be destabilized with unrealistically high values of \( P_m \). The parameter estimates in the 'present study', Elliot and Bowsher [34] and Saneyoshi et al [79] were extracted from measurements with either a trombone or a euphonium mouthpiece. All of the 'present study' parameters were obtained...
### Table 3.1: Parameters for embouchures 'slack', 'medium' and 'tight' estimated from static and dynamic mechanical response measurements.

<table>
<thead>
<tr>
<th></th>
<th>slack</th>
<th>medium</th>
<th>tight</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b / \text{mm} )</td>
<td>15</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>( H_0 / \text{mm} )</td>
<td>0.63</td>
<td>0.53</td>
<td>0.44</td>
</tr>
<tr>
<td>( f_{L1} / \text{Hz} )</td>
<td>189</td>
<td>203.5</td>
<td>222</td>
</tr>
<tr>
<td>( Q_{L1} )</td>
<td>10.5</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>( 1/\mu_{L1} / \text{m}^2\text{kg}^{-1} )</td>
<td>0.07</td>
<td>0.11</td>
<td>0.09</td>
</tr>
<tr>
<td>( f_{L2} / \text{Hz} )</td>
<td>234</td>
<td>resonance</td>
<td>259.5</td>
</tr>
<tr>
<td>( Q_{L2} )</td>
<td>11</td>
<td>not clearly</td>
<td>10.5</td>
</tr>
<tr>
<td>( 1/\mu_{L2} / \text{m}^2\text{kg}^{-1} )</td>
<td>-0.13</td>
<td>resolved</td>
<td>-0.11</td>
</tr>
<tr>
<td>( f_{L3} / \text{Hz} )</td>
<td>338.5</td>
<td>362</td>
<td>394</td>
</tr>
<tr>
<td>( Q_{L3} )</td>
<td>8</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>( 1/\mu_{L3} / \text{m}^2\text{kg}^{-1} )</td>
<td>-0.30</td>
<td>-0.26</td>
<td>-0.14</td>
</tr>
</tbody>
</table>

### Table 3.2: Comparison of parameter ranges measured in present study with parameter ranges used in previous studies. Both of the previous studies [34] [79] considered a much larger range of lip resonance frequencies than in the present study, so \( f_{L1} \) and \( f_{L2} \) have been deemed not applicable (N.A.). Also, Saneyoshi et al [79] did not consider the outward striking reed case so \( f_{L1} \), \( Q_{L1} \) and \( 1/\mu_{L1} \) are not applicable (N.A.).

<table>
<thead>
<tr>
<th></th>
<th>present study</th>
<th>Elliot &amp; Bowsher [34]</th>
<th>Saneyoshi et al [79]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b / \text{mm} )</td>
<td>9 – 18</td>
<td>13</td>
<td>8.8 – 10.5</td>
</tr>
<tr>
<td>( H_0 / \text{mm} )</td>
<td>0.25 – 0.70</td>
<td>0.30 – 0.45</td>
<td>0.07 – 0.17</td>
</tr>
<tr>
<td>( f_{L1} / \text{Hz} )</td>
<td>182 – 237</td>
<td>N.A.</td>
<td>N.A.</td>
</tr>
<tr>
<td>( Q_{L1} )</td>
<td>6 – 12</td>
<td>0.5</td>
<td>N.A.</td>
</tr>
<tr>
<td>( 1/\mu_{L1} / \text{m}^2\text{kg}^{-1} )</td>
<td>0.04 – 0.11</td>
<td>0.3 – 0.6</td>
<td>N.A.</td>
</tr>
<tr>
<td>( f_{L2} / \text{Hz} )</td>
<td>225 – 278</td>
<td>N.A.</td>
<td>N.A.</td>
</tr>
<tr>
<td>( Q_{L2} )</td>
<td>8 – 16</td>
<td>0.5</td>
<td>5</td>
</tr>
<tr>
<td>( 1/\mu_{L2} / \text{m}^2\text{kg}^{-1} )</td>
<td>-0.05 – -0.13</td>
<td>-0.5 – -0.7</td>
<td>-0.19 – -0.27</td>
</tr>
</tbody>
</table>
Table 3.3: Relationship between parameters in present study and parameters used in previous studies [34] [79].

To use the artificial lip reed mechanism, not all of the parameters used by Saneyoshi et al. or Elliot and Bowsher were measured directly; although some parameters were deduced from measurements with human players others were estimated using inverse calculations which assume the correctness of the one mass model.

The other authors considered a larger range of lip resonance frequencies than in the present study; the ranges of frequency dependent parameters quoted in table 3.2 are in all cases those appropriate to the range of $f_{L1}$ and $f_{L2}$ observed in the present study. Inevitably the various authors have used different notation. Table 3.3 indicates the relationship between the parameters used in the various studies; individual papers should be consulted for explanation of the notation.

From table 3.2 it is obvious that there is a considerable variety in the range of parameter values selected by the various authors. In particular the quality factor used by Elliot and Bowsher appears exceptionally low compared to the Saneyoshi et al. and 'present study' estimates. Elliot and Bowsher based their estimate of lip quality factor not on measurements of the lips but on measurements by Ishizaka et al. [58] of the mechanical response of human neck and cheek flesh. There appears to be no experimental justification for the choice of lip quality factor adopted.
by Saneyoshi et al. The ratios of effective area to effective mass ($1/\mu L_1$ and $1/\mu L_2$) measured in the present study are slightly lower than the values adopted by Saneyoshi et al., and much lower than the values used by Elliot and Bowsher.

### 3.4 Threshold Behaviour of Buzzing Lips Coupled to a Trombone

In this section simulated threshold behaviour is compared with the threshold behaviour measured using a trombone coupled to the artificial lips. The measured threshold pressure will be assumed to be the static mouth pressure required to obtain the permanent periodic regimes with as small an amplitude as is possible; the measured threshold frequency will be assumed to be the fundamental acoustic frequency at that value of mouth pressure. These assumptions are valid only if the characteristic variables of the permanent periodic regime (static mouth pressure and fundamental frequency) tend towards the characteristic variables of the linear threshold (threshold pressure and threshold frequency) as the amplitude of the permanent periodic regime tends to zero. This is true in the case of a direct bifurcation but not in the case of an inverse bifurcation [46]. With an inverse bifurcation the threshold mouth pressure of the permanent periodic regime is actually below the linear threshold (see for example the study by Dalmont et al [24], applied to reed instruments). In the present study it is necessary to assume that, in the case of the trombone, each bifurcation is a direct bifurcation. The experiments did not provide any evidence of inverse bifurcations.

#### 3.4.1 Fixed Embouchure, Variable Slide Length

Immediately before conducting each set of threshold measurements, the mechanical response of each embouchure was measured with $P_m = 0$ and the parameters $f_{L1}$, $Q_{L1}$ and $1/\mu L_1$ were extracted. The parameters $f_{L2}$, $Q_{L2}$ and $1/\mu L_2$ were
extracted from the $P_m = 3\text{mbar}$ measurements. The $b$ and $H_0$ values were estimated from the values in table 3.1 and from extrapolation of these values. The acoustic parameters extracted from input impedance measurements are listed in table A.1 of appendix A.

Figure 3.22 demonstrates how the threshold values vary as the trombone slide is extended. The simulated behaviour was presented earlier in chapter 2 (as figure 2.6), and was discussed in some detail. It has been reproduced as figure 3.22b to allow direct comparison with the equivalent threshold measurements (figure 3.22a). The measured range of threshold pressure is similar to the range predicted by the inward striking model. The outward striking model predicts much higher threshold pressure values, but they are still within a range which a human player could easily produce. Both measurements and simulation demonstrate distinct regimes corresponding to the 4th, 5th and 6th modes of the acoustical resonator. The regimes are apparent in the variation of threshold frequency and, to a lesser extent, in the variation of threshold pressure. The experimental measurements of slide position at the transitions between regimes do not coincide with the regime transition slide positions predicted by either the inward striking or outward striking models. Figure 3.23 examines how the threshold behaviour is affected by a change of embouchure and demonstrates that the inward striking model does capture the qualitative threshold behaviour: both measurements and simulation show that tightening the embouchure increases threshold pressures and frequencies and shortens the slide extension required for the transition from acoustical mode 5 to mode 6.

With a fixed embouchure, it is found that for some slide positions the threshold frequency is above the measured acoustic resonance frequency, for others the situation is reversed. This agrees with earlier playing frequency measurements
Figure 3.22: Variation of threshold values with slide position (fixed embouchure). (a) Measured threshold behaviour. (b) Threshold behaviour simulated using the inward and outward one mass models. Lip parameters used correspond approximately to the 'tight' embouchure: $f_{L1} = 224 \text{Hz}$, $Q_{L1} = 9.0$, $1/\mu_{L1} = 0.09m^2Kg^{-1}$; $f_{L2} = 261 \text{Hz}$, $Q_{L2} = 14.5$, $1/\mu_{L2} = -0.11m^2Kg^{-1}$.
Figure 3.23: Variation of threshold values with slide position for two different embouchures. The horizontal lines indicate the lip resonance frequencies for embouchure A (dashed lines) and embouchure B (solid lines). (a) Measured threshold behaviour. (b) Threshold behaviour simulated using the inward one mass model. Embouchure A parameters: $f_{L2} = 261\,Hz$, $Q_{L2} = 14.5$, $1/\mu_{L2} = -0.11\,m^2\,Kg^{-1}$. Embouchure B parameters: $f_{L2} = 279.5\,Hz$, $Q_{L2} = 10.5$, $1/\mu_{L2} = -0.08\,m^2\,Kg^{-1}$.
on cup mouthpiece instruments which indicate the playing frequency may be either above or below the instrument resonance frequency, depending on playing conditions [19] [44]. Simple one mass models cannot explain this behaviour: with such models the threshold frequency is always below the acoustic resonance frequency (inward striking reed) or always above the acoustic resonance frequency (outward striking reed). A two mass model coupling the mode with outward striking characteristics, \( f_{L1} \), to the mode with inward striking characteristics, \( f_{L2} \), would allow the threshold frequency to lie above or below the acoustical resonance frequency, depending on the acoustic resonator conditions. Future work will include the implementation of threshold value simulations based on the two-mass model. Two-mass models have already been considered by Adachi and Sato [1]. Several additional terms, which have also been considered in previous studies, such as non-stationary flow terms [34] [79] or terms to model the effect of the mouth cavity and vocal tract [34], could also be added to the current model. Additional terms can easily be added to the one-mass model; the difficulty is in selecting realistic values for the additional parameters.

### 3.4.2 Fixed Slide Length, Variable Embouchure

With the trombone slide fixed in the unextended position, threshold measurements were performed as a function of embouchure position. The embouchure was set in turn to each of the twenty positions used to produce the contour plot (figure 3.21); the embouchure was varied from tightest position to slackest position. The results are shown in figure 3.24a. The experimental results may be compared with those obtained from simulations using the lip parameters listed in table A.2 (figure 3.24b).

In figure 2.7a the threshold values were calculated while varying only the lip resonance frequency, \( f_L \). Figure 3.24b is similar to figure 2.7a, but offers a more
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Figure 3.24: Variation of threshold values with embouchure, the trombone slide remains unextended. (a) Measured threshold behaviour. (b) Threshold behaviour simulated using the inward and outward one mass models with lip parameters estimated from mechanical response measurements (see table A.2). Acoustical parameters: \( f_{A3} = 170.5 \text{Hz}, Z_{A3} = 21 \Omega, Q_{A3} = 19; \) \( f_{A4} = 229.5 \text{Hz}, Z_{A4} = 20 \Omega, Q_{A4} = 24; \) \( f_{A5} = 288.5 \text{Hz}, Z_{A5} = 22 \Omega, Q_{A5} = 31.5. \)
realistic representation since the parameters $f_L$, $Q_L$ and $1/\mu_L$, extracted from experimental measurements, all vary with embouchure. In figure 2.7a the position of the local minimum in the threshold pressure curve clearly defines the 'most comfortable note'. The experimental measurements (figure 3.24a) indicate that the threshold pressure varies slowly with embouchure so the 'most comfortable note' is not so well defined. The inward striking reed model of figure 3.24b also shows a wide range of embouchures (0-9) when the threshold pressure does not vary significantly. However the outward striking model suggests that, around $f_{L1}$, the 'most comfortable note' is produced with an embouchure $2/8$ rotations from slackest position and around $f_{A4}$ the 'most comfortable note' will be produced with an embouchure slightly tighter than the tightest embouchure of figure 3.24b.

The experimental measurements indicate that, for the tightest embouchures, the threshold frequency lies slightly above $f_{L2}$, the resonance frequency of the lip mode with inward striking character. This effect cannot be explained by the simple one mass model.

3.5 Conclusions

The measurements presented in this chapter demonstrate that the mechanical response of the artificial lip mechanism is complicated and involves three strong mechanical modes, one mode with outward character and two modes with inward character. Mechanical response measurements as a function of static mouth pressure suggest that the mouthpiece 'buzz' can result from destabilization of the two modes with inward character (modes 2 and 3). However oscillation threshold measurements demonstrate that the mode with outward character (mode 1) is also important when the lips are coupled to a trombone. There is no experimental evidence that the acoustical resonance of the mouth cavity has a significant
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influence on the stability of the lips.

The static and dynamic mechanical response measurements presented in this paper provide the first 'direct' measurement of lip parameters. The lip quality factors measured in this study are higher than the values which other authors have used in their simulations, while the measured ratio of effective area to effective mass is consistently lower than the values previously adopted.

The measured threshold values were compared with the theoretical threshold values predicted using linear stability analysis applied to the one-mass model. The experimental threshold pressure was considered to be the static mouth pressure required to sustain a permanent periodic regime with a predetermined small amplitude. This is a reasonable assumption provided the bifurcation is a direct bifurcation. There was found to be good qualitative agreement between the measured and simulated oscillation threshold behaviour. The discrepancies between experiment and simulation are no greater than the discrepancies encountered by Wilson and Beavers in their investigation of single reed instruments [97]. However in most instances the simulations presented in this chapter overestimate the threshold pressure and fail to accurately predict the slide/embouchure positions at the transition between different regimes. More importantly, the measurements showed that, with a fixed embouchure, for some slide positions the threshold frequency is above the measured resonance frequency; for other slide positions the situation is reversed. The one-mass model cannot explain this behaviour. The existence of two different mouthpiece buzzing regimes is also inconsistent with the one-mass model [44].

The mechanical response measurements with a non-zero static mouth pressure and the mouthpiece cup removed (figure 3.18) provide evidence of aerodynamic coupling, either between the second mechanical mode and another mechanical
mode, or between the second mechanical mode and an acoustical mode of the mouth cavity. However the mouth cavity effect measurements of section 3.3.3 suggest it is more likely that the coupling is between two mechanical modes.

Future work will include the implementation of threshold simulations based on the two-mass model, using the lip parameters presented in the current study.
Chapter 4

Theory of LDA

4.1 Introduction

In section 1.1 recent progress in understanding sound production in brass wind instruments was reviewed. It was concluded that although the acoustical behaviour of the instrument air column is well understood; further work was required to investigate firstly the behaviour of the lips and secondly the air flow into the instrument. The mechanical response measurements presented in chapter 3 do provide some added insight into the behaviour of the lips. The remainder of the thesis will be dedicated to the study of Laser Doppler Anemometry (LDA) with the ultimate aim of using the technique to measure the velocity in the mouthpiece of brass instruments, driven by the artificial lip reed mechanism.

The LDA system considered in the present study measures the component of fluid velocity in a single direction at a single point in space, the point where two laser beams intersect. In this chapter, after a brief review of other point measuring techniques available for measuring acoustic particle velocity, a more in-depth discussion of LDA and the basic principle behind the technique is presented. The LDA fringe model is introduced and used to derive mathematical expressions for the bandpass filtered photodetector signal, known as the Doppler signal. These mathematical expressions form the basis of the Doppler signal sim-
ulation programs considered in chapter 6. The instantaneous frequency of the Doppler signal is shown to be proportional to the fluid velocity. The form of the power spectral density (PSD) of the Doppler signal is studied and used to assess limitations of the LDA technique. The PSD of the instantaneous frequency of the Doppler signal is also discussed at some length because that method of presenting LDA measurements will be adopted frequently in chapters 6 and 7, especially in situations where the fluid motion is relatively complicated.

In brass instruments, during self-sustained oscillation the fluid velocity in the mouthpiece is very complicated but can notionally be divided into a steady mean flow contribution, a turbulent contribution and a multi-harmonic acoustic contribution. All three situations are considered in this chapter.

This chapter is largely a review of the theory of LDA, illustrated with some original experimental measurements. However the chapter does focus on several areas hitherto neglected, such as the consequences of applying a windowing function to the Doppler signal, periodic amplitude modulation of the Doppler signal and biasing of the PSD of the Doppler signal.

4.2 Alternative Point Measuring Techniques

In the measurement of acoustic particle velocity, the point measuring technique of LDA has proved particularly successful. However, useful measurements have also been made using other point measuring techniques. Elliot and Bowsher [34] used Hot Wire Anemometry to measure instantaneous acoustic particle speed in the throat of a trombone and Eerden, de Bree et al [32] have recently developed a new acoustic particle velocity sensor, which they have called the ‘Microflown’.
4.2.1 Hot Wire Anemometry

For over a century, hot wire anemometers have been used to measure the speed of fluid flows. A typical hot wire anemometer consists of a sensor, in the form of a 1mm long wire with a diameter of approximately 5µm, arc welded to the tips of two support needles. The support needles are connected to an electronics package which supplies a heating current to the sensor. The sensor is convection cooled by the fluid passing over it. The fluid speed can be deduced from measurements of the cooling effect, using a method to be described below.

An alternative sensor, the hot film probe, consists of a thin layer of nickel or platinum deposited onto a quartz wedge and connected to the electronics package by leads attached to the film. The general term hot wire anemometry embodies hot film probes and the traditional hot wire probes.

The hot wire anemometry sensor heating current may be controlled in several different ways but it is most common to supply a heating current that varies with fluid speed to maintain a constant sensor resistance and therefore a constant sensor temperature. The electronics package of the constant temperature anemometer contains a Wheatstone bridge circuit with the sensor as one arm of the bridge. A differential feedback amplifier senses any bridge unbalance, resulting from a change in the rate of sensor cooling in response to a change of fluid speed, and adds current to hold the sensor temperature constant. The voltage difference across the bridge is related to the speed of the fluid. In fact over a particular range of fluid speeds the voltage difference across the bridge can be proportional to the fluid speed.

Hot wire anemometers have some advantages over LDA: they are less expensive and do not require the fluid to be seeded or the fluid container to be transparent. However hot wire anemometers also have several disadvantages compared
Figure 4.1: Sinusoidal variation in flow velocity and corresponding variation in magnitude of flow velocity, with mean flow greater than acoustic particle velocity amplitude (solid line) and mean flow less than acoustic particle velocity amplitude (dashed line).

with LDA: they are fragile, require calibration and physically intrude into the fluid, inevitably influencing the flow. For acoustic measurements, a major disadvantage is that the simple single sensor anemometer discussed above is capable of measuring magnitude of fluid velocity but not flow direction. With such devices the instantaneous acoustic particle velocity can only really be safely deduced from the magnitude of the instantaneous velocity if the mean flow velocity is greater than the velocity amplitude, because in that case the fluid velocity always has the same sign (solid line of figure 4.1). If the mean flow velocity is less than the velocity amplitude then the sign of the velocity changes over an acoustic cycle and the velocity amplitude magnitude curve does not have the same shape as the velocity curve (dashed line of figure 4.1). The directional ambiguity can be resolved by using two sensors, one displaced upstream from the other, provided the sensors produce distinguishable signals. This can be achieved, for example, by positioning the sensors on either side of a cylinder so that the downstream
sensor is in the wake of the cylinder and therefore detects a lower velocity than
the upstream sensor. Alternatively, the sensors could be arranged so that heat is
convected from the upstream sensor to the downstream sensor, as is the case in a
microflown (see section 4.2.2). Only a brief summary of hot wire anemometry has
been presented here; Lomas discusses hot wire anemometers in some detail [63].

4.2.2 The Microflown

Unlike the hot wire anemometer, the microflown has been designed specifically to
measure acoustic particle velocity. The microflown is a solid state device compris­
ing two parallel resistive sensors of length 0.8mm positioned 40µm apart [32]. As
air flow moving perpendicular to the length of the sensors passes the sensors, heat
is convected from the first sensor to the second sensor. This causes a difference
in temperature between the two sensors and therefore a difference in resistance
which is proportional to the fluid velocity, over a particular velocity range. The
differential resistance can be measured using an appropriate electronic package
such as a Wheatstone bridge or the purpose developed circuit, the ‘Wheatstone
Gadget’. Each sensor forms one arm of the Wheatstone bridge/gadget. The out­
put voltage of the electronic package is proportional to the differential resistance,
and therefore the flow velocity [13].

The microflown is capable of resolving flow direction and thus provides a
cheap alternative to LDA systems. However the microflown is fragile and phys­
ically intrusive. It also requires careful calibration as its sensitivity varies with
frequency [13].
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Figure 4.2: Light scattered by moving particle.

Figure 4.3: Dual beam mode.
4.3 Principle of LDA

In LDA the Doppler shift of light scattered from seeding particles is measured and used to deduce the velocity of the particles. Consider the situation illustrated in figure 4.2. A particle traveling along the x-axis with speed $U$ crosses a plane wave light beam, with frequency $\nu$, wavelength $\lambda$, and propagation direction with unit vector $\hat{s}_1$. The component of particle velocity in the propagation direction of the plane wave is $U\hat{x} \cdot \hat{s}_1$, where $\hat{x}$ is the unit vector in the x direction. Therefore, as the particle crosses the light beam at the origin it scatters light with Doppler shifted frequency $\nu - \frac{U}{\lambda}\hat{x} \cdot \hat{s}_1$. In figure 4.2 $\hat{x} \cdot \hat{s}_1$ is negative and so the frequency of the scattered light is greater than the frequency of the laser beam. Since the component of velocity along the y-axis is zero, if the detector is positioned on the y-axis then a particle at the origin will have no velocity component in the direction of the detector. Therefore the light scattered by the particle undergoes no further Doppler shift and the detector measures the frequency of scattered light to be $\nu - \frac{U}{\lambda}\hat{x} \cdot \hat{s}_1$. In principle the velocity of the particle can be deduced from the Doppler shift of the frequency of the light beam, but this is not practicable as the Doppler shift, $\frac{U}{\lambda}\hat{x} \cdot \hat{s}_1$, is many orders of magnitude lower than the laser light frequency, $\nu$ [45]. More elaborate systems are required to exploit the Doppler effect in order to measure the particle velocity.

There are two commonly used LDA optical systems, reference beam and dual beam [30] [45], but only the dual beam mode (represented in figure 4.3) will be considered here. The origin of the coordinate system in figure 4.3 is selected to be the point where the beams intersect. As a particle with velocity $U\hat{x}$ crosses this point the particle scatters light with frequency $\nu_1 = \nu - \frac{U}{\lambda}\hat{x} \cdot \hat{s}_1$ from beam 1 and light with frequency $\nu_2 = \nu - \frac{U}{\lambda}\hat{x} \cdot \hat{s}_2$ from beam 2. The scattered light from each beam combines at the detector surface to produce an electric field
vector with magnitude proportional to \([\sin(2\pi \nu_1 t) + \sin(2\pi \nu_2 t)]\) and intensity proportional to

\[
[\sin(2\pi \nu_1 t) + \sin(2\pi \nu_2 t)]^2 = \sin^2(2\pi \nu_1 t) + \sin^2(2\pi \nu_2 t)
+ 2\sin(2\pi \nu_1 t)\sin(2\pi \nu_2 t)
\]

\[
= \sin^2(2\pi \nu_1 t) + \sin^2(2\pi \nu_2 t)
+ \cos[2\pi(\nu_1 + \nu_2) t] + \cos[2\pi(\nu_1 - \nu_2) t].
\]

The detector output signal is proportional to the light intensity detected at the detector surface, but the frequencies \(\nu_1\) and \(\nu_2\) are much higher than the frequency response of any available detector, therefore the frequency of the detector signal is actually equal to the frequency of the final term on the right hand side of equation 4.2. This frequency,

\[
F_D = \nu_1 - \nu_2,
\]

is known as the Doppler frequency.

\[
F_D = \frac{U}{\lambda} \hat{x} \cdot (\hat{s}_2 - \hat{s}_1)
\]

therefore

\[
F_D = \frac{2U \sin \theta}{\lambda}
\]

where \(\theta\) is the angle each beam makes with the y-axis. It can be shown that equation 4.5 gives the detected Doppler frequency for any detector position, on or off the y-axis [45].

4.4 Fringe Model

The Doppler shift of light provides one representation of the operation of a dual beam anemometer. An alternative perspective is provided by the fringe model,
proposed by Rudd [78]. Rudd considered masked beams with rectangular cross-section, but the principle can also be applied to unmasked beams with a Gaussian profile. The fringe model has the advantage of being easily visualised. Where the two beams intersect interference fringes are formed. As seeding particles cross the fringes the scattered light intensity, observed at the detector, is modulated at the Doppler frequency. In this section the fringe model will be used to derive expressions for the intensity of the photodetector signal as a function of fluid velocity. Several different flow conditions will be considered.

4.4.1 Intensity Distribution of Fringe Pattern

In appendix B it is shown that at point \( x = (x, y, z) \) in the fringe pattern, formed by the intersection of the two beams represented in figure 4.3, the intensity at time \( t \) can be expressed as

\[
i(x, t) = W(x) \cosh \left( \frac{8xy \sin(2\theta)}{d_{e-2}^2} \right) + W(x) \cos[2\pi F_s t + Kx]
\]

where

\[
W(x) = I_0 \exp \left[ -\frac{8(x^2 \cos^2 \theta + y^2 \sin^2 \theta + z^2)}{d_{e-2}^2} \right],
\]

\[
K = \frac{4\pi \sin \theta}{\lambda},
\]

\( I_0 \) is the maximum intensity of each beam, \( d_{e-2} \) is the diameter of each beam at \( 1/e^2 \) maximum intensity and \( F_s \) is the frequency of light in beam 1 minus the frequency of light in beam 2. Deliberately introducing a known frequency difference between the two beams is a common experimental technique used to shift the mean frequency of the detector signal. The frequency shift and its advantages will be discussed further at the end of this section.

The first term on the right hand side of equation 4.6 is known as the pedestal intensity. It describes the intensity which would be observed if there was no
interference of the beams. The remaining term on the right hand side, known as the Doppler intensity, does describe the interference of the beams. The weighting term, $W(x)$, defines an ellipsoidal measurement volume within which the intensity of each fringe maxima is greater than $1/e^2$ of the maximum possible value, $I_0$. The calculation of the dimensions of the measurement volume from equation 4.7 is trivial [45]. The cosh term describes how the two discrete beams merge to form the measuring volume as $y$ increases from a negative value to zero and how the combined beams divide into two separate beams again as $y$ increases from zero.

With $F_s$ set equal to zero the Doppler intensity term describes a series of interference fringe planes parallel to the $yz$ plane, contained within an ellipsoidal measuring volume (see figure 4.4). The spacing between the fringes is $\Lambda = 2\pi/K$. By substituting equation 4.8 for $K$ the following expression is obtained for fringe spacing

$$\Lambda = \frac{\lambda}{2 \sin \theta}. \quad (4.9)$$

A particle moving parallel to the x-axis with a speed $U$ crosses interference planes
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with a frequency

\[ F_D = \frac{U}{\lambda} = \frac{2U \sin \theta}{\lambda} \]  

(4.10)

This frequency is the Doppler frequency of the signal; it is identical to the expression obtained by considering the Doppler shift of light (equation 4.5).

When \( F_s \) is non-zero the fringes move through the stationary ellipsoidal measuring volume with constant speed \( F_s \lambda \) and the Doppler frequency becomes

\[ F_D = F_s + \frac{U}{\lambda}. \]  

(4.11)

If \( F_s \) is positive the fringes move in the opposite direction to the flow but if \( F_s \) is negative the fringes move in the same direction as the flow. In practice both beams are produced from the same source and so have originally the same frequency, \( \nu \). However a Bragg cell \([30] [31]\) is often used to shift the frequency of one of the beams to \( \nu + F_s \). This shift frequency acts as an additional artificial constant velocity. It resolves the directional ambiguity and extends the range of velocities which may be measured.

4.4.2 Doppler Signal Produced by Single Particle

Over the linear range of the photodetector the photodetector current, and hence the photodetector voltage, is proportional to the light intensity integrated over the detector surface \([30]\). This is in turn proportional to the light intensity at the position of the particle. Therefore a single particle, \( p \), at position \( x_p \) produces a photodetector voltage signal

\[ V_p(t) = A_p i(x_p, t) \]  

(4.12)

where \( A_p \) is a constant which is dependent on the constant load resistance of the detector, the quantum efficiency of the detector and the scattering efficiency of particle \( p \).
If the particle is restricted to move parallel to the x-axis then it is convenient to rewrite the weight function as the product of a time dependent term (a function of the x-coordinate of particle position, $x_p(t)$) and a time independent term, $w_p$ (dependent on the maximum intensity of a single beam and on the fixed $y$ and $z$ coordinates of the particle, $y_p$ and $z_p$ respectively).

$$W(x) = w_p e^{-8x_p^2(t)/d^2}$$

where

$$w_p = I_0 \exp \left[ -\frac{8(y_p^2 \sin^2 \theta + z_p^2)}{d_{e-2}^2} \right]$$

and

$$d = \frac{d_{e-2}}{\cos \theta}.$$  

(4.13)

(4.14)

(4.15)

By combining equations 4.6, 4.12 and 4.13, the following expression is obtained for the photodetector signal produced by light scattered from a single particle at position $(x_p(t), y_p, z_p)$

$$V_p(t) = A_p w_p e^{-8x_p^2(t)/d^2} \left\{ \cosh \left[ \frac{8x_p(t) \cdot y_p \sin(2\theta)}{d_{e-2}^2} \right] + \cos[2\pi F_s t + Kx_p(t)] \right\}.$$ 

(4.16)

In practice the Doppler signal, $V_{dp}(t)$, is obtained by high pass filtering the detector signal, $V_p(t)$, to remove the pedestal term.

$$V_{dp}(t) = A_p w_p e^{-8x_p^2(t)/d^2} \cos[2\pi F_s t + Kx_p(t)]$$

(4.17)

The Doppler signal consists of a cosine wave with a time varying amplitude $A_p w_p e^{-8x_p^2(t)/d^2}$. Notice that the amplitude of the signal is independent of the shift frequency, $F_s$. The instantaneous frequency of the Doppler signal, i.e. the Doppler frequency $F_D$, is the rate of change of the argument of the cosine term divided by $2\pi$. 
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The form of the Doppler signal will now be considered for two very different situations: a seeding particle following a laminar fluid flow with constant velocity; and a seeding particle moving with alternating velocity under the influence of a sinusoidal sound field.

**Constant Velocity**

If the seeding particle moves in the direction indicated in figure 4.4, with constant speed $U$, then

$$x_p(t) = x_p(0) + Ut \quad (4.18)$$

and the resulting Doppler signal is

$$V_{Dp}(t) = A_p w_p \{ \exp[-8(x_p(0) + Ut)^2/d^2] \} \cos [2\pi F_s t + KU t + Kx_p(0)]. \quad (4.19)$$

This equation for the Doppler signal is plotted in figure 4.5 with the same time scale as the particle displacement, $x_p$ (equation 4.18). The form of the weight function (equation 4.13) is also plotted on this diagram, against the same displacement scale as the particle displacement. Obviously there is only a significant signal while the particle is traversing the measuring volume, i.e. while the weight function is not negligible. The signal amplitude reaches a maximum at $t = -x_p(0)/U$ when the $x$ coordinate of particle displacement is zero. From the argument of the cosine term of equation 4.19 it is clear that as the particle crosses the fringe volume the Doppler frequency remains at the constant value indicated by equation 4.11.

**Alternating Velocity**

If a sinusoidal sound field causes the seeding particle to oscillate back and forth along a path which is parallel to the x-axis then the particle has displacement

$$x_p(t) = x_p(0) + x_m \sin(2\pi f_m t + \psi_m) \quad (4.20)$$
Figure 4.5: Simulated Doppler signal for single seeding particle with constant speed $U$ and initial particle position $x_p(0) = -2d$. No frequency shift was applied i.e. $F_s = 0$. The particle displacement and the weight function are also displayed.

where $x_p(0)$ is the position of particle $p$ at $t = 0$, $x_m$ is the displacement amplitude of the sound field, $f_m$ is its acoustic frequency and $\psi_m$ is its phase constant. In this case the Doppler signal is

$$V_D(t) = A_p w_p \left\{ \exp\left[ -8(x_p(0) + x_m \sin(2\pi f_m t + \psi_m))^2/d^2 \right] \right\}$$

$$\times \cos \left[ 2\pi F_s t + K x_m \sin(2\pi f_m t + \psi_m) + K x_p(0) \right].$$

(4.21)

and the Doppler frequency, the rate of change of the argument of the cosine term in equation 4.21 is

$$F_D = F_s + \Delta F_m \cos(2\pi f_m t + \psi_m)$$

(4.22)

where

$$\Delta F_m = \frac{2\pi f_m x_m}{\Lambda}.$$  

(4.23)

The cosine term of equation 4.21 represents a frequency modulated wave with carrier frequency $F_s$, modulation frequency $f_m$ and peak frequency deviation $\Delta F_m$. 


Figure 4.6: Simulated Doppler signal for single seeding particle in sinusoidal sound field with acoustic particle displacement amplitude $x_m = d/4$ and initial particle displacement, $x_p(0) = d/4$. The frequency shift, $F_s = 2u_m/\Lambda$. The particle displacement, weight function and acoustic particle displacement are also displayed.
Since the acoustic particle velocity amplitude is \( u_m = 2\pi f_m x_m \), the peak frequency deviation is directly proportional to the acoustic particle velocity amplitude,

\[
\Delta F_m = \frac{u_m}{\Lambda}
\]  

(4.24)

Notice that the amplitude of the Doppler signal also varies periodically at the acoustic frequency. This effect is demonstrated in figure 4.6 where the Doppler signal of equation 4.21 is plotted against the same time scale as the particle displacement (equation 4.20) and velocity. As the particle oscillates back and forth about the same point it never escapes from the measuring volume so the signal does not disappear. This figure also demonstrates frequency modulation of the Doppler signal.

### 4.4.3 Multiple Particle Doppler Signal

The total Doppler signal is just the sum of the Doppler signals produced by each particle. Therefore, from equation 4.17 it is clear that the Doppler signal at time \( t \), is simply

\[
V_D(t) = \sum_p A_p w_p e^{-8\pi^2 (t) / d^2} \cos[2\pi F_s t + K x_p(t)].
\]  

(4.25)

The summation extends over all particles in the flow. The particle displacement of particle \( p \) can be written as

\[
x_p(t) = X(t) + x_p(0)
\]  

(4.26)

where \( X(t) \) depends only on the fluid velocity, \( U(t) \),

\[
X(t) = \int_0^t U(\tau)d\tau.
\]  

(4.27)

Using the technique proposed by Durrani and Greated [30], by substituting equation 4.26 into the cosine argument of equation 4.25 and making use of a trigono-
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metric identity, equation 4.25 can be reduced to the form

\[ V_D(t) = a(t) \cos[2\pi F_s t + KX(t)] - b(t) \sin[2\pi F_s t + KX(t)] \]  \hspace{1cm} (4.28)

where

\[ a(t) = \sum_p A_p w_p \cos(Kx_p(0)) e^{-8\pi^2 p^2(t)/d^2} \]  \hspace{1cm} (4.29)
\[ b(t) = \sum_p A_p w_p \sin(Kx_p(0)) e^{-8\pi^2 p^2(t)/d^2} \]  \hspace{1cm} (4.30)

Equation 4.28 can easily be arranged into the form

\[ V_D(t) = E(t) \cos[2\pi F_s t + KX(t) + \phi(t)] \]  \hspace{1cm} (4.31)

where

\[ E(t) = (a^2(t) + b^2(t))^{1/2} \]  \hspace{1cm} (4.32)

and

\[ \phi(t) = \tan^{-1} \frac{b(t)}{a(t)} \]  \hspace{1cm} (4.33)

It is instructive to examine the form of the envelope term, \( E(t) \). The \( e^{-8\pi^2 p^2(t)/d^2} \) term in equations 4.29 and 4.30 describes the variation in amplitude due to particle motion within a Gaussian intensity distribution. The \( \cos(Kx_p(0)) \) and \( \sin(Kx_p(0)) \) terms indicate the relative positions of the particles within the fringe pattern. If every particle is initially located at the centre of a bright fringe, a Doppler signal with large amplitude is generated because all particles cross the fringe maxima in phase. If however the initial particle distribution is altered by displacing alternate particles by half a fringe width a signal with much lower amplitude will be detected.

Equation 4.31 may be rewritten in the form

\[ V_D(t) = E(t) \cos \Phi(t) \]  \hspace{1cm} (4.34)
where

\[ \Phi(t) = 2\pi F_s t + KX(t) + \phi(t) \]  

(4.35)

The Doppler frequency, \( F_D \), is expressed in equation 4.36:

\[ F_D = \frac{1}{2\pi} \frac{d\Phi}{dt} = F_s + \frac{U(t)}{\Lambda} + \frac{d\phi}{dt}. \]  

(4.36)

Notice that this expression for the Doppler frequency contains an additional term which is not present when the Doppler signal is generated by a single seeding particle (see for example equation 4.11). Using multiple seeding particles introduces an error term, \( d\phi/dt \), known as ambiguity noise. This uncertainty in the Doppler frequency occurs because the Doppler signal is the superposition of many sub-signals, each with a random phase related to the initial position of the particle which generated the sub-signal.

The above expressions hold for a fluid with general velocity \( U(t) \) in the x direction. The two specific flow situations considered in section 4.4.2 will now be revisited.

**Constant Velocity**

There are \( N \) particles in the measuring volume at time \( t \); the \( p \)th particle has displacement, \( x_p(t) \), given by equation 4.18. Each of the \( N \) particles has a different random initial displacement \( x_p(0) \). This introduces ambiguity noise with causes the Doppler frequency to vary randomly about \( F_s + \bar{U}/\Lambda \), the Doppler frequency produced by a single seeding particle subjected to identical flow conditions.

If the seeding density is sufficiently high there are always seeding particles in the measuring volume at any instant in time and a continuous Doppler signal is produced. However the amplitude varies randomly because the random distribution of particles within the fringe volume is constantly being replaced by
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Figure 4.7: Measured Doppler signal for laminar flow with constant velocity. The signal suffers from random amplitude modulation.

a new random particle distribution. On occasion, for a short time interval, the seeding particle distribution can produce a Doppler signal with zero amplitude or a very small amplitude. In this case it becomes impossible to extract the Doppler frequency from the signal and the signal is said to suffer from signal 'dropout'. A measured Doppler signal, free from signal dropout, is displayed in figure 4.7. Details of the experimental method used to capture this signal can be found in the next chapter.

Alternating Velocity

If the seeding particles were subjected to the sound field considered in section 4.4.2, ambiguity noise would cause the Doppler frequency of the multiple particle signal to vary randomly about the Doppler frequency produced by a single particle, as indicated by equation 4.22.

Since the displacement of each particle varies periodically, there is a tendency for the amplitude of the Doppler signal, \( E(t) \), to vary quasi-periodically at the
Figure 4.8: Doppler signal measured in sound field with frequency 323Hz. The instantaneous velocity extracted from this signal is also displayed. The Doppler signal suffers from quasi-periodic amplitude modulation.

acoustic frequency. This effect is demonstrated in figure 4.8 where a typical Doppler signal is plotted with the same time scale as the instantaneous velocity extracted from the signal. Notice that over the first 5 acoustic periods the Doppler signal reaches a local maximum twice per acoustic period but over the last 5 acoustic periods there is a local maximum only once per acoustic period. The periodic amplitude modulation occurs because the inhomogeneous particle distribution is swept back and forth across the fringe volume at the acoustic frequency. The amplitude modulation evolves slowly over time as the particle distribution changes.

Other researchers have observed quasi-periodic amplitude modulation of the Doppler signal [52] [91] but have not examined the phenomenon in any detail. The results of a systematic study of amplitude modulation are presented in chapter 6.
4.5  Power Spectral Density of Doppler Signal

Spectrum analysis was one of the first signal processing techniques to be applied to LDA signals. In many cases all of the required flow information can be deduced from the measured power spectra. In this section the form of the power spectral density (PSD) of Doppler signals will first be considered for three different flow conditions: a uniform steady laminar flow; a turbulent flow and a sound field. Finally the power spectra will be used to demonstrate the limitations of digital analysis of LDA signals.

4.5.1  Power Spectra and Window Functions

In practice the Doppler signal is sampled over a finite time interval, $T$. In order to reduce signal leakage the Doppler signal is multiplied by a window function, $h(t)$, and the power spectral density, $\hat{S}(F)$, of the windowed Doppler signal, $\hat{V}_D(t) = h(t)V_D(t)$ is computed using equation 4.37

$$\hat{S}(F) = \frac{|\mathcal{F}\{\hat{V}_D(t)\}|^2}{TP_w}$$

where $\mathcal{F}$ denotes the Fourier transform operation and $P_w$ is the average power of the window function:

$$P_w = \frac{1}{T} \int_0^T h^2(t)dt. \quad (4.38)$$

Multiplying the Doppler signal by a window function reduces the power of the Doppler signal. Inclusion of the factor $P_w$ in equation 4.37 ensures that the integral of $\hat{S}(F)$ over all frequencies is equal to the integral of the unwindowed Doppler signal, $S(F)$, over all frequencies. However at a particular frequency, $F$, $\hat{S}(F)$ is unlikely to be equal to $S(F)$.

1The term 'power spectral density' is somewhat misleading as the PSD of the Doppler signal has dimensions of [volts]$^2$[time], not [power][time].
If the bandwidth of the window function is less than the frequency interval between peaks in the spectrum of \( V_D(t) \) then cross harmonic terms can be neglected and

\[
\hat{S}(F) = \frac{1}{TP_W} |H(F)|^2 * |\mathcal{F}\{V_D(t)\}|^2 \tag{4.39}
\]

where \( H(F) = \mathcal{F}\{h(t)\} \).

### 4.5.2 Constant Velocity

The form of \( |\mathcal{F}\{V_D(t)\}|^2 \) will be examined for the particular situation in which the Doppler signal, \( V_{Dp}(t) \), is produced by a single particle. In this case the signal is said to be a single Doppler burst.

A single particle moving parallel to the x-axis with constant velocity \( \overline{U} \) and displacement defined by equation 4.18 generates the Doppler burst described by equation 4.19. By substituting the frequency

\[
\overline{F} = \frac{\overline{U}}{\Lambda} \tag{4.40}
\]

for \( \overline{U} \) in equation 4.19 the following expression for the Doppler signal is obtained.

\[
V_{Dp}(t) = A_p w_p \{ \exp[-8(x_p(0) + \overline{U}t)^2/d^2] \} \cos \left[ 2\pi(F_\sigma + \overline{F})t + K x_p(0) \right] \tag{4.41}
\]

If the bandwidth of the spectrum of the Gaussian term is less than half the frequency interval between the two peaks in the spectrum of the cosine term then
cross terms can be ignored \[30\] and

\[
|\mathcal{F}\{V_{DP}(t)\}|^2 = A_p^2w_p^2|\mathcal{F}\{\exp[-8(x_p(0) + U) t^2/d^2]\}|^2
\]

\[
\ast|\mathcal{F}\{\cos [2\pi(F_s + \bar{F}) t + K x_p(0)]\}|^2
\]

\[
= A_p^2w_p^2\left\{\frac{\sqrt{\pi} \frac{d}{\sqrt{2} U}}{2\sqrt{2}} \exp \left[-\left(\frac{\pi d F}{2\sqrt{2} U}\right)^2\right]\right\}^2
\]

\[
\ast\frac{1}{4}\{\delta[F - (F_s + \bar{F})] + \delta[F + (F_s + \bar{F})]\}
\]

\[
= \frac{A_p^2w_p^2}{16\pi\sigma_F^2}\left\{\exp \left[-\frac{(F - F_s - \bar{F})^2}{2\sigma_F^2}\right] + \exp \left[-\frac{(F + F_s + \bar{F})^2}{2\sigma_F^2}\right]\right\}
\]

where

\[
\sigma_F = \frac{\sqrt{2} \frac{U}{\pi d}}
\]

and $\delta$ is the Kronecker delta. This spectrum of the Doppler signal consists of Gaussian peaks with centre frequency $F = \pm(F_s + \bar{U}/\Lambda)$ and standard deviation $\sigma_F$. The standard deviation is inversely proportional to the transit time, $d/\bar{U}$, the time it takes the particle to cross the Gaussian measuring volume. The frequency spread in the spectrum is a consequence of the finite duration of the Doppler burst and is often referred to as transit time broadening. The term ambiguity broadening is also frequently used. The ambiguity noise contribution to the Doppler frequency, $d\phi/dt$, is also a consequence of finite transit time. The shorter the transit time, the quicker the rate of change of the particle population within the measuring volume and therefore the greater the ambiguity noise, $d\phi/dt$. Section 4.6.3 discusses how transit time broadening of the PSD of the Doppler signal can be quantitatively related to ambiguity noise.

It can be shown [45] that the Doppler signal produced by the summation of Doppler bursts from several individual particles (equation 4.31) has a spectrum with peaks at identical frequencies to the peaks of the spectrum of the Doppler
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burst from only one of the particles (equation 4.44). If the multiple burst Doppler signal is captured over a finite time $T$ and multiplied by the window function $h(t)$, the power spectral density of the windowed signal has the following form:

$$
\hat{S}(F) \propto |H(F)|^2 \star \left\{ \exp \left[ -\frac{(F - F_\ast - \bar{F})^2}{2\sigma_F^2} \right] + \exp \left[ -\frac{(F + F_\ast + \bar{F})^2}{2\sigma_F^2} \right] \right\}.
$$

(4.46)

Since the signal is symmetric about $F = 0$ it is sufficient to consider only the positive frequency power spectral density, $\hat{S}_+(F)$, defined as

$$
\hat{S}_+(F) = \begin{cases} 
0 & F < 0 \\
\hat{S}(F) & F = 0 \\
2\hat{S}(F) & F > 0
\end{cases}
$$

(4.47)

From equation 4.46 it is clear that the positive frequency power spectral density of the Doppler signal is of the form

$$
\hat{S}_+(F) \propto |H(F)|^2 * \exp \left[ -\frac{(F - F_\ast - \bar{F})^2}{2\sigma_F^2} \right]
$$

(4.48)

The Hanning window is defined in the time domain as

$$
h(t) = \begin{cases} 
\sin^2 \left( \frac{\pi t}{T} \right) & 0 \leq t < T \\
0 & t \geq T.
\end{cases}
$$

(4.49)

Matovic and Tropea [66] observed that the Fourier transform of the Hanning window can be approximated by the central lobe of a cosine squared function. Unfortunately they did not specify the exact form of the cosine squared function but it can be deduced to be

$$
H(F) = \begin{cases} 
\frac{T}{2} \cos^2 \left( \frac{\pi TF}{4} \right) & |F| \leq \frac{2}{T} \\
0 & |F| > \frac{2}{T}.
\end{cases}
$$

(4.50)

In the frequency domain, near the centre of the window, the relationship

$$
\cos^2 \alpha = e^{-\alpha^2} + O(\alpha^4)
$$

(4.51)

can be used to approximate equation 4.50 by an unnormalized Gaussian

$$
H(F) \approx \frac{1}{\pi \sigma_W} \exp \left[ -\frac{F^2}{4\sigma_W^2} \right]
$$

(4.52)
where

\[ \sigma_W = \frac{2}{\pi T}. \]  (4.53)

By substituting equation 4.52 into equation 4.48 and observing that variances add under convolution [11], an approximation to the positive frequency power spectral density can be obtained:

\[ \hat{S}_+(F) \approx \epsilon \exp\left[ -\frac{(F - F_s - \bar{F})^2}{2\sigma^2} \right] \]  (4.54)

where

\[ \sigma^2 = \sigma_F^2 + \sigma_W^2 \]  (4.55)

and \( \epsilon \) is a constant. This approximation is only valid near the centre of the peak but the approximation is sufficient because in practice the variance of the peak is estimated using an interpolation method which only requires data points near the maximum value of the spectrum. Equations 4.54 and 4.55 demonstrate that the window function contributes to the width of the spectral peak. The ratio of standard deviation due to transit time broadening to the standard deviation due to the effect of the window function is proportional to the ratio of total sample time to transit time:

\[ \frac{\sigma_F}{\sigma_W} = \frac{T \bar{U}}{\sqrt{2} d}. \]  (4.56)

This equation indicates that broadening due to the window function is significant only for relatively low flow speeds.

**4.5.3 Turbulent Flow**

In a turbulent flow the instantaneous velocity may be written as the vector sum of mean velocity and fluctuations from the mean. Even if the mean velocity
is entirely in the x direction (as defined in figure 4.3) there will in general be turbulent velocity fluctuations in the x, y and z directions. However the dual beam anemometer measures only the x component of velocity and therefore the measured velocity is

\[
U(t) = \overline{U} + u_T(t)
\]  

(4.57)

where \(U(t)\) is the x component of instantaneous velocity, \(\overline{U}\) is the mean velocity in the x direction and \(u_T(t)\) is the x component of turbulent velocity fluctuations. The turbulent intensity, \(u'_T\), is the root mean square (RMS) value of \(u_T\):

\[
u'_T = \sqrt{\overline{u_T^2(t)}},
\]

(4.58)

where overline denotes time average. A turbulent velocity flow with an RMS value of \(u'_T\) contributes \(\sigma_T^2\) to the variance of the Doppler frequency, where

\[
\sigma_T = \frac{u'_T}{\Lambda}.
\]

(4.59)

If turbulent eddies with length scales of a comparable or smaller size than the measuring volume exist then spatial averaging occurs in the measuring volume and the turbulent intensity is underestimated by the LDA technique [42]. The smallest eddies have a length scale of the order of the Kolmogorov microscale [86].

**4.5.4 Other Sources of Broadening**

Velocity gradient broadening is another possible source of spectral broadening. This occurs if particles traversing the volume have a range of velocities as a result of a mean velocity gradient in the flow. The contribution of the velocity gradient broadening to the total broadening of the peak is only significant if the variation in velocity across the fringe volume is significant.

The waist of a laser beam is defined as the point where the beam has minimum diameter. Unless the beam waist of each beam lies precisely at the focal
point of the lens which converges the beams, there will be some curvature of the interference fringes [31]. Consequently, there will be some variation in the Doppler frequency as particles cross the interference volume. This variation in Doppler frequency will result in additional broadening of the peak in the PSD of the Doppler signal. This broadening, due to inprecise focusing of the laser beam, can often be considered negligible.

However if broadening due to velocity gradients, inprecise focusing and the window function are neglected then the total variance of the spectral peak of positive frequency power spectral density of the Doppler signal is

\[ \sigma^2 = \sigma_F^2 + \sigma_T^2. \]  

(4.60)

Since \( \bar{U} \) and therefore \( \sigma_F \) may be deduced from the central frequency of the single peak in the power spectrum it is possible to deduce \( \sigma_T \) by measuring the standard deviation of the peak in the power spectrum.

### 4.5.5 Sinusoidal Velocity

**Review of Taylor’s Work**

In 1976 Taylor reported the first LDA measurements of acoustic particle velocity amplitude [84], which he deduced from the frequency spectrum of a Doppler signal. As the frequency spectrum was used to extract velocity information he was only able to perform measurements in situations where the mono-frequency sinusoidal sound field did not change with time. Taylor’s analysis apparently ignored ambiguity noise and assumed that the Doppler signal had a constant amplitude. With these gross simplifications equation 4.31 reduces to

\[ V_D(t) = E \cos(2\pi F_s t + K X(t)) \]  

(4.61)
where $E$ is a constant. If the alternating acoustic field is characterized by

$$X(t) = x_m \sin(2\pi f_m t)$$  \hspace{1cm} (4.62)

then equation 4.23 may be used to rearrange equation 4.61 into the form

$$V_D(t) = E \cos \left( 2\pi F_s t + \frac{\Delta F_m}{f_m} \sin(2\pi f_m t) \right)$$  \hspace{1cm} (4.63)

This frequency modulated (FM) wave \cite{82} can be expanded to form the series

$$V_D(t) = J_0 \left( \frac{\Delta F_m}{f_m} \right) \sin(2\pi F_s t) + \sum_{n=1}^{\infty} J_n \left( \frac{\Delta F_m}{f_m} \right) \sin[2\pi(F_s + n f_m) t]$$

$$+ (-1)^n \sum_{n=1}^{\infty} J_n \left( \frac{\Delta F_m}{f_m} \right) \sin[2\pi(F_s - n f_m) t]$$  \hspace{1cm} (4.64)

where $J_n(\ )$ denotes an nth order Bessel function of the first kind. Therefore the positive frequency spectrum of the FM signal is of the form

$$|\mathcal{F}\{V_D(t)\}|^2 \propto J_0^2 \left( \frac{\Delta F_m}{f_m} \right) \delta(F - F_s)$$

$$+ \sum_{n=1}^{\infty} J_n^2 \left( \frac{\Delta F_m}{f_m} \right) [\delta(F - F_s + n f_m) + \delta(F - F_s - n f_m)].$$  \hspace{1cm} (4.65)

The PSD of the FM signal comprises a spectral component centered on the shift frequency, $F_s$, with symmetrically spaced side lobes, each separated from its neighbour by the acoustic frequency $f_m$. Technically there are an infinite number of sidebands but only the sidebands nearest the centre of the spectrum are significant. Carson’s rule \cite{82} states that the effective bandwidth of the FM signal is approximately $2(\Delta F_m + f_m)$. The accuracy of the approximation increases with the ratio $\Delta F_m/f_m$. The PSD of the idealised Doppler signal (equation 4.65) is plotted in figure 4.9 with $F_m = 5 f_m$. The figure serves as a useful illustration of equation 4.65 but is not representative of the high intensity sound field measurements of the present study (\textit{e.g.} figure 4.10) where $F_m \gg f_m$.

Taylor \cite{84} estimated acoustic particle velocity amplitude by measuring the relative magnitudes of various peaks in the Doppler signal spectrum and then finding the values of $\Delta F_m$ at which they best fit the Bessel functions in the
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spectrum of the ideal Doppler signal. Unfortunately the PSD of the Doppler signal often departs significantly from this ideal case, largely because the complete description of the Doppler signal (equation 4.31) is more complex than the simplified form which Taylor seemed to consider (equation 4.63). Accurate results can only be obtained by averaging several measurements. By averaging 130 LDA velocity measurements Taylor was able to calibrate a microphone with an error of ±0.03dB [85].

Further Complications

Some of the complications neglected by Taylor will now be discussed.

To avoid leakage, before calculating the PSD of the Doppler signal the signal must first be windowed. By applying equation 4.39 to equation 4.65 it follows that the positive frequency power spectral density of a windowed Doppler signal can be as expressed as

\[
\tilde{S}_+(F) \propto J_0^2 \left( \frac{\Delta F_m}{f_m} \right) H^2(F - F_s) + \sum_{n=1}^{\infty} J_n^2 \left( \frac{\Delta F_m}{f_m} \right) [H^2(F - F_s + n f_m) + H^2(F - F_s - n f_m)].
\] (4.66)

Each spectral peak has a finite width, determined by the window function. The acoustic particle velocity amplitude does not influence the width of the spectral peaks.

If a mean velocity with speed \( \bar{U} \) is superimposed on the acoustic velocity, the variance of each spectral peak becomes \( \sigma_F^2 + \sigma_W^2 \), where \( \sigma_F \) and \( \sigma_W \) are defined by equations 4.45 and 4.53 respectively. If the mean velocity is in the opposite direction to the fringe motion, the spectrum becomes centered on \( F_s + \bar{U}/\Lambda \) but if mean velocity is in the same direction as the fringe motion the spectrum is centered on \( F_s - \bar{U}/\Lambda \).

In section 4.4.3 it was shown that there can be significant quasi-periodic am-
Figure 4.9: PSD of ideal Doppler signal (equation 4.61) for sinusoidal acoustic field with $\Delta F_m = 5f_m$.

Figure 4.10: PSD of the measured Doppler signal displayed in figure 4.8
amplitude modulation of the Doppler signal. This amplitude modulation affects the power spectrum. The power spectrum of the measured Doppler signal of figure 4.8 is displayed in figure 4.10. Over the last 10 acoustic cycles of figure 4.8, local maxima in the Doppler signal occur at local minima of the instantaneous velocity. That is, when the estimated instantaneous frequency lies below the mean value of instantaneous frequency, the amplitude of the Doppler signal is generally greater than the amplitude when the instantaneous frequency lies above its mean value. This biasing of the Doppler signal power towards low frequencies results in an asymmetric Doppler signal PSD. The PSD may be biased towards either low frequencies or high frequencies, depending on the form of the quasi-periodic amplitude modulation.

**Extracting Information from the PSD**

The mean value of the instantaneous frequency can be calculated from $F_-$ and $F_+$, the frequency positions of the highest peaks to the left and right, respectively, of the shift frequency $F_s$. The mean velocity can then be extracted using the relation

$$\bar{U} = \Lambda \left( \frac{F_- + F_+}{2} - F_s \right).$$

Since the acoustic frequency, $f_m$, is the frequency interval between adjacent peaks, the error in measuring $\bar{U}$ using this method is $\pm f_m$.

Carson's rule states that the peak frequency deviation is approximately equal to $B/2 - f_m$, where $B$ is the bandwidth of the PSD. Since $B$ is very slightly greater than $(F_+ - F_-)$, a very crude estimate of the bandwidth of the signal can be obtained using $F_-$ and $F_+$. Equation 4.68 provides a first approximation to the acoustic particle velocity amplitude, $u_m$:

$$u_m \approx \Lambda \left( \frac{F_+ - F_-}{2} \right).$$
This relation underestimates $u_m$ by several times $f_m$ but it does provide a quick estimation of $u_m$ which can be reasonably accurate in intense, low frequency sound fields.

So far only sinusoidal sound fields have been considered. Complex sound fields containing several harmonic components can be measured using LDA. However alternative methods of analysis must be used since the PSD of the Doppler signal becomes very complex. In chapter 6 frequency tracking methods will be used to measure complex sound fields.

### 4.5.6 Limitations of Digital Analysis

If the analogue signal from the photodetector is bandwidth limited to frequencies below $F_{LP}$ then it can be sampled without aliasing distortion only if the sampling frequency, $1/\Delta t$, exceeds $2F_{LP}$. This is known as the Nyquist criterion [70]. $\Delta t$ is the time interval between successive samples. In practice digital analysis of LDA signals is limited by the maximum available sampling frequency.

### Steady and Turbulent Flow

The Doppler signal is extracted from the photodetector signal by passing the photodetector signal through a bandpass filter. Before the photodetector signal is bandpass filtered there is a second Gaussian peak in the spectrum of the photodetector signal, due to the pedestal term, centered on $F = 0$ (see figure 4.11). Both Gaussians have the same standard deviation, $\sigma$, defined by equation 4.60. It is important to select a shift frequency which ensures there is no significant overlap of the two Gaussians. The frequency of the high pass filter, $F_{HP}$, must then be carefully selected to remove the pedestal signal without attenuating significant low frequency components of the Doppler signal. Furthermore the frequency of the low pass filter, $F_{LP}$ must be selected to ensure that the Nyquist criterion is sat-
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Figure 4.11: Diagram of PSD of photodetector signal. This signal is passed through an ideal filter, with bandwidth indicated by the dashed lines, to extract the Doppler signal.

The shift frequency, $F_s$, must also be sufficiently low to ensure significant high frequency components of the Doppler signal are not attenuated by the low pass filter. In summary the sampling conditions are: $F_{HP} > 2\sigma$, $F_{LP} < 1/(2\Delta t)$ and $(F_{HP} + 2\sigma) < F_s < (F_{LP} - 2\sigma)$. These three conditions imply

$$\sigma < \frac{1}{12 \Delta t}$$  \hspace{1cm} (4.69)

This places a limit on the maximum turbulent intensity which can be measured using digital techniques.

**Alternating Velocity**

If the mean and turbulent components of velocity are negligible then the bandwidth of the signal can be approximated by Carson’s rule. In this case, with suitable choice of shift frequency, the maximum frequency of the Doppler signal is $2\Delta F_m$ and the limiting condition is

$$\Delta F_m < \frac{1}{4 \Delta t}$$  \hspace{1cm} (4.70)
or

\[ u_m < \frac{\Lambda}{4} \frac{1}{\Delta t} \]  

(4.71)

Equation 4.71 is the theoretical upper limit to the acoustic particle velocity amplitude which can be measured. Of course ideal filters with infinitely steep cut-offs do not actually exist and therefore in practice the maximum value of \( u_m \) is somewhat lower than the value indicated by equation 4.71.

### 4.5.7 Shot Noise

LDA measurements were carried out using a photomultiplier tube (PMT) as a photodetector. When photons strike the cathode of the PMT electrons are emitted from the material. A strong electric field accelerates the electrons towards a dynode chain. Electrons from the cathode strike the first dynode in the chain, causing the dynode to emit electrons: more electrons than it absorbs. The electric field accelerates electrons from the emitting surface of each dynode to the absorbing surface of the next. The number of electrons multiplies at each dynode in the chain. The electrons emitted by the final dynode in the chain are collected at the anode to produce an anode current which is then filtered and passed through a load resistor. The Doppler signal, \( V_D(t) \), is the voltage measured across this load resistor.

The time at which the nth photoelectron is emitted from the cathode is a random variable. This randomness introduces 'shot noise' into the Doppler signal. Shot noise can be considered to be white noise and therefore contributes a constant noise floor to the PSD of the Doppler signal. Shot noise is easily distinguished from ambiguity noise as ambiguity noise has the effect of broadening peaks in the PSD of the Doppler signal and does not contribute to the noise floor. Shot noise can be reduced by minimising the amount of background light.
inadvertently captured by the photomultiplier and maximising the intensity of light scattered from the measuring volume.

### 4.6 Power Spectral Density of Instantaneous Frequency

In the previous section it was shown that the PSD of the Doppler signal can be used to measure mean flow velocity, turbulent intensity and the frequency and amplitude of a sinusoidal sound field. However the phase of the acoustic wave cannot be deduced from the PSD of the Doppler signal and neither can the Fourier series components of a complex sound field. To make such measurements it is necessary to extract the instantaneous frequency, or Doppler frequency, $F_D$, of the signal. In section 4.4.3 it was shown that, after removal of the frequency shift, the Doppler signal is proportional to the instantaneous flow velocity (neglecting ambiguity noise). Methods of extracting the Doppler frequency from the Doppler signal will be outlined in the next chapter. In this section it will be shown that useful data can be extracted from the PSD of the Doppler frequency, including the magnitude of each of the Fourier series components of a complex sound field.

The PSD of the instantaneous frequency should not be confused with the PSD of the Doppler signal. The PSD of the instantaneous frequency has dimension $[\text{time}]^{-1}$ whereas the PSD of the Doppler signal has dimension $[\text{Volts}]^2[\text{time}]$. Furthermore the bandwidth of the instantaneous frequency is usually at least one order of magnitude smaller than the bandwidth of the Doppler signal. To avoid confusion the symbol $f$ will be used to indicate the frequency at which the instantaneous frequency, $F_D$, fluctuates.

Consider the complex situation in which the fluid velocity has simultaneously mean velocity, $\overline{U}$, turbulent velocity fluctuations $u_T(t)$ and acoustic particle ve-
velocity $u_A(t)$. In this case, if a shift frequency of $F_s$ is applied, the instantaneous frequency takes the form

$$F_D(t) = F_s + \frac{1}{\Lambda} \left( \bar{U} + u_T(t) + u_A(t) \right) + \frac{d\phi}{dt}, \quad (4.72)$$

which becomes

$$\tilde{F}_D(t) = \frac{1}{\Lambda} (u_T(t) + u_A(t)) + \frac{d\phi}{dt} \quad (4.73)$$

after removal of the D.C. part. The positive frequency PSD of the alternating part of instantaneous frequency, $S_{F_D^+}$ can be written as the sum of the positive frequency PSDs of turbulent velocity, $S_{T^+}$, acoustic particle velocity, $S_{A^+}$, and ambiguity noise, $S_{\phi^+}$:

$$S_{F_D^+} = S_{T^+} + S_{A^+} + S_{\phi^+}. \quad (4.74)$$

Each contribution to the PSD of the instantaneous frequency will be considered individually.

### 4.6.1 Turbulence

Parseval’s theorem [82] states that the mean squared value, $\overline{u_T^2(t)}$, of a fluctuating signal, $u_T(t)$, can be obtained by integrating the PSD of the signal over all frequencies. However in turbulence theory the turbulent kinetic energy, $\overline{u_T^2(t)}$, of a flow with turbulent velocity, $u_T(t)$, can be obtained by integrating the so called energy spectrum, $E(f)$, over all frequencies. The energy spectrum and PSD of turbulent velocity fluctuations are in fact one and the same. To clarify the terminology; what is known as the the energy spectrum in turbulence theory literature has been labeled the ‘power spectrum of instantaneous fluid velocity’ in LDA literature [30]. The PSD of instantaneous fluid velocity is the PSD of instantaneous frequency multiplied by $\Lambda^2$. Therefore the PSD of instantaneous fluid velocity
(also known as the energy spectrum) has dimensions of \([\text{[length]}^2 \text{[time]}^{-1}\) and not \([\text{power}][\text{time}]\) or \([\text{energy}][\text{time}]\).

The energy spectrum of a turbulent flow can be divided into three different ranges. At very low wavenumbers and frequencies the flow supplies energy to large scale eddies and this is reflected in the energy spectrum by an initial rapid increase in energy as the wavenumber/frequency increases from zero. At slightly higher wavenumbers/frequencies the energy spectrum models the cascade of energy from large scale eddies (small wavenumber/frequency) to small scale eddies (large wavenumber/frequency). This range is known as the inertial range. At still higher wavenumbers/frequencies small scale eddies dissipate their energy through viscosity. This highest wavenumber/frequency range is known as the viscous range [88].

An approximate expression for the form of the energy spectrum in the inertial range can be obtained by applying Taylor's Hypothesis [67] to the Kolmogorov wavenumber spectrum [68], resulting in the relation

\[
E(f) = \gamma f^{-5/3}
\] (4.75)

where \(\gamma\) is a constant related to the dissipation rate and the mean velocity, \(\bar{U}\). It follows that the positive frequency PSD of the turbulent component of instantaneous frequency is

\[
S_{T+} = \frac{\gamma}{\Lambda^2} f^{-5/3}
\] (4.76)

The PSD of the turbulent component of instantaneous velocity is represented in figure 4.12.
4.6.2 Acoustic Particle Velocity

In a periodic acoustic wave with several harmonic components the acoustic particle velocity, \( u_A(t) \), can be represented by the Fourier series expansion

\[
  u_A(t) = \sum_m u_m \cos(2\pi mf_0 t + \psi_m)
\]

(4.77)

where \( u_m \), \( mf_0 \) and \( \psi_m \) are respectively the acoustic particle velocity amplitude, frequency and phase of the \( m \)th harmonic component of the acoustic wave. An expression for the positive frequency PSD of an infinitely long instantaneous frequency signal, \( S_{A+} \), can be obtained by appropriate scaling of the square of the Fourier transform of equation 4.77:

\[
  S_{A+} = \frac{1}{\Lambda^2} \sum_m \frac{1}{2} u_m^2 \delta(f - mf_0).
\]

(4.78)

In calculating the PSD of the turbulent velocity fluctuations the effect of the window function could be safely neglected since the bandwidth of the turbulence spectrum is much wider than the bandwidth of the window function. However since the spectrum of the acoustic velocity consists of a series of delta functions, the effect of the window function must be considered in this case.

If the instantaneous velocity signal is multiplied by the Hanning window, with time domain representation defined by equation 4.49 and frequency domain representation as approximated by equation 4.50, then the PSD of the windowed instantaneous frequency spectrum is of the form

\[
  \hat{S}_{A+} = \frac{H^2(f)}{TPW\Lambda^2} \sum_m \frac{1}{2} u_m^2 \delta(f - mf_0)
\]

(4.79)

\[
  = \frac{1}{2TPW\Lambda^2} \sum_m u_m^2 H^2(f - mf_0)
\]

(4.80)

\[
  \approx \frac{T}{8PW\Lambda^2} \sum_m u_m^2 \cos^4 \left[ \frac{\pi T}{4} (f - mf_0) \right], \quad mf_0 - \frac{2}{T} \leq f \leq mf_0 + \frac{2}{T}.
\]

(4.81)
Figure 4.12: Diagram of PSD of instantaneous frequency for a sinusoidal sound field superimposed on turbulent flow.

By substituting equation 4.49 into equation 4.38 it can be shown that the average power of the Hanning window, $P_W = 3/8$. Substitution of $P_W = 3/8$ into equation 4.81 yields

$$\hat{S}_{\phi^+} \approx \frac{T}{3A^2} \sum_m u_m^2 \cos \left[ \frac{\pi T}{4} (f - m f_0) \right], \quad m f_0 - \frac{2}{T} \leq f \leq m f_0 + \frac{2}{T} \quad (4.82)$$

### 4.6.3 Ambiguity Noise

Durrani and Created [30] showed that the positive frequency PSD of the ambiguity noise, $S_{\phi^+}$, can be considered to be approximately constant. Using equation 3.3.74 of their book it is easy to show that

$$S_{\phi^+} \approx \frac{\sigma_F}{2\sqrt{\pi}} \quad (4.83)$$

where the standard deviation of the finite transit time broadening, $\sigma_F$, is defined by equation 4.45.

Figure 4.12 demonstrates how the positive frequency PSDs of turbulent fluctuations, acoustic particle velocity and ambiguity noise all contribute to the positive...
frequency PSD of the alternating part of the instantaneous frequency.

### 4.6.4 Fourier Series Coefficients

Although the Fourier series amplitude coefficients, $u_m$, can be deduced from the PSD of the Doppler frequency, it is more convenient to plot a velocity amplitude spectrum, $|\hat{G}_+(f)|$, where the height of each peak is equal to $u_m$. If the complex valued spectrum $\hat{G}_+(f)$ is defined by

$$\hat{G}_+(f) = 4 \frac{F}{T} \{ h(t)u_A(t) \}, \quad f > 0,$$

then the amplitude spectrum, the magnitude of the complex valued spectrum, has the required form:

$$|\hat{G}_+(f)| \approx \sum_m u_m \cos^2 \left[ \frac{\pi T}{4} (f - n f_0) \right], \quad nf_0 - \frac{2}{T} \leq f \leq nf_0 + \frac{2}{T}. \quad (4.85)$$

The Fourier series phase terms, $\psi_m$, can also be extracted using the relation

$$\psi_m = \tan^{-1} \left( \frac{\Im \{ \hat{G}_+(m f_0) \}}{\Re \{ \hat{G}_+(m f_0) \}} \right). \quad (4.86)$$

where $\Im \{ \hat{G}_+(m f_0) \}$ and $\Re \{ \hat{G}_+(m f_0) \}$ are respectively the imaginary and real values of $\hat{G}_+(m f_0)$.

### 4.7 Seeding Particles

In previous sections of this chapter it has been assumed that the seeding particles faithfully follow the flow; however this is not always the case. The relationship between the acoustic fluid particle velocity, $u_a$, and the alternating velocity of a seeding particle suspended in the fluid, $u_p$, can easily be deduced if it is assumed that the seeding particle is a sphere with diameter $d_p$ and density $\rho_p$, subjected to a Stokes viscous drag force [89] of magnitude $3\pi d_p \eta_a (u_a - u_p)$, where $\eta_a$ is the
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viscosity of the air. In this case, since the particle mass is \( \frac{\pi}{6} \rho_p d_p^3 \), the equation of motion of the particle [12] is

\[
\frac{\pi}{6} \rho_p d_p^3 \frac{d\mathbf{u}_p}{dt} = 3\pi d_p \eta_a (\mathbf{u}_a - \mathbf{u}_p). \tag{4.87}
\]

Using this expression it can be shown that if a seeding particle is suspended in an acoustic field with acoustic particle velocity amplitude \( |\mathbf{u}_a| \), frequency \( f \), and phase angle \( \angle \mathbf{u}_a \), then the velocity amplitude of the seeding particle is

\[
|\mathbf{u}_p| = \frac{|\mathbf{u}_a|}{\sqrt{1 + 2\pi f \tau_p}} \tag{4.88}
\]

and the phase angle of the seeding particle velocity is

\[
\angle \mathbf{u}_p = \angle \mathbf{u}_a - \tan^{-1}(2\pi f \tau_p), \tag{4.89}
\]

where the relaxation time is

\[
\tau_p = \frac{d_p^2 \rho_p}{18 \eta_a}. \tag{4.90}
\]

Brandt et al [12] derived a similar expression for the amplitude ratio but added a small correction factor to compensate for observed discrepancies between experimental measurements of viscous drag force and the theoretical expression for Stokes drag. Vignola et al [94] derived a model for the motion of seeding particles in a sound field in which the force imparted on the seeding particle by the pressure gradient around the micro-particle is considered in addition to the viscous drag force. However they found the viscous drag force dominates at frequencies below \( 1/(2\pi \tau_p) \). For the seeding particles used in the present study \( 1/(2\pi \tau_p) \) is equal to 2kHz with water droplet seeding and 135kHz with smoke particle seeding. As the present study considered only acoustic frequencies below 2kHz the effect of the pressure gradient force may be neglected.
Equations 4.88 and 4.89 imply that water droplet seeding particles with density 1000Kgm$^{-3}$ and diameter 5µm lag a 2kHz acoustic air flow by 45° and oscillate with an amplitude equal to only 71% of the acoustic particle velocity amplitude. Clearly such seeding particles do not faithfully follow the acoustic flow.

Many of the LDA measurements presented in this study were made using smoke seeding from incense sticks. The density and diameter of these seeding particles were not measured but it is reasonable to assume the particles have similar properties to cigarette smoke particles, which have diameters of less than 0.6µm [60]. Keith and Derrick [60] pointed out that it is difficult to estimate the density of smoke particles but did suggest an approximate value of 1g/cc (1000kgm$^{-3}$). These values imply smoke particles lag a 2kHz acoustic air flow by less than 1° and oscillate with an amplitude of 99.3% of the acoustic particle velocity amplitude. Therefore the viscous drag of smoke particles can safely be ignored in most measurements at frequencies below 2kHz.

4.8 Summary

Alternative point measuring techniques to LDA were briefly discussed. Both microflown and hot wire anemometers have the disadvantage that they are physically intrusive, require calibration, and are fragile. In addition, single probe hot wire anemometers cannot resolve directional ambiguity.

The underlying principle behind dual beam LDA was introduced. Due to the Doppler effect, light scattered from each beam has a slightly different frequency. At the detector surface light scattered from each beam mixes to produce a photodetector signal which oscillates at the difference frequency.

The fringe model for the photodetector signal was also introduced. Where
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the beams intersect interference fringes are formed. As seeding particles cross the fringes the scattered light intensity, observed at the detector, is modulated at the Doppler frequency. An expression for the intensity distribution of the interference fringes was presented and used to derive a mathematical expression for the Doppler signal produced by a single particle. With a steady flow the single particle produces a constant frequency Doppler signal of finite extent; if a sound field is applied the single particle produces a frequency modulated Doppler signal of infinite duration. The analysis was extended to include Doppler signals produced by several particles. With a steady flow the amplitude of the multiple particle Doppler signal varies randomly in time; this is a manifestation of ambiguity noise. If a sound field is applied the amplitude of the frequency modulated Doppler signal varies quasi-periodically at the frequency of the sound field.

The PSD of the Doppler signal was considered. Particular emphasis was placed on the influence of window functions as this effect is not covered in any of the standard texts on LDA. With a steady flow the spectrum consists of a single peak at a frequency which is proportional to the mean flow velocity. In a turbulent flow the width of the single peak is determined by the turbulent intensity. If a sinusoidal sound field is applied the power spectrum consists of a number of peaks, each separated from its neighbour by the acoustic frequency. In this case the bandwidth of the spectrum is proportional to the acoustic particle velocity amplitude. If a steady flow is superimposed on the sound field the spectrum is translated along the frequency axis in proportion to the mean flow velocity. It was shown that the Nyquist criterion limits the maximum intensity of the sound field which can be digitally sampled.

In general the PSD of the instantaneous frequency of the Doppler signal contains contributions from turbulent velocity fluctuations, acoustic particle velocity
and ambiguity noise. Turbulent velocity fluctuations contribute a decay function; acoustic particle velocity contributes peaks at the partials of the acoustic particle velocity and ambiguity noise contributes a constant noise floor.

Finally, Stokes drag law was used to assess how successfully seeding particles follow an acoustic air flow. Smoke particles should faithfully follow the flow, at least at frequencies below 2kHz.
Chapter 5

LDA Apparatus and Signal Processing

5.1 Introduction

In this chapter, the LDA apparatus is introduced and two methods of analysing the Doppler signals (the digital Hilbert transform method and the analogue frequency tracker method) are discussed. The advantages and disadvantages associated with each method are considered.

Several preparatory measurements are presented including studies of the signal-to-noise ratio (SNR) of the LDA system, the phase response of the analogue tracker and the magnitude and phase response of the probe microphones.

5.2 Experimental Arrangement

The LDA apparatus consisted of three main parts: transmitter optics to produce the interference fringes, detector optics to detect the scattered light, and processing electronics to process the signal detected by the detector optics. The optical components used in the apparatus were all Disa 55X series components.
Transmitter Optics

Incorporated into the transmitter optics was a Spectra-Physics 106-1 He-Ne 10mW laser which produced a 633nm wavelength beam with an unfocused $e^{-2}$ beam diameter of 0.68mm. This beam was passed through a beam splitter. One of the resulting beams was passed through a Bragg cell [30], which shifted the frequency of the beam through 40MHz, while the other beam was passed through a compensating rod. The two beams were then passed through a 310mm focal length achromatic lens which caused the beams to intersect, forming a fringe volume with a focused beam diameter $d_{e^{-2}} = 0.31mm$ and a fringe separation $\Lambda = 3.3\mu m$. The number of fringes in the fringe volume, $N_f = d/\Lambda = 94$. The acute angle between the two beams was $22.1^\circ$ [25].
Figure 5.2: Arrangement of loudspeaker and glass tube for LDA measurements. In (a) the loudspeaker is attached directly to the tube; in (b) the loudspeaker is attached through a box of volume 1.3 l.

Detector Optics

A photomultiplier was used to detect the scattered light. The optics for the photomultiplier were adapted by positioning a 150 mm focal length convex lens immediately in front of the standard 150 mm focal length lens. This alteration increased the image of the measuring volume in the plane of the photomultiplier cathode, and thus increased the intensity of scattered light captured by the photomultiplier. The photomultiplier was provided with a pin hole, positioned between the standard lens and the cathode, to reduce the background light imaged onto the cathode. The standard pin hole had a diameter of 0.1 mm, but this was increased to 1.0 mm to allow for the increased image size resulting from the addition of the convex lens. The photomultiplier was mounted at an angle of 15° to the horizontal beam plane to avoid detecting light from the direct beams.
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Processing Electronics

The photomultiplier signal was sent to a Disa 55N12 frequency shifter which electronically down shifted the photomultiplier signal, reducing the 40MHz optical frequency shift to a selected lower frequency. This effective frequency shift could be varied from 10kHz to 100kHz in intervals of 10kHz, from 100kHz to 1MHz in intervals of 100kHz, or from 1MHz to 10MHz in intervals of 1MHz.

Two different methods were used to process the electronically down shifted photomultiplier signal. Figure 5.1 illustrates the apparatus required to simultaneously apply both methods. One method was to pass the signal through bandpass filter 1 (a DISA 55D26 signal conditioner) to remove the pedestal value [45] and prevent aliasing. The resulting Doppler signal was then sampled at a sample rate of 1MHz, or lower, using an A/D converter (IOtech WaveBook 512) connected to a PC. The signal could then be demodulated later using digital techniques such as the Hilbert transform. Alternatively, the electronically down shifted photomultiplier signal could be passed through a Disa 55N20 frequency tracker for demodulation. If required the demodulated signal could be passed through bandpass filter 2 (a Kemo VBF/3 filter) and then sampled using the A/D converter. Simultaneously capturing both the Doppler signal and the demodulated Doppler signal permitted direct comparison of the analogue frequency tracker and the digital Hilbert transform.

Overall Arrangement

All of the measurements presented in chapters 5 and 6 were performed inside a cylindrical glass tube with internal diameter 24mm and wall thickness 2mm. An acoustic field was generated within the tube using a FANE HF100 8Ω loudspeaker located at one end of the tube. Depending on the seeding conditions
the loudspeaker was either attached directly to the end of the tube by means of a flange with a rubber seal (figure 5.2a), or mounted in a box with volume 1.3l which was coupled to the tube through a baffle with a small hole in the centre (figure 5.2b). The box was in fact the artificial mouth and the artificial lips formed the baffle. The other end of the tube could be stopped with a rubber bung (in which case the tube had length 530mm) or left open (in which case the tube had length 545mm). A probe microphone could be inserted into the end of the tube opposite the loudspeaker to enable the acoustic pressure to be measured. The microphone signal could be sampled simultaneously with the Doppler signal or frequency tracker output signal. The entire arrangement of glass tube, loudspeaker and probe microphone was mounted on a translational table to allow measurements to be made along the length of the tube without adjustment to the optics.

5.3 Signal to Noise Ratio of Doppler Signal

5.3.1 Experimental Method

The signal to noise ratio (SNR) of the Doppler signal was measured firstly to quantify the performance of the experimental arrangement, and secondly to investigate the relative merits of various seeding methods. The SNR could not be measured directly during acoustic measurements as it is difficult to separate out the signal from the noise in the large bandwidth Doppler signals produced in such measurements. SNR measurements were performed inside the glass tube described in section 5.2, but no acoustic field or mean flow was applied. The sinusoidal Doppler signals studied were produced purely by applying a 100kHz frequency shift, \( F_s \). As the positive frequency PSDs of such Doppler signals consist of a single peak (the signal) and a noise floor, the SNR can be calculated
**Figure 5.3:** Measured mean amplitude of Doppler signals produced by applying a 100kHz frequency shift.

The photomultiplier signals were passed through a 31.5-315kHz bandpass filter (a DISA 55D26 Signal Conditioner) before they were sampled at 0.5MHz using the A/D converter connected to the PC. A 32768 point sample was made of each signal.

Measurements were made using three different methods of seeding. Two atomisers were tried: a MEDUTEK Medusonic nebuliser which produced water droplets with diameter 0.5-5µm and a PARI LC Plus nebuliser with TurboBoy compressor which produced water droplets with 4µm diameter. Smoke particles from burning incense sticks were also used to seed the air. In chapter 4 it was explained that these particles were thought to have a diameter of less than 0.6µm. Eight signals were recorded for each method of seeding.
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Newton transform of the Doppler signals:

\[ V_{D\perp}(t) = \mathcal{F}^{-1}\{H(V_D(t))\} \]

\( H(V_D(t)) \) denotes the inverse Fourier transform of Chapter 4,

\[ H(V_D(t)) = \begin{cases} -jF(V_D(t)) & \text{if } V_D(t) \geq 0 \\ jF(V_D(t)) & \text{if } V_D(t) < 0 \end{cases} \]

The component of \( V_{D\perp}(t) \) is in phase with the component of \( V_D(t) \), and the signal is

\[ \Phi(t) = \tan^{-1}\left( \frac{V_{D\perp}(t)}{V_D(t)} \right) \]

It was shown that the instantaneous velocity of the phase of the Doppler signal (see the appendix) developed by Hann and Grzegorzewski listed above. The Doppler signal has a phase (PSD) of the windowed signal to select the limits of a bandwidth filter. This manual inspection order to maximise the signal-to-noise ratio. The program applies equation 5.2 and

The filtered Doppler signal, before differentiation and scaled to produce

5.3.2 Signal Analysis

A program based on the spectral peak interpolation algorithm by Matovic and Tropea [66] was used to calculate both the mean of the captured Doppler signals. The results are illustrated in Figure 5.4.

The interpolation program divides a 32768 point signal into 8 segments, applies Matovic and Tropea's routine to each of them and averages the 8 results to produce just one of the 8 points.

The interpolation program was tested using a Doppler signal, which can simulate additive noise. The interpolation program 'simul.c' are described in more detail in an appendix and program listings are provided in appendix

5.3.3 Results and Discussion

Although figure 5.3 clearly indicates that the MEDUTEK nebuliser produces a larger amplitude signal than either the PARI nebuliser or

Figure 5.4: Measured SNR of Doppler signals produced by frequency shift.
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Presented in figure 5.4 show that instantaneous frequencies similar to that of the smoke measurements presented in figure 5.4 were measured to be 7.5±2 dB. This one seeding method to be significant because the shot noise of the phosphor is, because the shot noise of the phosphor light incident on the cathode.

Signal Analysis

To measure the instantaneous frequency, one measure the instantaneous acoustic particle velocity using equation 4.36. The amplitude of a complex sound field can in general be represented by

\[ \text{Amplitude} = A \] (4.36)

Frequency tracking requires a high seeding density. There are only two will be considered here: digital and the analogue phase locked loop.

Hilbert Transform

Nardone [47] first applied the Hilbert transform [47] to Doppler signals in 1996. In the following a Hilbert transform program is implemented. Division of the signal by the window function creates noise because, in the time domain, window functions must take small values at the beginning and end of the sample. Dividing by the window function degrades the quality of the instantaneous frequency curve at the end of the sample (see for example figure 6.14).

Also, each point in the instantaneous frequency curve calculated from a portion of the Doppler signal is degraded, for example by signal affects to some extent the entire instantaneous frequency curve sample time.

5.4.2 Analogue Frequency Tracker

Principle of Operation

The Disa 55N20 tracker is represented schematically in figure 5.5. The multiplier signal is first passed through an amplifier which can be controlled by the GAIN adjustment knob. The amplified signal is then passed through a bandpass filter with a pass band which is selected using the RANGE knob. The pass band selection must ensure that the signal pedestal is removed. The signal is then sent to a discriminator that converts the input signal into a square wave, available at the MONITOR OUT BNC terminal.

The square wave representation of the Doppler signal is also a phase locked loop which consists of a phase detector, a loop filter, and a phase controlled oscillator (VCO) which produces a square wave. The
compares the phase of the input signal with the phase of the VCO and outputs a signal related to the phase difference between the two [41]. The phase detector signal is then passed to the loop filter, which averages the phase detector output signal over a period of time in order to reduce its noise content. The transfer function of the loop filter is given on page 14 of the Disa manual [28]. The output signal from the loop filter is used to control the VCO by adjusting the frequency of the VCO in such a way as to reduce the phase difference between the input signal and the VCO output signal. The VCO output signal can be described as a cleaned up version of the Doppler signal as it has the same frequency as the Doppler signal but has a much lower noise content.

The VCO control voltage, available at the VCO CONTROL BNC terminal, is actually proportional to the instantaneous frequency of the Doppler signal. However the VCO control voltage is a very noisy signal and a much cleaner signal is available at the ANALOG OUT BNC terminal. This ANALOG OUT signal is obtained by passing the VCO output signal, a cleaned up version of the square wave Doppler signal, through a frequency to voltage converter which

Figure 5.5: Simplified block diagram of Disa 55N20 frequency tracker.
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operates after the charge pump principle [28].

The tracker is equipped with a lock detection mechanism which multiplies the square wave Doppler signal with the output of the VCO and averages the result by passing the product signal through a low pass filter. If the phase locked loop is in perfect lock then the output of the VCO is in phase quadrature with the square wave Doppler signal and the averaged product of the two signals is zero. In practice, the lock detector considers the phase locked loop to be in lock provided the level of the product signal is less than a predetermined drop-out level. The lock detector outputs a logic signal which indicates whether the loop is in lock. A green LED is also illuminated whenever the loop is in lock.

The tracker is further equipped with a sample and hold circuit. If the phase locked loop is in lock the circuit stores the output voltage of the frequency to voltage converter while allowing the signal to proceed towards the ANALOG OUT terminal. However, if the loop is out of lock the sample and hold circuit replaces the current converter output with the value stored immediately before the loop lost lock. The loop often loses lock when the Doppler signal suffers from signal drop-out. This results in an ANALOG OUT signal in which the drop-out regions are replaced by horizontal lines.

At the final stage the demodulated signal is passed through a low pass filter. The cut off frequency of the filter depends on the settings of both the RANGE and FILTER knobs. The filter can be disabled by turning the FILTER knob to OUT.

It is important to understand that in normal operation of the Disa tracker it is the frequency to voltage converter which demodulates the signal; the primary purpose of the phase locked loop is to remove noise from the signal. The phase locked loop acts as an adaptive filter. There is no analogous adaptive filter in the
Hilbert transform program which uses only a bandpass filter and a Savitzy-Golay time domain smoothing function. The addition of an adaptive filter to the Hilbert transform program could significantly improve its performance.

**Phase Lag of Analogue Tracker**

The Disa tracker described above contains several filters, each with an associated time constant. As it is the aim of this work to study the phase of the acoustic particle velocity in addition to the magnitude it was necessary to examine the phase lag introduced by the filter circuits of the tracker.

A Black Star LDO100 signal generator was used to produce a sinusoidal signal with frequency $f$. This signal was applied as a sweep signal to a second signal generator (a Thandor TG501 5MHz Function Generator) which output an FM signal with carrier frequency $F$ and modulation frequency $f$. The FM signal was fed into the photomultiplier terminal of the tracker to simulate a Doppler signal from an LDA measurement in an acoustic field. The ANALOG OUT tracker signal was passed through a 3kHz low pass anti-aliasing filter (a Kemo VBF/3 filter) and the ANALOG OUT and sweep signals were simultaneously captured using an A/D converter connected to a PC. The experimental arrangement is represented schematically in figure 5.6. The phase difference between the two signals was measured using the frequency response program, ‘auto.c’ employed previously in chapter 3. The program is listed in appendix D and described in appendix C.3. Two different experiments were performed.

In the first experiment, the output filters were disabled and the phase responses of the six input filters with widest bandwidth were examined. The filter with narrowest bandwidth was not investigated as it is too narrow to be useful for LDA measurements in acoustic sound fields. For each filter, the carrier frequency, $F$, was set to approximately half the maximum frequency of the pass band and
phase was measured at 100Hz intervals between 100Hz and 1200Hz. Finally, the phase response of the anti-aliasing low pass filter was measured.

The second experiment was concerned with the tracker's output low pass filters. The internal output filters were reconnected and the external anti-aliasing filter was short circuited. It was anticipated that only the filters with the two highest cut off frequencies, 590Hz and 1.9kHz, would be relevant for subsequent acoustic LDA measurements. Throughout the second experiment the input filter was set to the 0.33-3.33MHz position, and the carrier frequency, $F$, was set to 1.5MHz. The phase response of each of the two above low pass filters was investigated by taking phase measurements at 100Hz intervals in $f$ over a frequency range greater than the bandwidth of the filter.

The phase measurements from the first experiment are plotted in figure 5.7. Only measurements from the 3.3-33kHz, 10-100kHz, 33-333kHz and 0.1-1MHz filters are plotted as the phase responses of the 0.1-1MHz, 0.33-3.33MHz and 1-10MHz filters are so similar it would not have been possible to distinguish them if they were all plotted on the same graph. The phase response of the anti-aliasing filter is also plotted for comparison. The phase lag of the tracker is the phase lag.
difference between the phase response of the anti-alias filtered ANALOG OUT signal and the phase response of the anti-alias filter.

Least square fit straight lines were fitted to each set of measurements and the time delay introduced by each filter (listed in table 5.1) was estimated from the gradient of the straight line fit. If any of the three widest bandwidth filters are used the time delay introduced by the tracker is largely independent of the choice of filter, suggesting that in this case it is not the input filter, but other elements of the tracker which are introducing the bulk of the time delay. The Disa instruction manual [28] states that the frequency to voltage converter introduces
Figure 5.8: Phase response of tracker output low pass filters.

a 6µs delay. It is not clear which element or combination of elements introduces the remaining 3±1µs delay. The measurements indicate that the four input filters with largest bandwidth should be used in LDA acoustic measurements if possible. This ensures that, provided the output filters are disabled, the greatest time delay introduced by the tracker is limited to 14 ± 1µs which, with a 2kHz modulation frequency, corresponds to a phase lag of approximately 10°.

The results of the second experiment, designed to study the tracker’s output filters, are displayed in figure 5.8. The gradients of the straight line graphs were calculated from the filter time constants listed in the Disa service manual [29]. Similar information was not available for the input filters. The measurements clearly demonstrate that the internal output filters must be disabled if the phase of the tracker signal is required; with only a 1kHz modulation frequency the 1.9kHz filter introduces a 30° phase lag. In future experiments identical external filters will be applied to both the tracker signal and any reference signals. This will enable the tracker signal to be filtered without introducing any additional
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phase lag to the small error inevitably introduced in the main body of the tracker.

5.5 Microphone Calibration

In chapter 6, LDA measurements of acoustic particle velocity amplitude and phase are compared with the velocity predicted by applying simple theory to pressure measurements. The pressure is measured using probe microphone attachments from a Brüel and Kjaer UA0040 probe microphone kit. The probe microphone attachments permit measurement in confined regions inaccessible to standard microphones. Unfortunately the magnitude and phase response of the probe microphones are non-linear and they require careful calibration.

5.5.1 Method

The probe microphones comprise a probe microphone attachment, a Brüel and Kjaer type 4134 1/2 inch condenser microphone cartridge and type 2619 preamplifier. Two different probes were calibrated: a short probe of length 4.7cm and a longer probe of length 24.3cm. The apparatus used to calibrate the probe microphones is illustrated in figure 5.9. The probe microphone was inserted into a coupling device supplied with the probe microphone kit. The coupling device also contained a second Brüel and Kjaer 1/2 inch microphone, which acted as a reference microphone, and an ear-piece, which acted as a sound source. The voltage from the probe microphone was amplified by a Brüel and Kjaer type 2603 measuring amplifier while the voltage from the reference microphone was amplified by a Brüel and Kjaer type 2609 measuring amplifier. The output voltages from the two amplifiers were simultaneously sampled by a WaveBook 512 A/D converter connected to the PC. The PC also supplied a sine wave signal to the sound source of the coupling device, enabling the frequency response of the probe
microphone to be automatically measured at 5Hz intervals over the frequency range 50-2000Hz.

The frequency response of the probe microphone was calculated from the two microphone signals using the same frequency response program, ‘auto.c’ that was used to analyse the mechanical response of the lips in chapter 3 and the phase response of the tracker earlier in this chapter. The program is listed in appendix D and described in appendix C.3. The equations evaluated by the program will be derived below in order to clarify the definition of microphone response.

5.5.2 Theory

When measuring amplifier 1 displayed a full scale deflection of 20dB the RMS value of the signal voltage output by the amplifier, $V_r'$, was $\sqrt{10}$V. Therefore, if the gain control of the amplifier is set to $G_r$dB and the reference microphone consistently underestimates the sound pressure level by $U_r$dB then the actual
sound pressure level at the position of the reference microphone is

\[ SPL = 20 \log_{10}(V'_{r} \sqrt{10}) + G_r + U_r \]  
\[ = 20 \log_{10}(V'_{r}) + G_r + U_r + 10. \]

\( U_r \) was determined by using the reference microphone and measuring amplifier 1 to measure a 94.0dB 1kHz sound produced by a Brüel and Kjaer Sound Level Calibrator, type 4200.

When measuring amplifier 2 displayed a full scale deflection of 20dB the RMS value of the signal voltage output by the amplifier, \( V'_p \), was however 10V. Therefore, if the gain control of the amplifier is set to \( G_p \)dB the probe microphone measures the sound pressure level to be

\[ SPL_p = 20 \log_{10}(V'_p) + G_p \]  

The magnitude response of the probe microphone and amplifier 2 combination is

\[ R_p = SPL_p - SPL \]  
\[ = 20 \log_{10} \left( \frac{V'_p}{V'_{r}} \right) + G_p - G_r - U_r - 10 \]  
\[ = 20 \log_{10} \left( \frac{|V'_p|}{|V'_r|} \right) + G_p - G_r - U_r - 10 \]

where \(|V'_r|\) and \(|V'_p|\) are the amplitudes of output signals from amplifiers 1 and 2 respectively.

As the Brüel and Kjaer 1/2 inch microphones are reverse biased (see page 70 of the Brüel and Kjaer [14] manual) the actual phase of the pressure measured by the reference microphone is equal to the phase of the microphone signal, \( \alpha_r \), minus \( \pi \). If the phase of the probe microphone signal is measured to be \( \alpha_p \) then the phase response of the probe microphone is defined to be \( \alpha_p - \alpha_r + \pi \).
5.5.3 Results

The frequency response of the short and long probe microphones is displayed in figure 5.10. In the case of the long probe the wavelength $\lambda_1$ corresponding to the frequency of the first local maximum in the frequency response magnitude curve is such that $\lambda_1/4$ is only slightly greater than the length of the probe. Similarly the wavelengths $\lambda_2$ and $\lambda_3$ corresponding to the frequencies of the second and third maxima respectively are such that $3\lambda_2/4$ and $5\lambda_3/4$ are each only slightly greater than the length of the probe. The response of the long probe is thus similar to the pressure response which would be measured at a closed end of a cylindrical pipe, if the opposed end was open.

In the case of the short probe there is only one single local maximum in the frequency response magnitude curve. The short probe thus appears to behave more as a Helmholtz resonator [61], with the elongate narrow bore cylindrical section of the probe acting as the neck of the resonator and the volume enclosed between the end of said elongate section and the microphone cartridge acting as the cavity volume. This Helmholtz resonator behaviour is to be expected since, over the frequency range considered (50Hz–2kHz), the wavelength is far greater than the length of the short probe.

The frequency response data displayed in figure 5.10 is now automatically called by LDA analysis programs which use the data to convert probe microphone signals into measurements of pressure amplitude (in Pascals) and pressure phase.

5.5.4 Knowles Microphone

The mechanical response measurements presented in chapter 3 were performed using a Knowles microphone, type BT-1759. If a suitable coupling device had
Figure 5.10: Measured frequency response of probe microphones.

Figure 5.11: Measured frequency response of Knowles microphone.
been available it would have been desirable to calibrate the Knowles microphone using a 1/2 inch Brüel and Kjaer microphone as the reference, using an identical method to that employed for the probe microphone calibration. However as a suitable coupling device was not readily available the coupling device used in the probe microphone calibrations was adapted. The Knowles microphone was sealed into the device, in place of the 1/2 in microphone, using blue-tak, and the calibrated probe microphone was used as the reference microphone. This time the probe microphone’s measuring amplifier signal was sent to channel 1 of the A/D converter, while the Knowles microphone was connected directly into channel 2 of the A/D converter, without amplification. The code of the frequency response program was altered slightly for these calibrations. The program converted the probe microphone signal into measurements of pressure amplitude (in Pascals) and pressure phase and then used these measurements, combined with simultaneous measurements of the voltage, $V_k$, output from the Knowles microphone, to calculate the magnitude response of the Knowles microphone (in Pascals/Volt) in addition to the phase response.

The results are displayed in figure 5.11. Notice that over the 100-600Hz range there is not a great variation in either the magnitude or phase response of the Knowles microphone. It was decided that sufficiently accurate mechanical response measurements could be obtained by using the average values indicated by the horizontal lines in figure 5.11.

5.6 Conclusions

The experimental arrangement of the LDA system was presented. The SNR of the LDA system was then investigated; measurements established that a SNR of approximately 10dB could be obtained using either the MEDUTEK nebuliser or
burning incense sticks as the method of seeding.

The general principle of the Hilbert transform demodulation routine was outlined and the specific program employed in the present study was discussed. Discussions also focused on the alternative method of analysis used in the present study, i.e. the Disa analogue frequency tracker. Experimental measurements of the phase response of this apparatus were presented. The measurements indicate that the tracker’s output filters introduce a significant phase lag and should therefore not be used in LDA measurements where the phase of the acoustic particle velocity is required. With the output filter disabled, provided the 33-333kHz or larger bandwidth filters are used, the phase lag introduced by the main body of the filter is less than $10^\circ$ for acoustic frequencies below 2kHz.

The probe microphones were calibrated in preparation for the simultaneous LDA velocity and probe microphone pressure measurements presented in chapter 6. The short probe appeared to behave as a Helmholtz resonator whereas the longer probe had a similar frequency response to a long cylinder. The phase response of the Knowles microphone used in chapter 3 was also presented. Over the 100-600Hz frequency range used in the mechanical response measurements, there is no significant variation in either the phase or magnitude of the Knowles microphone frequency response; therefore average calibration values are sufficient.
Chapter 6

LDA Measurement of Sound

In this chapter the problem of quasi-periodic amplitude modulation of the Doppler signal is investigated and the seeding methods most susceptible to this effect are identified. Using the optimal seeding method, LDA velocity measurements carried out in mono-frequency sound fields are used to assess the relative merits of the digital Hilbert transform and analogue frequency tracking signal analysis techniques. The mono-frequency sound field measurements are also used to determine the dynamic range of the measuring technique and to demonstrate that LDA can be used to measure the phase of acoustic particle velocity. The chapter continues with a study of the application of LDA to the measurement of multi-harmonic sound fields. Finally, simultaneous LDA and probe microphone measurements are used to determine specific acoustic impedance in a cylindrical tube as a function of frequency.

6.1 Amplitude Modulation of Doppler Signals

6.1.1 Introduction

In chapter 4 it was shown that for a steady air flow with a high seeding density, the Doppler signal takes the form of a sine wave with an amplitude which varies randomly in time. The random amplitude reflects the fact that the random
distribution of particles within the Gaussian envelope fringe volume is constantly being replaced by a new random particle distribution. The random distribution of particles within the measuring volume also results in random fluctuations in the frequency of the Doppler signal and therefore a broadening of the single peak in the power spectrum of the Doppler signal.

Chapter 4 also demonstrated that seeding particles in air subjected to a monofrequency acoustic field generate a Doppler signal in the form of a frequency modulated wave with carrier frequency equal to the shift frequency, modulation frequency equal to the acoustic frequency and peak frequency deviation proportional to the acoustic particle velocity amplitude. The amplitude of the signal varies quasi-periodically at the acoustic frequency as demonstrated in figure 4.8. The periodic amplitude modulation occurs because the inhomogeneous particle distribution is swept back and forth across the fringe volume at the acoustic frequency. The amplitude modulation evolves slowly over time as the particle distribution changes.

Amplitude modulation could present a serious obstacle to LDA measurement of sound fields in air as it can result in periodic signal dropout, so that velocity information is always degraded at the same point in the acoustic cycle. Amplitude modulation of the Doppler signal is most significant when the acoustic particle displacement amplitude is high, i.e. when the acoustic particle velocity amplitude is high and the acoustic frequency is low. Amplitude modulation is likely to represent less of a problem in water measurements, where the natural seeding particles have a more homogeneous distribution than the seeding particles introduced in air measurements.
6.1.2 Experimental Method

Experimental Apparatus

Measurements were performed using the LDA setup described in section 5.2 and illustrated in figure 5.1, with loudspeaker and tube arrangement as illustrated in figure 5.2b. In this arrangement one end of the glass tube is attached to the artificial mouth and the sound field is generated using a loudspeaker positioned in the artificial mouth. In some experiments the other end of the tube was terminated with a rubber bung, in others it was left open.

With the open ended tube all measurements were carried out 5cm from the open end, close to the velocity anti-node but far enough away from the end to prevent the seeding escaping from the tube. With the closed ended tube all measurements were carried out at the velocity anti-node in the centre of the tube.

For this experiment the analogue frequency tracker signal was displayed on an oscilloscope and was used only to obtain an approximate but immediate estimate of the acoustic particle velocity amplitude; there was no need to capture the frequency tracker signal. After the down shifted photomultiplier signal was passed through a 31.5-315kHz bandpass filter it was sampled at 1MHz by the A/D converter. A 65536 point sample was made of each signal.

Seeding Procedure

The PARI and MEDUTEK nebulisers and the burning incense stick methods of seeding, previously explored in chapter 5, were used again in the present experiment. The diameter of the smoke seeding particles (< 0.6µm) was less than the fringe separation (3.3µm) and less than the acoustic particle displacement amplitudes considered in the experiments (3µm – 23µm). The maximum diameter of the water droplets (5µm) was slightly greater than the fringe separation and
within the range of acoustic particle displacement amplitudes encountered in the experiment.

Measurements with smoke particle seeding had to be conducted inside the closed tube to ensure sufficient seeding density, but it was not necessary to renew the seeding between measurements. With nebuliser seeding the nebuliser was switched on for 5s, then switched off, and after a short time interval the Doppler signal was captured. This procedure was followed for every nebuliser measurement. It was necessary to provide water droplet seeding before every measurement to provide sufficient signal strength. Nebuliser measurements were usually conducted in an open tube because the water droplets were reluctant to enter the tube when the opposite end was closed. In order to provide a direct comparison with smoke seeding, a series of nebuliser measurements were conducted inside the closed tube with the rubber stopper terminating the tube removed to allow seeding particles to enter, but replaced before signal capture.

Signal Processing

A simple computer program was written to calculate the positive frequency power spectral density of the envelope of each captured Doppler signal. The program first detects every local maximum of the sampled Doppler signal to yield the signal envelope sampled at non-uniform time intervals (see figure 6.1). Linear interpolation is then employed to re-sample this signal so it is defined at times $n\Delta t$ where the integer $n$ takes values $0 \leq n < N$, $N = 8192$ and $\Delta t = 5 \mu s$. This re-sampled Doppler signal envelope $E(n\Delta t)$ is then divided into constant and alternating components, $\overline{E}$ and $e(n\Delta t)$ respectively (see figure 6.2). The positive frequency power spectral density of the alternating component, $S_{e+}(\frac{n}{N\Delta t})$ is defined over the range $0 \leq n < N/2$. The program calculates $S_{e+}(\frac{n}{N\Delta t})$ from the discrete Fourier transform of $e(n\Delta t)$. Finally the program divides
Figure 6.1: Diagram of short section of Doppler signal demonstrating how the envelope is extracted from the signal. The envelope is sampled at irregular time intervals.

\[ S_{E+}(\frac{n}{N\Delta t}) \] by \( \bar{E}^2 \) to produce a normalised PSD of the envelope of the Doppler signal, \( S_{E+}(\frac{n}{N\Delta t}) = (1/\bar{E}^2) S_{E+}(\frac{n}{N\Delta t}) \).

From initial experiments it was clear that there was significant variation in harmonic content of the normalised PSD envelope spectra when measurements were repeated. Therefore each measurement was carried out 12 times and the normalised PSD envelope spectra were averaged to produce the spectra plotted in section 6.1.3.

The instantaneous particle velocity was extracted from the sampled Doppler signals using the Hilbert transformation demodulation routine described in section 5.4.1. The velocity curve in figure 4.8 was obtained using this routine. The acoustic particle velocity amplitude was calculated from the amplitude spectrum of these velocity signals. Although it is the acoustic particle velocity which is of particular interest, when seeding particles are emitted from the nebuliser they inevitably have a small constant velocity component parallel to the axis of the tube.
Figure 6.2: Envelope of Doppler signal of figure 6.1 re-sampled with regular time interval, $\Delta t$. The alternating and steady components of the envelope, $e(n\Delta t)$ and $\bar{E}$ respectively, are also displayed.

The magnitude of this mean flow velocity depends on the nebuliser compressor. It can theoretically be extracted simply by calculating the mean value of the estimated instantaneous acoustic particle velocity deduced from the demodulated Doppler signal. However the Doppler signal suffers from amplitude modulation which periodically reduces signal strength and as a result either the minima or maxima in the instantaneous velocity curve extracted from the Doppler signal are systematically corrupted (see for example the 17th-19th local maxima in figure 4.8). This has the effect of biasing the estimate of mean flow velocity. A more reliable estimate was obtained from the PSD of the Doppler signal using equation 4.67.

6.1.3 Results and Discussion

Only the low frequency regions of the envelope spectra are displayed because negligible power is contained above the tenth harmonic of the acoustic frequency. The envelope spectra of figure 6.3 were measured inside a closed tube. In nebuliser
measurements the signal was captured 10s after the nebuliser was switched off. Each measurement was made under identical acoustical conditions i.e. with constant acoustic particle velocity amplitude, $u_m$, and constant acoustic frequency $f_m$; only the seeding method was altered. The low frequency peak in each spectrum indicates a random variation in the Doppler signal envelope due to a very slow mean flow with an associated finite transit time. The peaks at the harmonics of the acoustic frequency indicate periodic amplitude modulation. The spectra from the two nebulisers are very similar, both displaying a significant low frequency peak and significant peaks at the first three harmonics of the acoustic frequency. In the smoke seeding spectrum, however, there is only a significant low frequency peak. Figure 6.3 demonstrates that negligible amplitude modulation is observed when smoke particles are used to seed the flow.

The envelope spectra of figure 6.4 were obtained from measurements inside
Figure 6.4: Normalised PSD from measured Doppler signal envelopes with 4 different seeding conditions and consequently different $u_0$. In each case $f_m = 467\text{Hz}$ and $u_m = 68\text{mms}^{-1}$.

Figure 6.5: Normalised PSD from measured Doppler signal envelopes with 4 different values of $u_m$. In each case $f_m = 467\text{Hz}$ and seeding is provided by the PARI nebuliser with a 2s delay.
the open tube. The vertical scale on this and the following graphs has been expanded to show the peaks at harmonics of the acoustic frequency; the low frequency peaks are off scale. As before, each measurement was made under identical acoustical conditions. The graph contrasts spectra from signals captured 2s after the nebuliser was switched off with spectra from signals captured 10s after the nebuliser was switched off. Comparing the two spectra from PARI nebuliser measurements, it is clear that with a 2s delay there is a much richer harmonic content than with a 10s delay, but the power contained in the peak at the fundamental acoustic frequency is not significantly altered. With only a 2s delay the MEDUTEK envelope spectrum provides no evidence of amplitude modulation. This is not surprising because the mean flow velocity generated by the nebuliser is 40% of the acoustic particle velocity amplitude, so at any instant in time the seeding particle distribution within the fringe volume is completely

**Figure 6.6:** Normalised PSD from measured Doppler signal envelopes with 4 different values of $f_m$. In each case $u_m = 19 \text{mm/s}$ and seeding is provided by the PARI nebuliser with a 2s delay.
different to the particle distribution exactly one acoustic cycle earlier. It is surprising however that MEDUTEK measurements with a 10s delay indicate a slow mean flow towards the loudspeaker box and that only the first harmonic is significant when the first 2 harmonics are strong in the equivalent PARI spectrum. Further investigation is required to determine if the small negative velocity in the MEDUTEK 2s delay measurements is genuine or represents a systematic error in the frequency shift.

The envelope spectra of figure 6.5 were obtained using the PARI nebuliser with a 2s delay between switching off the nebuliser and signal capture. A 467Hz sound wave was used for each of the measurements but the acoustic particle velocity amplitude was varied. It is clear from this graph that the number of harmonic components of the signal envelope decreases with the acoustic particle velocity amplitude. There also appears to be some reduction in the power of the fundamental component as the velocity amplitude is decreased.

The envelope spectra of figure 6.6 were obtained using exactly the same seeding procedure as was used to obtain the spectra in figure 6.5. The acoustic particle velocity amplitude was maintained at 19mms⁻¹ while the frequency of the sound field was varied. Each spectrum contains significant peaks only at the first and second harmonics of the acoustic frequency; the number of significant harmonic components does not appear to vary with acoustic frequency.

### 6.1.4 Computer Simulation of Envelope

Equation 4.32 with equations 4.29 and 4.30 were used to simulate the envelope of the Doppler signal. To provide direct comparison with measured envelopes the simulated envelope was evaluated at 5µs intervals in time, and 8192 point samples were produced. The normalised PSD of the envelope was then calculated using the same software as was used for experimentally measured envelopes. In
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the simulation $d$ was set equal to 0.36mm, corresponding to the focused beam diameter of the experimental set up [25] and $A_p$ was set equal to 1 for every particle. The simulations were run with

$$X(t) = \bar{U}t + x_m \sin(2\pi f_mt). \quad (6.1)$$

The simulation program 'simul.c' is described further in appendix C.5 and a complete listing is provided in appendix D.

The simulation program requires a list of the initial positions of all the particles. Such a list was generated randomly using a second program, 'rand_part.c' described in appendix C.6 and listed in appendix D. The program randomly assigns the initial positions, $x_p(0)$, of $2MR$ particles to any of the $(1+2R \times 10^6)$ 1D lattice sites between $x = -Rd$ and $x = Rd$. Each site has an equal probability of being occupied. The simulation allows $M$, the number of particles per length $d$ to be varied, but $M = 4$ was used in most simulations. In each simulation the value of $R$ was selected to ensure that seeding particles would always be present in the measuring volume for the duration of the sample. In selecting a suitable value for $R$ it was necessary to consider both $\bar{U}$ and $x_m$. For each set of acoustical parameters both of the above programs were run 12 times, and the 12 normalised PSDs were averaged.

6.1.5 Analytical Expression for Envelope

The envelope spectra of figure 6.4 resemble PSDs of frequency modulated (FM) signals with a carrier frequency of zero. This suggests that it may be possible to develop an analytical expression which could be fitted to envelope spectra. Using equation 4.51, equation 4.29 can be approximated as

$$a(t) \approx \sum_{|x_p(t)|<d/2} A_p w_p [\cos(Kx_p(0))] \cos^2 \left( \frac{2\sqrt{2}}{d} x_p(t) \right). \quad (6.2)$$
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The Gaussian measuring volume is replaced with the central lobe of a \( \cos^2 \) function. The summation extends only over particles which at time \( t \) are within \( d/2 \) of the centre of the measuring volume. Although this is a poor approximation when \( x_p(t) \) is slightly less than \( d/2 \) the approximation is sufficient to describe the qualitative variation of \( a(t) \). Particles with \( x_p(t) > d/2 \) can be considered to make negligible contribution to the Doppler signal and therefore equation 6.2 is valid even for large values of \( x_m \). Using a trigonometric identity, equation 6.2 can be rearranged in the form

\[
a(t) \approx \sum_{|x_p(0)| < d/2} \frac{A_p}{2} [\cos(Kx_p(0))] [1 + \cos(\kappa x_p(t))] \quad (6.3)
\]

where

\[
\kappa = \frac{4\sqrt{2}}{d}. \quad (6.4)
\]

Just as equation 4.25 was written in the form of equation 4.31, equation 6.3 can be written in the form

\[
a(t) \approx E_0(t) + E_A(t) \cos(\kappa X(t) + \phi_A(t)) \quad (6.5)
\]

where \( E_0, E_A \) and \( \phi_A \) all depend on the \( t = 0 \) displacement of each of the seeding particles within the measuring volume at time \( t \). Therefore in general \( E_0, E_A \) and \( \phi_A \) are functions of time since the seeding particles present in the measuring volume at one instant are constantly being replaced by new seeding particles, each with different \( x_p(0) \) from the particles of an earlier population. However if \( \bar{U} = 0 \) and \( x_m \) is small, say \( x_m \leq d/(2\sqrt{2}) \), the occupation of the measuring volume does not change significantly with time and \( E_0, E_A \) and \( \phi_A \) are approximately constant. In this case, if \( X(t) = x_m \sin(2\pi f_m t) \) and \( \beta = \kappa x_m \), then

\[
a(t) \approx E_0 + E_A \cos[\beta \sin(2\pi f_m t) + \phi_A]. \quad (6.6)
\]
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This represents a FM signal with a carrier frequency of zero, a modulation index $\beta$ and phase constant $\phi_A$. Technically this expression is only valid if $\beta \leq 2$ but it is found to be in reasonable agreement with the results of the simulation described in section 6.1.4 even for higher values of $\beta$. A similar expression to equation 6.6 could be derived for $b(t)$. It should be stressed that all of the simulation results presented in this study were produced using the exact model described in section 6.1.4. However the approximation to the model, derived in this section, provides an analytical method of estimating the form of the envelope spectrum.

6.1.6 Comparison of Computer Simulation with Experimental Observations

Variation of Acoustic Particle Displacement Amplitude

Comparing the simulated spectra of figure 6.7 with measured spectra of figure 6.5, notice that the low frequency peak in the simulated spectra is absent because the mean velocity was set to zero. As with the experimental data, as $u_m$ is decreased the number of significant peaks in the simulated spectra decrease. In fact the number of significant harmonics in the simulated spectra is approximately $\beta + 1$, as predicted by Carson’s rule for the number of sidebands of an FM signal [82]. However notice that the values of $u_m$ in the simulation are significantly higher than the values of $u_m$ measured experimentally. The harmonic content of the measured spectra would agree with Carson’s rule only if $d$ was much smaller than the calculated value.

The 1D simulation assumes that each particle travels the same distance, $d$, through the interference pattern. However, from figure 6.8 it is clear that with a 2D or 3D fringe pattern some particles travel a shorter distance through the fringe pattern than others. The value of $d$ used in the simulation should therefore
Figure 6.7: Normalised PSD from simulated Doppler signal envelopes with 4 different values of $u_m$. In each case $u_0 = 0$, $f_m = 467$ Hz and $M = 4$.

Figure 6.8: Trajectories of 2 particles moving through fringe pattern. Particle 1 travels a distance $l_1$ through the fringe pattern; particle 2 travels the shorter distance $l_2$. 
be replaced with a smaller effective fringe pattern width. Approximate calculations suggest that this effect cannot completely explain the discrepancy between measured and simulated values of \( u_m \).

In figure 6.9 \( u_m \) is fixed and \( \beta \) is varied by altering \( f_m \). The frequency bandwidth of the spectra remains largely constant and the number of significant peaks is again correctly predicted by Carson's rule. This behaviour is in direct contrast to the equivalent measured spectra (figure 6.6) which always have two significant peaks, and therefore a bandwidth which varies with \( f_m \).

**Variation of Seeding Particle Density**

The particle density is varied in figure 6.10. Although the A.C. power of the signal was found to increase with particle density the ratio of A.C. power to D.C. power, as indicated by the normalised spectra, actually decreases as particle density is increased and a more homogeneous particle density is created. This suggests that amplitude modulation effects can be minimised by arranging homogeneous seeding.

The fact that smoke was found to demonstrate little evidence of amplitude modulation suggests smoke seeding has a higher particle density than water droplets from the nebulisers. This is highly probable since the smoke seeding appears to produce similar D.C. photomultiplier currents to the water droplet seeding despite the much smaller diameter of the smoke particles. Also notice from figure 6.10 that, in the simulation, the number of significant components does not vary as the particle density is varied. This does not appear to agree with experimental measurements which demonstrate that the number of significant components depends on the seeding conditions. When the seeding conditions are altered, by changing the nebuliser or changing the time delay between switching the nebuliser off and commencing signal capture, the size distribution of the
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Figure 6.9: Normalised PSD from simulated Doppler signal envelopes with 3 different values of $f_m$. In each case $u_0 = 0$, $u_m = 273\text{mms}^{-1}$ and $M = 4$.

Figure 6.10: Normalised PSD from simulated Doppler signal envelopes with 3 different values of $M$. In each case $f_m = 467\text{Hz}$ and $u_m = 187\text{mms}^{-1}$.
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seeding particles is altered in addition to the particle density. It could be that the variation in particle size distribution affects the number of significant components in the PSD of the Doppler signal envelope. This effect was not investigated in the simulations. Unfortunately the particle size distribution could not be easily measured. In future investigations synthetic seeding particles could be used to ensure a small variation in particle size.

Variation of Mean Flow

In figure 6.11 non-zero mean flow velocities are introduced, creating low frequency components. As the mean flow velocity is increased the peak at the acoustic frequency splits into smaller sidebands on either side of the acoustic frequency. This occurs because the carrier frequency is no longer zero and so the negative frequency peaks are no longer folded exactly onto the positive frequency peaks. The power around the second harmonic of acoustic frequency actually appears to increase when $u_0$ is increased providing a possible explanation for the anomalously large number of significant peaks in measured spectra. As $u_0$ is further increased all evidence of amplitude modulation disappears.

Phase Considerations

In figure 6.12 two contrasting envelopes are compared. The envelopes were generated using identical acoustical parameters but different random particle distributions. The mean flow was set to zero so, unlike the measured Doppler signals presented in figure 4.8, the envelopes do not change with the number of acoustic cycles. The envelopes represent 2 of the 12 envelopes used to obtain the $\beta = 1$ spectrum of figure 6.7. Consider first the envelope with one local maximum per cycle. It is easy to understand how this envelope could be produced by just one particle initially positioned slightly to one side of the centre of the fringe volume.
and periodically moving towards then away from the centre of the fringe volume, under the influence of the acoustic field. In this way signal envelope maxima and minima would be produced when the particle was maximally displaced from its initial position i.e. at velocity zeros. At first it would appear that the other envelope could also be explained by the motion of one single particle provided it was initially placed at the centre of the fringe volume. On closer inspection, however, it becomes apparent that this would result in an incorrect phase relationship between the envelope and instantaneous velocity curve; this envelope curve could only be produced by at least two particles, each one initially placed on opposite sides of the centre of the fringe volume.

Notice that for the envelope produced using particle distribution 2 of figure 6.12, maxima and minima occur at velocity zeros. However, over the last 5 acoustic cycles, maxima and minima of the Doppler signal displayed in fig-
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Figure 6.12: Simulated Doppler signal envelopes for two different random seeding distributions. The envelopes are displayed over two complete acoustic periods. In each case \( u_0 = 0, v_m = 187 \text{mms}^{-1}, f_m = 467 \text{Hz} \) and \( M = 4 \). The instantaneous velocity is also plotted.

Figure 4.8 occur at velocity minima and maxima. This phase relationship between captured Doppler signals and extracted velocities is typical of all sections of measured Doppler signal envelopes in which there is only one clear local maximum per acoustic cycle. No explanation can at present be offered for the 90° difference between the phase relationship demonstrated in measurements and the phase relationship indicated by simulation.

6.1.7 Exploiting Amplitude Modulation

Both measurements and simulations suggest that the ratio of A.C. power to D.C. power in Doppler signal envelopes decreases as the particle density increases. This effect could possibly be exploited to measure the density of microparticles suspended in air.

There is experimental evidence that the frequency bandwidth of the envelope
spectra is proportional to the amplitude of the acoustic oscillation, although the precise relationship between bandwidth and acoustic particle velocity amplitude appears to depend on the seeding conditions. However, with suitable calibration, the envelopes of the Doppler signal could be used to estimate the frequency and acoustic particle velocity amplitude of mono-frequency sound fields provided there was negligible mean flow. In fact similar envelopes will be produced by particle oscillation in a single Gaussian beam with no interference fringes. This would offer a significant reduction in equipment costs compared to conventional LDA apparatus as the only equipment required for a basic acoustic anemometer would be a laser, a photomultiplier and a P.C. with an ordinary 44kHz A/D card. Of course the absolute experimental error in the measured acoustic particle velocity amplitude would be larger than the absolute error associated with LDA measurements as the bandwidth of the amplitude modulation signal is theoretically $4\sqrt{2}u_m/d$ compared with a Doppler signal bandwidth of $u_m/\Lambda$. However for very intense acoustic fields the relative error associated with measurements made using the proposed anemometer would be acceptable. In fact the proposed acoustic anemometer could be more appropriate than LDA for the measurement of intense sound fields because in this situation the large bandwidth of the LDA signal can cause signal processing problems.

6.1.8 Conclusions

In this section experimental evidence has been produced to show the periodic amplitude modulation of Doppler signals from LDA measurements in sound fields. As a result, at certain points in the acoustic cycle, it can become impossible to accurately extract instantaneous velocity from the Doppler signal. The amplitude modulation is a result of the periodic motion of inhomogeneous particle distributions across the fringe volume. An experimental investigation into dif-
different seeding methods has shown that smoke seeding shows little evidence of Doppler signal amplitude modulation, but water droplet seeding can produce significant amplitude modulation. This contrasting behaviour may be explained by differences in particle density. All measurements presented in the remainder of this study were performed using the preferred burning incense stick method of seeding.

Experiments have also shown that the periodic amplitude modulation is replaced by random amplitude modulation when a mean flow velocity of about 40% of the acoustic particle velocity is applied. Loizeau and Gervais [62] conducted a series of LDA acoustic velocity measurements using a mean convection flow velocity of approximately $3u_m$ to improve signal quality. The price to pay for the disappearance of the periodic amplitude modulation is an increase in the random amplitude modulation. However acoustic velocity measurements suffering from signal dropout due to random amplitude modulation can often be effectively treated by ensemble averaging over several acoustic periods (see section 6.3.1).

A 1D simulation was developed to study how the amplitude modulation of the Doppler envelope depends on acoustical parameters. The simulation suggests that if PSD from repeated envelope measurements are averaged they can be used to predict the acoustic particle velocity amplitude and acoustic frequency of mono-frequency acoustic fields.

There is disagreement between experimental results and simulation output which requires further study. In particular the $90^\circ$ phase discrepancy between the position of measured and simulated envelope maxima should be investigated and the simulations should be repeated using 3D models.
6.2 Mono-frequency Sound Field

6.2.1 Introduction

The measurements presented in this section are used to determine the best signal analysis method, the range of acoustic particle velocities which can be measured with the present LDA system and the accuracy of the LDA measurements. LDA measurements of acoustic particle velocity will be compared with the acoustic particle velocity deduced by applying simple theory to probe microphone pressure measurements.

Measurements were performed using the LDA setup described in section 5.2 and illustrated in figure 5.1 with loudspeaker, tube and probe microphone arrangement as illustrated in figure 6.13. The loudspeaker was driven by an amplified sine wave generator signal. In all experiments the end of the tube opposite the loudspeaker was stopped with a rubber bung. This end of the tube will subsequently be referred to as the ‘rigid end’ since it is certainly stiffer than the loudspeaker end. A long probe microphone was inserted through the centre of the bung and arranged such that the receptive end of the probe was flush with the circular end wall of the bung inside the tube. Whenever additional seeding was required the rubber bung/probe microphone assembly was removed and a burning incense stick was inserted into the tube for a period of approximately 20 seconds.

6.2.2 Standing Wave Theory

Consider an air filled tube driven at $x = L$ by a loudspeaker and terminated at $x = 0$ (see figure 6.13). The loudspeaker diaphragm vibrates sinusoidally at (angular) frequency $\omega$ and at time $t$ produces the plane wave

$$p_i = A e^{j(\omega t + kx)}$$

(6.7)
with wavenumber $k$ propagating towards the rubber bung [61]. For simplicity, the phase of the wave is chosen to be zero, so the amplitude can be represented by a real number, $A$. The wave is reflected from the termination at $x = 0$, suffering partial attenuation and also a phase change $\theta$. The reflected wave has the form

$$p_r = Be^{j(\omega t - kx + \theta)},$$

(6.8)

where $B$ is the (real) amplitude. The interaction of the incident and reflected waves produces a standing wave in the tube. The total pressure at a point $x$ is

$$p(x, t) = p_i + p_r$$

$$= e^{j(\omega t + \theta/2)}[Ae^{j(kx - \theta/2)} + Be^{-j(kx - \theta/2)}]$$

(6.9)

$$= e^{j(\omega t + \theta/2)}[(A + B) \cos(kx - \theta/2)$$

$$+ j(A - B) \sin(kx - \theta/2)]$$

(6.10)

$$= (A + B)e^{j(\omega t + \theta/2)} \left[ \cos(kx - \theta/2) + \frac{j}{\text{SWR}} \sin(kx - \theta/2) \right]$$

(6.11)

where the standing wave ratio

$$\text{SWR} = \frac{A + B}{A - B}.$$  

(6.13)

From equation 6.12 it is clear that the pressure amplitude is

$$|p(x)| = (A + B) \sqrt{\cos^2(kx - \theta/2) + \frac{1}{\text{SWR}^2} \sin^2(kx - \theta/2)}.$$  

(6.14)
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For a plane wave travelling towards the rubber bung the acoustic impedance is $\rho c$, but for a plane wave traveling in the opposite direction the acoustic impedance is $-\rho c$ [61], where $\rho$ is the density of air and $c$ is the speed of sound in air. Therefore the acoustic particle velocity of a wave traveling towards the rubber bung is $p_i/(\rho c)$, the acoustic particle velocity of a wave traveling away from the rubber bung is $-p_r/(\rho c)$ and the velocity at a point $x$ in the resulting standing wave is

$$u(x, t) = \frac{1}{\rho c} (p_i - p_r)$$

$$= \frac{(A + B)}{\rho c} e^{i(\omega t + \theta/2)} \left[ \frac{1}{\text{SWR}} \cos(kx - \theta/2) + j \sin(kx - \theta/2) \right]$$

(6.15)

(6.16)

In several experiments the probe microphone was retained at the end of the tube, at position $x = 0$, while the LDA measuring volume was positioned at $x$. Evaluating equation 6.12 at $x = 0$ yields

$$p(0, t) = (A + B) e^{i(\omega t + \theta/2)} \left[ \cos(\theta/2) - \frac{j \sin(\theta/2)}{\text{SWR}} \right]$$

$$\approx (A + B) e^{i(\omega t + \theta/2)}.$$  

(6.17)

(6.18)

Using equations 6.16 and 6.18 it is easy to show that the ratio of acoustic particle velocity at $x$ to pressure at $x = 0$ is

$$\frac{u(x)}{p(0)} = \frac{1}{\rho c} \left[ \frac{1}{\text{SWR}} \cos(kx - \theta/2) + j \sin(kx - \theta/2) \right].$$

(6.19)

The magnitude of this ratio is

$$\left| \frac{u(x)}{p(0)} \right| = \frac{1}{\rho c} \sqrt{\frac{1}{\text{SWR}^2} \cos^2(kx - \theta/2) + \sin^2(kx - \theta/2)},$$

(6.20)

and the phase lead of the velocity at $x$ relative to the pressure at $x = 0$ is

$$\angle u(x) - \angle p(0) = \tan^{-1} \left[ \text{SWR} \frac{\sin(kx - \theta/2)}{\cos(kx - \theta/2)} \right].$$

(6.21)
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Velocity anti-nodes occur when

\[ kx - \theta/2 = \pi(n + 1/2) \]  \hspace{1cm} (6.22)

where \( n \) is zero or a positive integer. At such points

\[ \left| \frac{u(x)}{p(0)} \right| = \frac{1}{\rho c} \]  \hspace{1cm} (6.23)

and

\[ \angle u(x) - \angle p(0) = \begin{cases} \pi/2 & \text{if } n \text{ is even} \\ -\pi/2 & \text{if } n \text{ is odd.} \end{cases} \]  \hspace{1cm} (6.24)

Both \( \rho \) and \( c \) are dependent on temperature. To allow comparison of velocity measurements with pressure measurements it is necessary to derive an expression for the temperature dependency of the characteristic impedance of air, \( \rho c \). The ideal gas law can be written in the form

\[ \rho = \frac{M P}{R T_K} \]  \hspace{1cm} (6.25)

where \( M \) is the mass of 1 mole of air, \( P \) is atmospheric pressure, \( R \) is the gas constant and \( T_K \) is the Kelvin temperature. Substituting \( M = 0.029 \text{Kg mol}^{-1} \), \( P = 1.013 \times 10^{-5} \text{Pa} \) and \( R = 8.315 \text{J mol}^{-1} \text{Kg}^{-1} \) into equation 6.25 yields

\[ \rho = \frac{353.3}{T_K} \text{Kg m}^{-3}. \]  \hspace{1cm} (6.26)

Kinsler et al [61] quote the speed of sound in air to be

\[ c = 331.6 \sqrt{\frac{T_K}{273}} \text{ms}^{-1}. \]  \hspace{1cm} (6.27)

Multiplying together both sides of equations 6.26 and 6.27 yields

\[ \rho c = \frac{7090}{\sqrt{T_K}} \text{Pa s m}^{-1}. \]  \hspace{1cm} (6.28)
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6.2.3 Comparison of Digital Hilbert Transform and Analogue Frequency Tracking Methods

Figure 6.14 displays a Doppler signal, $V_D(t)$, and the instantaneous frequency signals $F_{HT}(t)$ and $F_{AT}(t)$ extracted from the Doppler signal using the digital Hilbert transform routine and analogue tracker respectively. The Doppler signal was recorded with the measuring volume positioned at a velocity anti-node of a 445Hz sinusoidal acoustic standing wave; a 100kHz frequency shift was applied. As shown in figure 5.1, one of the frequency shifter output signals was sent to the analogue frequency tracker and the instantaneous frequency signal from the tracker’s ANALOG OUT terminal was passed through bandpass filter 2 before being sampled by the A/D converter. The other identical frequency shifter output signal was sent to the A/D converter via bandpass filter 1 (see figure 5.1). To arrange as similar conditions as possible for both methods of analysis the input filter of the analogue tracker was set to 33-333kHz and bandpass filter 1 was set to 31.5-315kHz. The output of the analogue tracker was passed through bandpass filter 2 which was set to have bandwidth 75-750Hz. The Doppler signal and the $F_{AT}(t)$ signal were sampled simultaneously at 0.5MHz. A 32768 point sample of each signal was produced.

Even with smoke seeding the Doppler signal is still affected by quasi-periodic amplitude modulation which introduces significant noise around the $F_{HT}(t)$ local maxima. At several points e.g. around 36s, 45s and 53s the reduction in Doppler signal amplitude is sufficient to produce large spikes in the $F_{HT}(t)$ signal and can result in an underestimation in the amplitude of the $F_{AT}(t)$ signal. However, the analogue tracker is clearly more robust than the digital Hilbert transform routine and gives a much cleaner signal due to the various filtering operations outlined in the previous chapter. Notice that there is a phase discrepancy between the
Figure 6.14: Doppler signal, $V_D(t)$, from measurement at a sinusoidal standing wave velocity anti-node and instantaneous frequency signals $F_{HT}(t)$ and $F_{AT}(t)$ extracted from the Doppler signal using the digital Hilbert transform routine and analogue tracker respectively.

Figure 6.15: LDA measurement of acoustic particle velocity amplitude at a velocity anti-node versus probe microphone measurement of acoustic pressure amplitude at a pressure anti-node. Small amplitude measurements.
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\( F_A(t) \) and \( F_H(t) \) curves. This is a consequence of passing the \( F_A(t) \) signal through bandpass filter 2.

The amplitude of the acoustic particle velocity was estimated by applying the signal to noise ratio program ‘spec.c’ used in section 5.3 to instantaneous frequency curves rather than Doppler signals. The SNR program is described in appendix C.4 and listed in appendix D. Figure 6.15 is a plot of acoustic particle velocity amplitude versus pressure amplitude for a range of acoustic pressures. The measurements were performed with LDA, filter and acoustic conditions identical to those used to produce the signals presented in figure 6.14, except that the gain of the loudspeaker was increased in steps to provide a range of acoustic pressure.

Acoustic pressure amplitude, \( |p| \), was deduced from the RMS value of the output signal, \( V_p' \), from the probe microphone's measuring amplifier using the relation

\[
|p| = \sqrt{2V_p'^2} \frac{G_p}{R_p} \frac{20}{94}
\]  

(6.29)

where \( G_p \) is the gain setting of the measuring amplifier and \( R_p \) is the amplitude response of the probe microphone/measuring amplifier combination as indicated in figure 5.10. Equation 6.29 can be derived by substituting equation 5.6 into equation 5.7 along with the definition of sound pressure level [61]:

\[
SPL = 20 \log_{10} \left( \frac{p'}{20\mu Pa} \right)
\]  

(6.30)

where \( p' \) is the RMS Pascal pressure.

A digital voltmeter was used to measure the RMS value of the probe microphone measuring amplifier signal. This enabled the Doppler signal and \( F_A(t) \) signal to be captured simultaneously with the pressure amplitude measurement. The microphone signal was not recorded using the A/D converter because if 3
input channels are used the sample rate of the WaveBook 512 must be reduced below 0.5MHz, requiring a reduction in the frequency shift, thus resulting in a reduction in the dynamic range.

The reciprocal of the gradient of each of the straight line graphs in figure 6.15 is effectively a measure of the average value of the ratio of pressure amplitude measured at a pressure anti-node to acoustic particle velocity measured at a velocity anti-node and is therefore theoretically equal to $\rho c$ (see equation 6.23). With either analysis method, at acoustic particle velocity amplitudes below $170\text{mms}^{-1}$ there is no significant departure of the measured points from their respective best fit straight line graphs, indicating that there is very little random error in the measurements. In fact the relative error in the gradients of each graph is only 0.4% which corresponds to a random error in the measurement of acoustic particle velocity amplitude of only 0.03dB. However, comparison of the gradients of the two straight line graphs in figure 6.15 indicates the discrepancy between the amplitudes of the instantaneous frequency signals extracted using the two different methods of analysis is 0.2dB on average; much greater than the random error of each individual analysis method. The gradients of analogue tracker and Hilbert transform derived straight line graphs correspond to characteristic impedances of respectively $391 \pm 2\ \text{Pa s m}^{-1}$ and $397 \pm 2\ \text{Pa s m}^{-1}$. However the measurements were performed at a temperature of 22.5°C which corresponds theoretically (see equation 6.28) to a characteristic impedance of $412\ \text{Pa s m}^{-1}$. The LDA/probe microphone measurements systematically underestimate the characteristic impedance by 0.5dB in the worst case (Hilbert transform analysis).

With the particular filter settings listed above, LDA measurements are only successful if the acoustic particle velocity amplitude is less than or equal to $170\text{mms}^{-1}$. For example, figure 6.15 illustrates that the points with acous-
tic particle velocity amplitudes of approximately 190 mms\(^{-1}\) do not lie close to the best fit straight lines. With a 100 kHz shift and a 33-333 kHz ideal filter it should be possible to measure acoustic particle velocity amplitudes of up to \((100-33)\) kHz \(\times 3.3 \mu m = 221 \text{ mm s}^{-1}\). However with real filters it appears to be safer to limit measurements to sound fields with acoustic particle velocity amplitudes of less than or equal to 75\% of the theoretical limit calculated by considering the frequency shift and the theoretical cut-off frequencies of the filters.

Figure 6.15 presents the measured amplitudes of 15 different \(F_{AT}(t)\) signals and 15 different \(F_{HT}(t)\) signals. The signal-to-noise ratio (SNR) of each of these signals was also measured. The average SNR of the 15 different \(F_{AT}(t)\) signals (25 dB) is significantly higher than the average SNR of the 15 Hilbert transform routine signals (13.5 dB), confirming the earlier qualitative observation that signals extracted using the Hilbert transform method have a higher noise content.

### 6.2.4 Dynamic Range

This short section investigates the range of acoustic particle velocity amplitudes which can be measured using the particular LDA setup described in chapter 5. It is clear that the analogue tracker, which has a bandwidth of up to 9 MHz, has a much greater dynamic range that the digital Hilbert transform method which is currently limited by the 1 MHz maximum sample rate of the A/D converter. It should be noted however that in the case of the Hilbert transform routine the only real limit of the dynamic range is the sample rate of the A/D converter which in turn is limited by financial, rather than technical, constraints. As the analogue tracker has the additional advantage of having a higher SNR than the digital Hilbert transform routine, all of the LDA measurements presented in the remainder of this work were analysed using the analogue tracker.

\(^{i}\)recall the fringe spacing \(\Lambda = 3.3 \mu m\)
The measurements presented in this section were performed with the same acoustic frequency (445Hz) as the measurements presented in figure 6.15, with the LDA measuring volume positioned at the same point in the tube (the velocity anti-node nearest the rubber bung). In this case however an increased frequency shift of 1MHz was applied and the input filter of the tracker was set to 0.3-3.33MHz. Also, since there was no need to sample the Doppler signal, the $F_{AT}(t)$ and probe microphone signals were sampled simultaneously and the amplitude of each signal was extracted using the ‘single burst’ option of the frequency response program, ‘auto.c’, described in appendix C.3. The anti-nodal pressure amplitude was varied from approximately 70Pa to 300Pa (140dB SPL) but was not increased any further as that would probably have resulted in the introduction of significant non-linear effects such as acoustic streaming [48].

In figure 6.16 the gradient of the best fit straight line to the measured data points corresponds to a characteristic impedance of 427Pa·s·m$^{-1}$ suggesting that
LDA/probe microphone measurements have overestimated the acoustic particle velocity amplitude by 0.3dB compared to figure 6.15's underestimate of 0.3dB. It is not clear why one set of measurements should systematically underestimate the impedance whilst the other set systematically overestimates the impedance. It is unlikely that such a large variation could be explained by a fluctuation in temperature as the temperature was carefully monitored and even a significant decrease in temperature of 1°C would only increase the characteristic impedance by approximately 0.01dB. It is even more unlikely to be caused by positioning the measuring volume slightly to one side of the velocity anti-node as a 2mm error would overestimate the characteristic impedance by only 0.001dB. It is probable that the amplitude of the tracker's ANALOG OUT signal is slightly dependent on the range setting of the tracker. This is a reasonable assumption as the range control not only selects the range of the input filter, and hence the noise content, but also controls the operation of the phase locked loop [28].

The measurements presented in figures 6.15 and 6.16 demonstrate that the analogue frequency tracker may be used to measure sinusoidal sound fields in air with acoustic particle velocity amplitudes in the range 12-700 mm s⁻¹ (SPL 105-140dB) with an accuracy of ±0.3dB.

6.2.5 Measurement of Standing Wave Pressure and Velocity as a Function of Displacement from Rigid End

Introduction

In the previous subsection all velocity measurements were conducted at the same point in the tube. In this subsection velocity amplitude, |u(x)|, and phase, \( \angle u(x) \) will be measured along the length of the tube. Simultaneous measurement of
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pressure amplitude, $|p(0)|$, and phase, $\angle p(0)$, at the rigid end will also be performed. The measured values of $|u(x)|/|p(0)|$ and $\angle u(x) - \angle p(0)$ will be compared with the theoretical values listed in equations 6.20 and 6.21 respectively. There is very little published material relating to LDA measurement of acoustic particle velocity phase [81].

Pressure Measurements

It is sensible to perform measurements at natural resonance frequencies of the tube because at such frequencies there is the greatest possible variation in amplitude as the probe microphone is moved from anti-node to node. To determine the natural resonance frequencies, the probe microphone was fixed in position at the end of the tube (as shown in figure 6.13) and a 50-2000Hz frequency sweep was applied to the loudspeaker using the same software as was used to generate the frequency sweep for the microphone calibration. The output signal from the probe microphone’s measuring amplifier was captured by the A/D converter and analysed using option 4 of the mechanical response program ‘auto.c’ described in appendix C.3 and listed in appendix D.

The resulting anti-nodal pressure measurements are displayed in figure 6.17. The vertical lines in the figure represent the theoretical resonance frequencies if the tube had been rigidly terminated at each end. If most of the resonance peaks had aligned close to the vertical lines then the loudspeaker could have been described as a heavy driver [61]; if most of the anti-resonance troughs had aligned close to the vertical lines then the loudspeaker could have been described as a light driver. The measurements demonstrate that neither classification applies to the loudspeaker used in the measurements, i.e. it does not behave like a rigid termination or an open end. It was decided to perform initial measurements in a 1740Hz standing wave because 1740Hz is a resonance of the loudspeaker-pipe
Figure 6.17: The anti-nodal pressure amplitude for the rigidly terminated loudspeaker-pipe system. The sweep signal to the loudspeaker had a constant amplitude.

Figure 6.18: Pressure amplitude measured in a 1740Hz standing wave.
system and is also a relatively high frequency and as a result would be sensitive to any phase lag problems.

Before performing the measurements described in the above introduction it was necessary to carry out pressure measurements to determine the SWR. The probe microphone was inserted further into the tube and measurements of acoustic pressure amplitude were carried out at 1cm intervals from the end of the tube. The results are displayed in figure 6.18. A least squares fit routine, ‘lsf_sw.c’, was written to fit equation 6.14 to the pressure amplitude measurements by selecting values of $(A + B)$, SWR and $\theta$ which optimize the fit. The program is described further in appendix C.7 and listed in appendix D.

In determining SWR and $\theta$ it is only the relative values of pressure amplitude which are required. All of the pressure measurements presented in figure 6.18 were carried out at the same frequency (1740Hz), therefore there was no need to apply the calibration data to the probe microphone signal. The vertical scale of figure 6.18 is actually the RMS voltage of the output signal from the microphone’s measuring amplifier which is directly proportional to pressure amplitude in Pascals (see equation 6.29).

**Velocity Measurements**

A 1740Hz standing wave was set up in the tube and the probe microphone was positioned at the end of the tube, as shown in figure 6.13. The temperature inside the tube was 20°C, identical to the temperature experienced in the above pressure measurements. LDA measurements were performed at 1cm intervals along the axis of the tube. The position of the LDA system was fixed throughout the measurements but the tube, loudspeaker and probe microphone assembly was moved on a translational table. The values $|u(x)|/|p(0)|$ and $\angle u(x) - \angle p(0)$ presented in figure 6.19 were extracted from $F_{AT}(t)$ and probe microphone signals.
Figure 6.19: Velocity amplitude, $|u(x)|$, and phase, $\angle u(x)$, measured in a 1740Hz standing wave. The results are presented relative to anti-nodal pressure amplitude, $|p(0)|$, and phase, $\angle p(0)$.

using the single burst option of the mechanical response program. The solid curves in figure 6.19 represent equations 6.20 and 6.21. The magnitude curve was fitted to the data points using the least squares fit routine which was used to fit the pressure curve. However, with the velocity measurements only $(A + B)$ and $\theta$ were optimized; the SWR was set equal to the value deduced from the earlier pressure measurements. The theoretical phase curve is simply a plot of equation 6.21 using parameter values from the magnitude curve.

In the magnitude graph of figure 6.19 the vertical axis is scaled by $\rho c$. Therefore at the velocity anti-node the scaled ratio of velocity amplitude to anti-nodal pressure amplitude should be equal to 1 (see equation 6.23). The maximum value of the fitted curve is in fact 0.99. The phase measurements are also close to the theoretical values, although the measured phase lead of the velocity is generally overestimated by approximately $5^\circ$. Most of the measured magnitude and phase
6.2.6 Conclusions

The instantaneous frequency signal extracted from a Doppler signal using the analogue frequency tracker is very similar to the instantaneous frequency signal produced by applying the Hilbert transform routine to the same Doppler signal. However the analogue tracker is preferable to the Hilbert transform due to a far better SNR and a greater dynamic range.

When using the frequency tracker, acoustic particle velocity can be accurately measured provided the amplitude of the signal is less than 75% of the theoretical limit calculated by considering the frequency shift and the bandwidth of the input filter to the tracker. It appears that the amplitude of the instantaneous frequency signal produced by the tracker is influenced to a small extent by the range of the input filter. Nevertheless the anti-nodal velocity and pressure measurements indicate that the LDA system can be used to measure acoustic particle velocity amplitudes in air with an error of only ±0.3dB over a velocity range corresponding to SPLs in the range 105-140dB.

Anti-nodal pressure measurements indicate that the loudspeaker behaves neither as a light driver nor as a heavy driver. LDA measurements along the axis of the tube show that the technique can be used in air to measure acoustic particle velocity amplitude, even at frequencies as high as 1740Hz. The measurements also demonstrate that LDA can successfully provide phase information in addition to amplitude information.
6.3 Multi-harmonic Sound Fields

All LDA measurements previously presented in this work have been performed in simple mono-frequency standing waves. LDA measurements in more complex sound fields with several harmonic components have been carried out by other researchers [49] but such measurements are at a preliminary stage. To the best of the author’s knowledge the measurements presented below form the most comprehensive study to date of the application of LDA to the measurement of multi-harmonic sound fields. It is important to establish whether LDA can be used in such sound fields before attempting measurements in lip driven brass instruments, where the sound fields usually contain many harmonic components [16].

6.3.1 Experimental Method

A .wav file was written to produce a signal with three harmonically related Fourier series components at 323, 646 and 969Hz; each component had equal amplitude. The .wav file was played out using the PC’s sound card and the resulting output signal was amplified and then applied to the loudspeaker to produce a multi-harmonic standing wave in the tube. Although all three components of the .wav file do have the same amplitude, each component of the standing wave in the tube has a different amplitude, due to the resonance properties of the loudspeaker-tube system (see figure 6.17).

Measurements were performed using the method applied in section 6.2.5. Velocity was measured along the length of the tube while the pressure at the rigid end was simultaneously monitored. As before, the ANALOG OUT and probe microphone measuring amplifier signals were sampled by the A/D converter. However the signals could not be processed using the frequency response program because each signal consists of several harmonic components, and the frequency
response program considers only the strongest frequency component. A new program, 'phaseav.c' was written to process the more complex signals.

The program simultaneously analyses the velocity and pressure signal. It detects signal dropout portions in the velocity signal (completely horizontal portions) and removes them. It then extracts the fundamental frequency from the pressure signal and uses this information to individually ensemble average both pressure and velocity signals. The process of ensemble averaging velocity signals can be explained as follows: each measurement of velocity has a time coordinate associated with it which is used to assign a phase coordinate such that any two velocity measurements separated by one acoustical period become separated in phase by $2\pi$. The velocity values associated with all phase values in the range $2(m-1)\pi/n$ to $2m\pi/n$ are then averaged, where $n$ is the number of phase bins per acoustic period and $m$ is an integer between 1 and $n$. This process is repeated for all values of $m$ to provide a smoothed velocity versus phase curve. The top right graph of figure 6.20 is an example of such an ensemble averaged curve. The graph is plotted over two acoustic periods. The information contained in the 360-720 degree range is identical to the information contained in the 0-360 degree range but it is useful to observe the curves over at least two complete periods. Ensemble averaging is a common technique in LDA and has previously been applied to the measurement of periodic phenomena such as air jets in flue organ pipes [73] and simulated ocean waves [71].

The program also performs a FFT over one acoustic period of the ensemble averaged data and extracts the amplitude and phase of all harmonic components (see figure 6.20). Since the transform is performed over only one acoustic period the frequency resolution of the amplitude and phase spectra is equal to the fundamental frequency and the program cannot therefore be applied to inharmonic...
Figure 6.20: Pressure and acoustic particle velocity measurements made in a standing wave with harmonic components at 323, 646 and 969Hz. Pressure was measured at the rigid end while velocity was measured 16cm from the rigid end. Pressure measurements are set out in the left column and velocity measurements in the right column. The graphs display ensemble averaged pressure (or velocity) and the amplitude and phase of the harmonic components of the ensemble averaged signals.
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sound fields. However it should be possible to apply the program to many useful situations, including velocity measurement in wind instrument air columns, where the sound fields are harmonic in any case. Performing the FFT over only one acoustic period has the advantage that signal leakage is eliminated, therefore no window function is required. The ensemble averaging program is described in greater detail in appendix C.8 and is listed in appendix D.

Before making the LDA measurements the multi-harmonic sound field was set up in the tube and pressure measurements were performed along its length. The ensemble averaging program was then applied to the resulting probe microphone signals and used to extract the pressure amplitude of each of the three harmonic components. These components are plotted in figure 6.21. The 63 points in this graph were extracted from just 21 probe microphone signals. As in section 6.2.5 the solid curves were fitted to each set of amplitude points using the least squares routine in order to determine the SWR associated with each harmonic component.

Acoustic particle velocity was then measured along the axis of the tube. At
the same time the pressure at the end of the tube was measured. Pressure and velocity signals were analysed using the ensemble averaging program. The ratio of velocity amplitude to anti-nodal pressure amplitude of the first, second and third harmonics are presented in figures 6.23, 6.24 and 6.25 respectively; the phase lead of velocity relative to pressure is also plotted. As in section 6.2.5 the least square fit routine was employed to fit the solid curves to the data points using the SWRs deduced from the earlier pressure measurements.

6.3.2 Results and Discussion

Figure 6.22 demonstrates how the harmonic content of the acoustic particle velocity varies along the length of the tube. In figures 6.24 and 6.25 the curves fitted to the amplitude data have maxima very close to 1, as required by equation 6.23. Furthermore there is good agreement between the measured phase points and the theoretical phase curve. This is demonstrated in particular in figure 6.25, where the measured phase jump between \( x = 17\) cm and \( x = 18\) cm occurs at the theoretically predicted position. In figure 6.23 there is a large discrepancy between measured phase points and the theoretical phase curve, particularly near the rigid end. It is surprising that the phase error is most apparent in the lowest frequency component because a particular time delay in a filter for example would result in a smaller phase error at low frequencies than at high frequencies. Of course the phase discrepancy in figure 6.23 may be due to a problem with the probe microphone rather than the LDA system. Recall that the probe microphone was calibrated using a 1/2 inch microphone as a reference. It is difficult to verify if the reference microphone does actually provide an accurate phase reference.
Figure 6.22: Ensemble averaged acoustic particle velocity from measurements along the axis of a tube containing a standing wave with harmonic components at 323, 646 and 969Hz. Each graph displays the velocity measured at a different position, $x$, in the tube where $x$ is the distance from the rigid end.
Figure 6.23: Velocity amplitude, $|u_1(x)|$, and phase, $\angle u_1(x)$, of the fundamental component of a standing wave with three harmonic components. The results are presented relative to anti-nodal pressure amplitude, $|p_1(0)|$, and phase, $\angle p_1(0)$, of the fundamental.

Figure 6.24: Velocity amplitude, $|u_2(x)|$, and phase, $\angle u_2(x)$, of the fundamental component of a standing wave with three harmonic components. The results are presented relative to anti-nodal pressure amplitude, $|p_2(0)|$, and phase, $\angle p_2(0)$, of the second harmonic.
Chapter 6 — LDA Measurement of Sound

![Graph showing velocity amplitude and phase variations](image)

**Figure 6.25**: Velocity amplitude, \( |u_3(x)| \), and phase, \( \angle u_3(x) \), of the fundamental component of a standing wave with three harmonic components. The results are presented relative to anti-nodal pressure amplitude, \( |p_3(0)| \), and phase, \( \angle p_3(0) \) of the third harmonic.

### 6.3.3 Conclusions

The measurements presented in figures 6.23, 6.24 and 6.25 demonstrate firstly that multi-frequency sound fields can be successfully measured using LDA and secondly that the ensemble averaging program is a suitable tool for smoothing the data and extracting the individual frequency components from the acoustic particle velocity.

### 6.4 Measurement of Acoustic Impedance

In acoustics one of the most important quantities which can be measured is acoustic impedance. Acoustic impedance is defined as the ratio of pressure to volume velocity. Acoustic impedance measurements have already been used extensively in chapter 3. The apparatus used to make these measurements applies
a constant volume velocity input to the instrument mouthpiece and measures the pressure at the entrance to the mouthpiece in order to deduce the magnitude of the impedance at the mouthpiece, known as the input impedance. However this apparatus has several disadvantages: it is capable of measuring only the input impedance and not the impedance at any other point in the instrument, it requires frequent calibration and does not provide crucial phase information. More complicated impedance rigs equipped with at least two spatially separated microphones are however able to deduce complex acoustic impedance indirectly.

In order to overcome the above disadvantages there has been some interest in the measurement of acoustic impedance using LDA [26] [81].

6.4.1 Theoretical Expression for Impedance in a Cylinder

In dealing with the transmission of acoustic radiation in pipes and wind instruments it is conventional to use the acoustic impedance. However as LDA measures acoustic particle velocity rather than volume velocity the technique naturally lends itself to the measurements of specific acoustic impedance. It is of course possible to transform specific acoustic impedance measurements into acoustic impedance measurements simply by dividing the specific acoustic impedance by the cross sectional area of the pipe (or instrument) at the point of measurement.

By making use of equations 6.7, 6.8, 6.9 and 6.15 it is easy to show that in a tube-loudspeaker system such as that illustrated in figure 6.13, the specific acoustic impedance at a distance $x$ from the termination opposite the loudspeaker
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is

\[
Z_z(x) = \frac{\rho c}{\rho_i - \rho_r} \left( \frac{p_i + p_r}{p_i - p_r} \right) = \frac{A e^{jkx} + B e^{j\theta} e^{-jkx}}{A e^{jkx} - B e^{j\theta} e^{-jkx}} \tag{6.31}
\]

\[
= \frac{\rho c}{A e^{jkx} - B e^{j\theta} e^{-jkx}} (A + B e^{j\theta}) \cos kx + j(A - B e^{j\theta}) \sin kx \tag{6.32}
\]

\[
= \frac{\rho c}{A e^{jkx} - B e^{j\theta} e^{-jkx}} Z_r + j \rho c \tan kx \tag{6.33}
\]

\[
= 1 + j(\frac{Z_r}{\rho c}) \tan kx \tag{6.34}
\]

where the specific radiation impedance of the termination at \( x = 0 \) is

\[
Z_r = \rho c \frac{A + B e^{j\theta}}{A - B e^{j\theta}}. \tag{6.35}
\]

Notice that the impedance is not influenced by acoustical conditions between the driver and the point of measurement, \( x \).

6.4.2 Experimental Method

Impedance measurements were conducted using the tube-loudspeaker arrangement illustrated in figure 5.2a. The measurements were compared with the theoretical impedance predicted using a program written by Sharp [80] which evaluates equation 6.34 but considers the additional complication of viscous losses, as formulated by Keefe [59]. The end of the tube opposite the loudspeaker end was left unterminated in these experiments to permit the use of a theoretical expression for the radiation impedance [61] [80]. The LDA measuring volume was positioned 17cm from the unterminated end of the tube and the probe microphone was inserted into the tube and positioned with the receptive end directly below the measuring volume. The input filter of the analogue tracker was set to 0.1-1MHz and a 500kHz frequency shift was applied. The frequency was swept from 50-2000Hz using the computer’s A/D card driven by software previously used in the microphone calibrations. The ANALOG OUT and probe microphone
signals were captured simultaneously by the A/D converter and then analysed using the impedance option of the frequency response program, 'auto.c', described in appendix C.3 and listed in appendix D.

6.4.3 Results and Discussion

The resulting specific acoustic impedance curves are displayed in figure 6.26. There is very good agreement between the measured and theoretical values of impedance magnitude over the entire frequency range. However there is a large discrepancy between measured and theoretical phase at low frequencies. The measured phase lead of pressure relative to velocity is consistently overestimated at frequencies below 300Hz. Recall that this discrepancy in the phase was also observed in the lowest frequency component of the multi-harmonic LDA measurements (see figure 6.23) where the phase lead of velocity relative to pressure was consistently underestimated. This phase discrepancy may not be limited to the measurements presented in this study; it is interesting to note that in their investigations into the performance of the microflown, van der Eerden et al [32] considered only frequencies above 400Hz. Figure 6.26 clearly demonstrates that LDA can be successfully used in impedance measurements, at least at frequencies above 300Hz.

6.5 Conclusions

The first section of this chapter investigated the best method of seeding the flow. Water droplet seeding was found to result in quasi-periodic amplitude modulation of the Doppler signal at the acoustic frequency and occasionally in periodic signal dropout. Experimental results demonstrated that the problem could be mitigated by applying smoke seeding from incense sticks rather than water droplet seeding.
A further solution is to superimpose a mean flow with a velocity greater than 40% of the acoustic particle velocity amplitude.

The second section was concerned with methods of demodulating the Doppler signal. Two methods were considered: analogue frequency tracking and digital demodulation using a Hilbert transform routine. The former method demonstrated greater SNR and dynamic range. The analogue frequency tracker was used to measure sinusoidal sound fields with an error of ±0.3dB over a velocity range corresponding to SPLs in the range 105-140dB.

In the third section measurements were performed in a sound field containing three harmonic components. An ensemble averaging routine was used to smooth the velocity signal from the tracker before the amplitude and phase of each frequency component was extracted. The measured velocity amplitude of each frequency component compares favourably with the theoretical velocity; however only the 2nd and 3rd components demonstrate reasonable agreement between
measured and theoretical velocity phase.

In the fourth section specific acoustic impedance was measured using a combination of probe microphone and LDA. The magnitude of the impedance was accurately measured over the entire frequency range but it appears that the phase can only be successfully measured at frequencies above 300Hz.
Chapter 7

Application of LDA to the Study of Brass Instruments

The measurements presented in section 6.4 demonstrate that LDA can be used in combination with a probe microphone to measure the specific acoustic impedance in a tube. The first section of this chapter will explain how this successful technique may be used to measure the impedance of the artificial mouth mechanism, as viewed from the instrument side.

The main aim of this chapter is to use LDA to measure the velocity in the mouthpiece of a brass instrument, excited by the artificial lip mechanism. Each of the measurements presented in chapter 6 was performed under conditions where the mean flow velocity was less than the acoustic particle velocity amplitude. In fact in most cases the mean flow velocity was negligible relative to the acoustic particle velocity amplitude. That is not the case in brass instruments sounded just above the threshold of oscillation, where the acoustic particle velocity amplitude is by definition very small, far smaller than the mean flow velocity.

Before attempting LDA measurements in artificially excited brass instruments, where a sound field coexists with a significant mean flow, LDA was first used to investigate air flows with mean volume velocities of a similar magnitude to those encountered in brass instruments under playing conditions; these mean
flow measurements are presented in the second section. Finally in the third section LDA measurements in the mouthpiece of an artificially blown trombone are presented.

7.1 Impedance of Artificial Mouth

7.1.1 Theoretical Effect of the Mouth Cavity

In the basic one-mass model of the lips developed in section 2.2 the input impedance of the mouth cavity was assumed to be zero, implying the alternating pressure, \( p_m \), in the mouth was also zero. This assumption will soon be relaxed.

Elliot and Bowsher [34] considered the conditions, in the frequency domain, for self-sustained oscillation. These conditions are often known as the Helmholtz regeneration conditions. They considered both the effect of a non-zero mouth cavity input impedance and the effect of a secondary volume source. Their work will be reviewed here, but the complication of the secondary volume source will be neglected.

With a zero mouth cavity input impedance the linearized Bernoulli relation is given by equation 2.16. Substituting this equation into the linearized volume flow equation (2.17) yields

\[
bUL \frac{h(\omega)}{p(\omega)} = \frac{bH}{\rho UL} + \frac{v(\omega)}{p(\omega)}. \tag{7.1}
\]

The ratio \( h(\omega)/p(\omega) \) defines one possible measure of the mechanical response of the lips, \( G(\omega) \), an alternative definition to that of mechanical response \( C(\omega) \) used in chapter 3 (see equation 3.4). Also the ratio \( v(\omega)/p(\omega) \) is simply the reciprocal of the input impedance of the instrument, \( 1/Z(\omega) \). Furthermore by setting all the alternating components in equations 2.4 and 2.5 to zero and combining the
two resulting equations it is easy to show that

\[ \frac{bH}{\rho U_L} = \frac{1}{2\bar{R}} \]  

(7.2)

where

\[ \bar{R} = \frac{P_m}{V} \]  

(7.3)

is the acoustic resistance of the lip channel averaged over an acoustic cycle. Substituting \( G(\omega) \) for \( h(\omega)/p(\omega) \), \( 1/Z(\omega) \) for \( v(\omega)/p(\omega) \) and \( 1/2\bar{R} \) for \( bH/(\rho U_L) \) in equation 7.1 yields

\[ bULG(\omega) = \frac{1}{2\bar{R}} + \frac{1}{Z(\omega)}. \]  

(7.4)

In the literature [1] [99], it is often said that self-sustained oscillation can theoretically occur only when (a) the phase of the left hand side of equation 7.4 is equal to the phase of the right hand side and (b) the magnitude of the left hand side is greater than or equal to the magnitude of the right hand side.

However, if the mouth cavity has non-zero input impedance then the linearized Bernoulli equation becomes

\[ p_m(\omega) = p(\omega) + \rho U_L u_L(\omega), \]  

(7.5)

the mechanical response becomes

\[ G(\omega) = \frac{h(\omega)}{p(\omega) - p_m(\omega)} \]  

(7.6)

and consequently the condition for self-sustained oscillation becomes

\[ bULG(\omega) = \frac{1}{2\bar{R}} + \frac{v(\omega)}{p(\omega) - p_m(\omega)} \]  

(7.7)

\[ = \frac{1}{2\bar{R}} + \frac{1}{Z(\omega) + Z_{mc}(\omega)} \]  

(7.8)
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where

\[ Z_{mc}(\omega) = -\frac{p_m(\omega)}{v(\omega)} \]  \hspace{1cm} (7.9)

is the input acoustical impedance of the mouth cavity. The negative sign is required because under playing conditions the lips act as the source and a volume velocity is defined as positive if the direction of the velocity is from the lips towards the instrument; with this convention, in the instrument, air moving away from the source has positive velocity as usual but in the mouth cavity air moving from the source has negative velocity.

Elliot and Bowsher [34] showed that the effect of the mouth cavity can be included simply by adding the mouth cavity input impedance in series with the instrument input impedance. This result is reproduced in equation 7.8. Equation 7.8 also illustrates that if the instrument input impedance is much greater than the mouth cavity input impedance then the mouth cavity can have little effect.

Fletcher and Rossing [39] suggested the mouth cavity effect could provide one possible explanation for the ability of brass players to buzz their lips when the instrument and mouthpiece are removed. If the impedance of the mouth cavity is neglected and the instrument and mouthpiece are removed, so that \( Z = 0 \), then the right hand side of equation 7.8 becomes infinite implying that self-sustained oscillation of the lips is impossible. If the input impedance of the mouth cavity is not negligible then the right hand side of equation 7.8 remains finite, even if \( Z = 0 \), and there remains some possibility that self-sustained oscillation may occur. The importance of the mouth cavity effect has yet to be studied experimentally.
7.1.2 Experimental Method

The impedance of the artificial mouth could have been measured using a traditional multiple microphone impedance rig rather than the complicated LDA arrangement used in the present study. Indeed the multiple microphone rigs would introduce less noise than the present LDA system. However the geometry of the particular impedance rig used to produce the input impedance measurements of chapter 3 prevented its use in the measurement of the artificial mouth.

The apparatus used to measure the impedance of the artificial mouth is illustrated in figure 7.1. The end of one 10cm length of glass tubing was hermetically sealed into the front plate of the artificial mouth in a manner which ensured the artificial lips were in contact with the end of the tube. A realistic embouchure was then selected by blowing air into the mouth cavity and then adjusting the embouchure until a note was produced by self sustained oscillation of the artificial lips and air column. A second 10cm length of glass tubing was attached to a loudspeaker and the two tubes were joined together by a 10cm length of rubber tubing. The long probe microphone was inserted through a small hole punched in the rubber tubing. Both of the glass tubes had an internal diameter of 24mm and a wall thickness of 2mm.

In preliminary experiments the 10cm long glass tube connected to the artificial mouth was the only tube used and the loudspeaker was positioned in free space, 10cm from the open end of this tube. However with that method the SPL which could be produced in the tube was insufficient for impedance measurements.

In playing experiments air flow generated by a fan is usually blown into the artificial mouth via a 40l reservoir and a 2m length of flexible plastic tubing which connects the reservoir to the artificial mouth. In the impedance measurements the plastic tubing and reservoir were connected to the artificial mouth because they
may contribute inertance and compliance respectively to the input impedance of the artificial mouth.

As it would be very difficult to arrange the measuring volume to be positioned precisely in front of the lips, the measuring volume was positioned 3cm from the lip end of the tube, at the centre of the cross section of the tube and the receptive end of the probe microphone was positioned directly beneath the measuring volume.

Seeding was provided by removing the pipe at the air inlet and inserting a burning incense stick into the artificial mouth. This method of seeding was only partially successful as most of the smoke preferred to linger in the artificial mouth rather than disperse through the lips to enter the cavity formed by the loudspeaker and the glass and rubber tubing. In future experiments a tap could be incorporated into this cavity; the tap could be opened to encourage the seeding particles to enter the cavity.

The LDA apparatus, method of producing the sweep signals and method of
processing the instantaneous frequency signal, $F_{AT}(t)$, were arranged exactly as described in section 6.4. A 100kHz frequency shift was applied over frequency ranges where there was a significant impedance and therefore a small velocity amplitude, and a 500kHz frequency shift was applied over frequency ranges where there was smaller impedance and therefore a larger velocity amplitude. The 33-333kHz tracker input filter was used with the 100kHz shift and the 0.1-1MHz tracker input filter was used with the 500kHz shift.

The measurement of the impedance of the mouth cavity is of particular interest in the study of brass instrument acoustics since the material presented in section 7.1.1 suggests the mouth cavity could influence the sound produced. However it should be noted that the experiment described above does not strictly measure the acoustic impedance of the mouth cavity but instead measures the impedance of a 3cm length of cylindrical tubing terminated by the input impedance of the artificial mouth, which in turn is the series combination of the acoustic impedance of the lips $Z_{tip}$ and the acoustic impedance of the mouth cavity $Z_{mc}$. The term mouth cavity and symbol $Z_{mc}$ will be taken to mean the impedance of the entire system of mouth cavity, reservoir/lungs and pipe to reservoir/larynx. Elliot and Bowsher [34] pointed out that when there is negligible mean flow (as is the case in impedance measurements) the acoustic impedance of the lips is complex valued and very different to the purely resistive acoustic impedance (see equation 7.2) encountered when there is rapid mean flow (as is the case with self sustained oscillation). Since volume velocity is assumed to be conserved in the transition from mouth cavity to lips the impedance of the mouth cavity and lips should be considered to be connected in series. By making use of equation 6.34 it is straightforward to show that the actual impedance measured in the above experiment
is

\[ Z_s = \frac{Z_{mc} + Z_{lip} + jpc \tan kx}{1 + j \frac{Z_{mc} + Z_{lip}}{pc} \tan kx} \]  (7.10)

where \( x = 3 \text{cm} \). However in the limit \( kx \to 0 \)

\[ Z_s \approx Z_{mc} + Z_{lip} \]  (7.11)

which, with \( x = 3 \text{cm} \), may be considered a valid approximation at frequencies below 2kHz.

### 7.1.3 Results and Discussion

The impedance measurements of the artificial mouth are presented in figure 7.2. The measurements have a much higher noise content to those presented in figure 6.26 because of the difficulty of trying to introduce sufficient seeding in this case. Notice also that in figure 7.2 the original specific acoustic impedance measurements have been scaled by the cross-sectional area of the tube to provide acoustic impedance in acoustic ohms (or \( \text{kgm}^{-4} \text{s}^{-1} \)). The internal diameter of the glass tube (24mm) is very similar to the internal diameter of the mouthpiece rim (28mm) and therefore figure 7.2 can be compared with the conventional input impedance curves such as figure 3.1.

Elliot and Bowsher [34] suggested that if there is no significant mean flow the lips may be modeled as a thin slit. They used an expression for the impedance of a thin slit developed by Crandall [21]:

\[ Z_{lip} = \frac{12\mu d}{bH^2} + j\omega \frac{5\rho d}{6bH} \]  (7.12)

where \( \mu \) is the shear viscosity of air, \( d \) is the thickness of the lips (along the axis of flow), \( b \) is the width of the lip aperture, \( H \) is the height of the lip aperture, \( \omega \) is the angular acoustic frequency and \( \rho \) is the density of air. Since the real part is
Figure 7.2: Measured acoustic impedance of a 3cm length of cylindrical tubing terminated by the artificial mouth.

a constant and the imaginary part increases with frequency the magnitude of the lip impedance is expected to increase with frequency. With the lip parameters used in Chapter 3, $Z_{lip} < 1\, \text{M\Omega}$ at 2kHz, and therefore over the entire measured frequency range. Figure 7.2 shows that $Z_s \gg 1\, \text{M\Omega}$ at frequencies below 1.5kHz. Therefore since $Z_s \approx Z_{mc} + Z_{lip}$ (equation 7.11), figure 7.2 must represent $Z_{mc}$, at least at frequencies below 1.5kHz.

The measurements presented in figure 7.2 display a very strong resonance behaviour with a double resonance at around 1kHz indicated by the dual peaks in the magnitude curve and the triple zero crossing in the phase curve. The measurements were repeated in case the observation of a double peak was due to an error in the measurement; however the repeated measurements were almost identical to the initial measurements and confirmed the double resonance behaviour. In contrast to human mouths, the artificial mouth has rigid internal walls. The frequency of the resonance peaks suggest that the acoustical resonances result from
standing waves in the mouth cavity; the dual peaks are indicative of reflections from different rigid surfaces within the mouth cavity.

Comparison of the magnitude curve of figure 7.2 with figure 3.1 indicates that the maximum magnitude of mouth cavity impedance is of a similar magnitude to the maxima of the instrument impedance, suggesting that the mouth cavity effect could be significant, at least at frequencies near the dual peaks of the mouth cavity. However the experimental measurements presented in section 3.3.3 provide no evidence of a significant mouth cavity effect. Presumably that is because the acoustic modes of the mouth cavity have much higher frequencies (around 1000Hz) than the mechanical modes of the lips (below 500Hz), and therefore significant aerodynamic coupling between the acoustical modes of the mouth cavity and the mechanical modes of the lips is unlikely. That is why the artificial lips were unable to 'buzz' when the mouthpiece cup was removed to leave only the rim. Decreasing the volume of the mouth cavity (as in section 3.3.3) increases the frequency of the acoustical modes of the mouth cavity, further decreasing the likelihood of them coupling with mechanical modes. Although figure 3.18 does provide some evidence of a destabilising effect it is thought that this is due to aerodynamic coupling between two mechanical modes of the lips rather than between a mechanical mode and an acoustical mode of the mouth cavity.

With the entire mouthpiece in place it was found that the lips were able to 'buzz' the mouthpiece. The artificial lips can buzz with the mouthpiece but not with the mouth cavity alone because the resonance peak of the mouthpiece occurs around 500Hz, and therefore, unlike the mouth cavity, has an acoustical mode with a frequency only slightly greater than the mechanical modes of the lips, making aerodynamic coupling more likely.

The dimensions of the artificial mouth are greater than the mouth cavity of
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a human player and it is therefore dangerous to use this experiment to draw too many conclusions about the mouth cavity effect in human players. However the LDA/probe microphone method of impedance measurements could easily be applied to a human mouth in the future. Alternatively the artificial mouth could be adapted to provide means of varying the volume of the mouth cavity, and input impedance measurements could be carried out for a range of different mouth cavity volumes. It would also be interesting to study the effect of lining the mouth cavity with a porous martial.

Although the experimental measurements suggest the mouth cavity is not crucial for the destabilisation of the lips, it could still have a significant effect in other aspects of brass instrument acoustics. One famous example is the didjeridu, in which a significant variation in timbre is observed as the player performs circular breathing. The didjeridu is a primitive instrument relative to a modern orchestral brass instrument and has relatively weak acoustical resonances. The strength of any mouth cavity resonance relative to the instrument resonances is therefore expected to be greatest in the didjeridu. Variations in mouth cavity resonance behaviour resulting from variations in mouth cavity volume over the breathing cycle should therefore be accentuated in the didjeridu. Of course over the circular breathing cycle didjeridu players may well vary not only their mouth cavity but also their embouchure, consequently affecting the mechanical response and/or average lip resistance (averaged over an acoustic cycle). It could be this variation in embouchure which is principally responsible for the timbre variation and would be most noticeable in the didjeridu due to its weak resonance characteristic. When considering the mouth cavity effect with the didjeridu one should retain the perspective that all didjeridu players use circular breathing and probably consciously or subconsciously aim to maximise the timbre variation since it is
the only feature of the instrument, whereas only the most skilled orchestral brass players employ circular breathing and they aim to minimise any timbre variation.

7.2 Preliminary Steady Flow Measurements in a Pipe

In this section LDA measurements of the mean air flow in a pipe are presented. Such measurements are certainly not original but they serve as a useful preparation for LDA measurements in brass instruments excited by the artificial mouth. The results will be carefully discussed in order to understand problems which may occur in the measurement of brass instruments. This section aims to understand the relative importance of ambiguity broadening, shot noise and turbulence. A further aim is to check whether the LDA measured mean value of the air flow velocity is consistent with the volume flow rate measured using a simple flow meter with a rotary float.

7.2.1 Laminar Pipe Flow Theory

When fluid flows through a cylindrical pipe the speed at which the fluid moves in the axial direction is a function of the radial distance from the axis of the pipe. The fluid which moves along the axis has the greatest velocity, $U_{max}$, whilst the fluid immediately next to the walls remains at rest due to the no-slip condition. If the velocity profile of the pipe is parabolic then the flow is known as Poiseuille flow. It is easy to show [90] that in this case

$$U_{max} = \frac{2V}{S}$$

(7.13)

where $V$ is the volume velocity of the fluid and $S$ is the cross-sectional area of the pipe. When flow first enters the pipe its velocity profile is unlikely to be parabolic, but over an entry length, $X$, the flow develops and tends towards the parabolic
profile. The entry length, $X$, is the distance downstream from the entry point at which $U_{\text{max}}$ is within 5% of its Poiseuille value [90] as defined in equation 7.13. A pipe with diameter $d$ has entry length

$$X = \frac{Re}{30} d$$

(7.14)

where the Reynolds number of the pipe flow is defined to be

$$Re = \frac{\rho U_{av} d}{\mu},$$

(7.15)

$U_{av}$ is the velocity $U$ averaged over the cross-sectional area, $\rho$ is the density of the fluid and $\mu$ is the shear viscosity of the fluid. The critical condition

$$V = \frac{30\pi \mu X}{4\rho}$$

(7.16)

can be derived by substituting equation 7.15 into 7.14, rearranging and making the additional substitution $V = U_{av}\pi(d/2)^2$. Provided the volume velocity is less than the critical value indicated by equation 7.16, at a downstream distance from the entry point of $X$ or greater, a Poiseuille velocity profile should be observed.

Poiseuille flow is one extreme case. The opposite extreme case is that in which the fluid has a uniform velocity over substantially the entire cross-section, in which case $U_{\text{max}} = V/S$. Such a uniform flow velocity profile can only exist when the fluid has just entered the pipe because the profile will immediately start to develop towards a parabolic profile as the fluid progresses down the pipe.

In conclusion, the velocity on the axis of the pipe, $U_{\text{max}}$, is constrained to lie between $V/S$ and $2V/S$. Furthermore, if the velocity is measured at least a distance $X$ from the entry point then the velocity will be within 5% of $2V/S$. The greater the volume velocity the greater the Reynolds number and the longer the entry length.
7.2.2 Experimental Method

The apparatus used in the flow measurements is illustrated in figure 7.3 and comprises a pump connected to a glass tube or pipe via a 40l reservoir. A burning incense stick was positioned inside the reservoir to seed the flow. The reservoir not only provided a means of seeding the flow but also reduced any fluctuations in the air supply to the glass pipe. Plastic tubing with an internal diameter of 10mm was initially used to connect the reservoir to the glass tube but for the later experiments this feed pipe was replaced with rubber tubing with an internal diameter of 1 inch (25.4mm). The volume flow rate was measured using a CT Platon A10HD CA232001 flow meter and controlled using a valve. The glass pipe had an internal diameter of 24mm, wall thickness 2mm and length 545mm. The measuring volume was positioned on the axis of the glass pipe, 450mm downstream from the entry point.

The LDA apparatus was arranged as described in section 5.2 and illustrated in figure 5.1 except bandpass filter 2 was removed to enable random fluctuations in the tracker output signal to be measured. The tracker’s output filter was disabled, the input filter was set to 0.1-1MHz and a frequency shift of either 200kHz or 300kHz was applied. The tracker output signal was sampled at 100kHz and 8192 point samples of each signal were produced. The tracker output signals were scaled to produce instantaneous frequency signals, \( F_{AT}(t) \). Recall that, after the frequency shift \( F_s \) has been removed, the instantaneous frequency is proportional to the instantaneous velocity. If the Doppler signal was required rather than the instantaneous frequency signal, bandpass filter 1 (see figure 5.1) was set to 0.31-3.1MHz, a 100kHz frequency shift was applied and the Doppler signal was sampled at 0.5MHz; in this case a 32768 point sample of the Doppler signal was recorded.
Figure 7.3: Experimental apparatus for the measurement of steady flow in a pipe.
7.2.3 Results and Discussion

The instantaneous frequency curves of three different Doppler signals are presented in figure 7.4. In a perfectly steady laminar flow with velocity $U$ measured by a hypothetical ideal LDA system which introduces no noise, each instantaneous frequency curve would be a straight line with frequency $F_s + U/\Lambda$ (see equation 4.11). However each of the signals displayed in figure 7.4 clearly contains a significant noise content.

A volume velocity of 3.5 l/min would not be sufficient to drive the artificial lips into self-sustained oscillation. Figure 7.4 illustrates that a flow with such a modest volume velocity produces a much higher noise content than the $V = 0$ signal. When the volume velocity is further increased to 30 l/min, a level sufficient to drive the artificial lips into self-sustained oscillation, the high frequency noise content of the signal is not observed to increase. This can be explained as follows: with no volume flow at all seeding was provided by a burning incense stick inserted directly into the glass tube, allowing the seeding density to build up to a reasonable level and thus resulting in Doppler signals and consequently instantaneous frequency signals with a low noise content; however as soon as any non-zero flow was introduced the accumulated seeding particles were blown out of the glass tube, the seeding density within the tube was reduced to that within the reservoir and the noise content of the signals therefore increased.

In figure 7.4 there appears to be no increase in the high frequency noise content as the volume flow rate is increased from 3.5 l/min to 30 l/min, which suggests that the shot noise is more significant than ambiguity broadening. The $V = 30$ l/min signal does however contain random low frequency fluctuations, possibly signaling the onset of turbulence. The Reynolds number of the 10 mm diameter feed pipe is $4 \times 10^3$ and therefore lies within the Reynolds number range ($2 \times 10^3$ to $10^5$)
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Figure 7.4: Instantaneous frequency of Doppler signal (including frequency shift $F_s$) with three different volume flow rates.

Figure 7.5: PSD of the Doppler signal resulting from a measurement in a 3.5l/min laminar flow. A 100kHz frequency shift was applied.
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Figure 7.6: Log-log plot of the PSD of an instantaneous frequency signal recorded in a 3.5l/min flow. The feed pipe from reservoir to glass measuring tube had internal diameter 10mm.

associated with the transition to turbulent conditions [90]. Furthermore, the rapid expansion in the diameter of the fluid channel (from 10mm in the feed pipe to 24mm in the glass tube) actually encourages the growth of turbulence.

Figure 7.5 displays the PSD of the Doppler signal resulting from a measurement in a 3.5l/min laminar flow. This figure should be compared with the theoretical equivalent, the section of figure 4.11 enclosed in dashed lines. Broadening of the peak is apparent in figure 7.5. The standard deviation of the spectral peak of figure 7.5 is estimated to be 1700Hz, approximately six times the theoretical ambiguity broadening estimated using equation 4.45. The measured broadening could be greater than predicted by equation 4.45 if the laser beams were not precisely focused (see section 4.5.4).

In figures 7.6, 7.7 and 7.8 the PSD of instantaneous frequency signals have been plotted on a log-log scale to facilitate the study of the low frequency components. With a 10mm diameter feed pipe, the low frequency components of
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![Log-log plot of the PSD of an instantaneous frequency signal recorded in a 30l/min flow. The feed pipe from reservoir to glass measuring tube had internal diameter 10mm.](image)

**Figure 7.7:** Log-log plot of the PSD of an instantaneous frequency signal recorded in a 30l/min flow. The feed pipe from reservoir to glass measuring tube had internal diameter 10mm.

The PSD resulting from a 30l/min flow (figure 7.7) are much stronger than the low frequency components of the PSD resulting from a 3.5l/min flow (figure 7.6), which merely confirms the earlier time domain observation (see figure 7.4). When the feed pipe was replaced with a larger 1 inch (25.4mm) diameter pipe the low frequency components of the PSD resulting from a 30l/min flow were found to decrease. Increasing the diameter of the feed pipe removes the rapid expansion in flow channel diameter resulting in a decrease in the turbulent intensity.

Figure 7.9 is a plot of the LDA measured velocity on the axis of the tube (the axial velocity) versus the volume velocity indicated by the the rotary float meter. All measurements were performed 450mm from the entry end of the glass tube using the 1 inch (25.4mm) diameter feed pipe. As predicted in section 7.2.1, nearly all of the velocity measurements lie within the range $V/S$ to $2V/S$ and the velocity tends to develop from $2V/S$ towards $V/S$ as the volume velocity, $V$, is increased. Furthermore figure 7.9 indicates that the flow measured 450mm from the entry
end of the glass tube loses its Poiseuille nature when $V$ exceeds 10l/min, which compares favourably with the theoretical value of 9.5l/min obtained by setting $X = 450\text{mm}$ in equation 7.16. However it is possible that a larger estimate of the entry length, $X$, should have been used to allow for the possibility that at least a portion of the flexible feed pipe may act to extend the glass tube, in which case it would be reasonable to expect Poiseuille flow to remain at slightly higher volume velocities than 10l/min. Figure 7.9 does demonstrate that the LDA system can be used to measure rapid air flows with velocities as high as 1.7ms$^{-1}$ at least.

The measurements of apparent RMS velocity presented in figure 7.10 were extracted from the same instantaneous frequency signals which were used to produce figure 7.9. Due to shot noise and ambiguity broadening this apparent RMS velocity is expected to be much greater than the actual RMS velocity.

When the axial velocity is increased from a zero value there is a sudden increase in the RMS velocity due to the associated change in seeding conditions.
Figure 7.9: Measured velocity versus volume velocity. The solid lines indicate the theoretical velocity versus volume velocity relationship for Poiseuille flow and for uniform flow.

Figure 7.10: Measured apparent RMS velocity deduced from the same instantaneous frequency signals as were used to extract the mean velocities plotted in figure 7.9. For comparison, the RMS velocity deduced from a zero velocity measurement is also included.
With axial velocities between 0.4 and 1.3 ms\(^{-1}\) the major contribution to the apparent RMS velocity is shot noise and there is therefore no significant variation in the RMS value. However when the axial velocity is further increased it appears that the transition to turbulence begins and there is an increase in the apparent RMS velocity.

### 7.3 Measurements in Transparent Trombone Mouthpiece

This section presents LDA measurements performed in a specially designed transparent trombone mouthpiece coupled to the artificial mouth. The experimental apparatus, including the transparent mouthpiece, will first be described. The measurements presented in subsection 7.3.2 are limited to the situation where the mouth pressure is below the threshold value, so that self-sustained oscillation does not occur. This initial investigation is an extension of the work presented in section 7.2 but although the range of volume velocities used in section 7.3.2 are similar to those employed in section 7.2 the small dimensions of the trombone mouthpiece and lip aperture result in greater mean velocities and turbulent intensities, respectively. Subsection 7.3.3 presents LDA measurements performed while the lips and air column are in a state of self-sustained oscillation.

#### 7.3.1 Experimental Apparatus

**Transparent Mouthpiece**

During initial LDA trials in cylindrical glass tubes with small diameter it was found that a significant proportion of the laser light incident on the curved outer wall of the glass tube was reflected and failed to enter the cylinder. Any transparent mouthpiece based on a conventional design would also suffer from this problem. It was therefore decided to design a completely new trombone mouth-
Figure 7.11: Design of the transparent portion of the transparent trombone mouthpiece. The numbers indicate dimensions in mm whereas the letters label the various parts of the mouthpiece and are referenced in the main text.

The transparent mouthpiece comprises left and right perspex walls (a,b), two identical vertically spaced perspex wedges (c,d), rear perspex wall (e), two mutually parallel horizontal glass walls (f,g) and two mutually parallel vertical glass walls (h,i). The letters in brackets refer to elements of figure 7.11. In this figure sections of the upper horizontal glass wall (f) and right perspex wall (b) have been cut away and the right vertical glass wall (i) has been omitted entirely. The
Figure 7.12: Input impedance of three mouthpieces: a Dennis Wick 6BS, the transparent mouthpiece of figure 7.11 and the two-piece mouthpiece used in chapter 3.

glass walls (f,g,h,i) were made from 1mm thick microscope slides and the perspex walls (a,b,e) were cut from 3mm thick perspex sheets. The area between the lowermost edge of the upper perspex wedge (c) and the uppermost edge of the lower perspex wedge (d) may be considered to be the throat of the mouthpiece. The volume downstream of the throat bounded by the two perspex wedges (c,d), the two vertical glass walls (h,i) and the rear wall (e) defines a portion of the backbore of the mouthpiece. A first trapezoid upstream of the throat is also bounded by the two perspex wedges (c,d) and the two vertical glass walls (h,i). A second trapezoid is defined by left and right perspex walls (a,b) and horizontal glass walls (f,g). The first and second trapezoids together form the majority of the mouthpiece cup.

The mouthpiece further comprises a square frame rim (not shown) with external dimension 36mm×36mm, internal dimension 26mm×26mm and thickness 3mm. The rim was glued onto the front of the section of the mouthpiece drawn
in figure 7.11 so as to complete the mouthpiece cup and provide a comfortable surface for human or artificial lips. The mouthpiece additionally comprises a backbore member in the form of a brass truncated cone with axial length 28mm, internal upstream diameter 9mm and internal downstream diameter 11mm. The backbore member was glued in place through a circular hole in the centre of the rear perspex wall (e). The backbore member is the only part of the mouthpiece with circular symmetry; it enables the mouthpiece to be fitted to a standard trombone.

The dimensions of the mouthpiece are indicated in the above paragraph and in figure 7.11. The mouthpiece was designed with the aim that it should have internal cross sectional areas at the rim, throat and instrument end of the backbore identical to the respective cross sectional areas in the common Dennis Wick 68S trombone mouthpiece. The axial lengths and volumes of both the cup and the backbore sections were also constrained to be equal to those of the 68S mouthpiece. As expected, the input impedance of the transparent mouthpiece is very similar to that of the Dennis Wick 68S (see figure 7.12). In fact the transparent mouthpiece is more successful in its emulation of the Dennis Wick impedance curve than the two piece mouthpiece used in chapter 3, even although a design requirement of the two piece mouthpiece was that internally it should be as close as possible to the Dennis Wick mouthpiece. Human players found the transparent mouthpiece satisfactory but did express a preference for traditional circular rimmed mouthpieces.

The transparent mouthpiece couples to the artificial mouth using a specially designed artificial mouth front plate with a square aperture in the centre to receive the transparent mouthpiece. The rim of the mouthpiece is contained within the mouth cavity and the lips are arranged to press against the rim. Much
of the second trapezoid (defined by walls a,b,f,g) lies within the thickness of the artificial mouth front plate, thus restricting LDA access. The mouthpiece design was originally intended to permit some LDA access to the second trapezoid, provided the mouthpiece was orientated within the front plate with glass wall (f) normal to the laser beams. However the LDA measuring volume could only be positioned within the second trapezoid if the acute angle between the LDA beams was reduced or if the transmitter and receiver optics were angled so that both made an angle of less than 90° with the x axis of figure 7.11. However with such optical arrangements the performance of the LDA system proved unsatisfactory. LDA access was therefore effectively restricted to the volume in between the perspex wedges (c,d), with the mouthpiece orientated in a manner which ensured the laser beams were normal to the vertical glass walls (h,i).

Entire Apparatus

The experimental arrangement is illustrated in figure 7.13. The set up is very similar to that used in section 7.2 and illustrated in figure 7.3 but in this section the artificial mouth and transparent mouthpiece replace the glass tube. One pipe of the inner slide section of a trombone was coupled to the mouthpiece to form the acoustical resonator.

The LDA measuring volume was always positioned on the axis of the mouthpiece. The artificial mouth, mouthpiece and inner trombone slide were arranged on a translatable table to permit measurement along the entire length of the vertical glass walls (h,i) of the mouthpiece. In fact the measurements presented here were limited to three discrete points, \( x_1 \), \( x_2 \) and \( x_3 \), where \( x_2 \) is precisely at the throat, \( x_3 \) is 20mm downstream from the throat (in the backbore) and \( x_1 \) is 3mm upstream from the throat (in the first trapezoidal section of the mouthpiece cup). The cross-sectional area at \( x_1 \) is 96mm\(^2\), the cross-sectional area at \( x_2 \) is 36mm\(^2\)
Figure 7.13: Plan view of experimental apparatus for the measurement of velocity within a transparent trombone mouthpiece using LDA.

and the cross-sectional area at $x_3$ is 45mm$^2$. Holes were made in the mouthpiece upper horizontal glass plate (f) and the mouthpiece upper perspex wedge (c) at positions $x_2$ and $x_3$ to accommodate the short probe microphone. The probe microphone and LDA system were used to simultaneously measure pressure and velocity at the same point within the mouthpiece.

The velocities encountered in the mouthpiece are very turbulent and result in Doppler signals with very large bandwidths, excluding the possibility of Doppler signal capture due to the limited sample rate (1MHz) of the A/D converter. However the narrower bandwidth instantaneous frequency signal from the tracker was recorded on the PC as usual. Unless otherwise stated the output filter of the tracker was disabled and bandpass filter 2 was removed.

During the self-sustained oscillation measurements the input filter of the tracker was set to its maximum range (1-10MHz) and a 100kHz frequency shift
was applied. In fact the frequency shift was applied in this case only because the LDA system is incapable of providing a zero frequency shift. During the sub-threshold measurements both the 0.33-3MHz and 1-10MHz tracker input filters were used and for each measurement the frequency shift setting was selected to ensure the mean frequency of the Doppler signal was as close as possible to the centre frequency of the tracker input filter.

7.3.2 Sub-threshold of Oscillation

The measuring volume was first positioned in the mouthpiece cup at \( x_1 \). The mean velocity through the mouthpiece was set to 3 l/min and the resulting instantaneous frequency signal from the tracker was recorded on the PC. The mean and RMS values of the signal were then extracted and scaled to yield respectively the mean velocity at \( x_1 \) and the apparent RMS velocity at this point, as indicated in figure 7.14. The measurements were repeated with higher volume velocities of 6 and 9l/min. At position \( x_1 \) it was impossible to carry out LDA measurements with volume velocities greater than 9l/min because the resulting Doppler signals had prohibitively large bandwidths.

The measuring volume was relocated to position \( x_3 \) and again mean and apparent RMS velocity were measured as a function of volume velocity. The bandwidth of the Doppler signal is generally narrower at \( x_3 \) than at \( x_1 \) and so at position \( x_3 \) it was possible to extend the measurements to include greater volume velocities. When the volume velocity was increased beyond 15l/min self-sustained oscillation was induced. The \( x_1 \) and \( x_3 \) measurements are compared in figure 7.14.

In figure 7.14 the apparent RMS velocity is observed to increase as the volume velocity increases; this behaviour in the mouthpiece should be contrasted with that observed in the glass tube (see figure 7.10), where the apparent RMS velocity remains reasonably constant at least at non-zero volume velocities less than or
Figure 7.14: Measured velocity at positions $x_1$ (cup) and $x_3$ (backbore) of the transparent mouthpiece. The error bars indicate the apparent RMS velocity. The mouth pressure was kept below the threshold of oscillation.

equal to 15 l/min. Furthermore the apparent RMS velocities measured in the mouthpiece are much greater than the apparent RMS velocities measured in the glass tube. In fact the average value of the apparent RMS velocity in the glass tube is less than 10% of the minimum apparent RMS velocity measured in the mouthpiece. In section 7.2 it was noted that the apparent RMS velocity in the glass tube of less than 50 mm s$^{-1}$ was probably due mainly to shot noise. Since both the glass tube and the mouthpiece experiments employ identical seeding methods and similar ranges of volume velocity it is reasonable to assume that shot noise also contributes less than 50 mm s$^{-1}$ to the apparent RMS velocity measured in the mouthpiece, which leaves more than 90% of the RMS velocity unaccounted for. The RMS velocity deficit cannot be explained by ambiguity broadening: it has already been shown in section 7.2 that ambiguity broadening makes a negligible noise contribution relative to the shot noise.

It must be concluded that the apparent RMS velocity measured in the mouth-
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piece is mainly due to turbulence and therefore the apparent RMS velocity provides a reasonable approximation to the turbulent intensity, overestimating the turbulent intensity by less than 10% due to the shot noise contribution to the apparent RMS velocity. It is not surprising that turbulence is so dominant in the mouthpiece measurements because immediately before entering the mouthpiece the air must pass through the lip aperture which has a cross-sectional area estimated (using the 'medium' values of $H_0$ and $b$ of table 3.1) to be typically only 3% of the cross-sectional area of the 1 inch (25.4mm) diameter feed pipe used to supply air to the glass tube, and a jet will be formed at the exit of the lips.

Other interesting observations can be made from figure 7.14. Firstly, the mean velocity is consistently higher in the backbore than in the cup, which is to be expected since the cross-sectional area of the backbore is approximately half that of the cup. Secondly, the turbulent intensity measured in the cup is consistently higher than the turbulent intensity in the backbore. In measurements under conditions of self-sustained oscillation there is a danger that any acoustical information in the velocity signal will be masked by the turbulence, but it appears that this effect could be minimised by performing measurements at the downstream end of the backbore rather than in the cup.

7.3.3 Self-sustained Oscillation

Experimental Method

The apparatus was arranged as illustrated in figure 7.13. The probe microphone was inserted into the rear backbore hole $x_3$ and the measuring volume was aligned immediately below the probe. The valve was gradually opened, increasing the mean volume velocity and static mouth pressure, until the lips and air column entered into a state of self-sustained oscillation. At this point the instantaneous frequency and probe microphone signals were captured using the A/D converter.
This process was repeated several times, both with bandpass filter 2 short circuited and with the filter set to pass 50-500Hz signals only. When the filter was used both microphone and ANALOG OUT signals were passed through identical filters to ensure no phase error was introduced. The cleanest signals were selected for processing using various different techniques. At the threshold of oscillation the static mouth pressure was around 18mbar, the mean volume velocity was around 18l/min, the acoustic frequency was 297Hz, and therefore the acoustic period was 3.37ms.

Results and Discussion

Figure 7.15 presents an LDA measurement of the velocity in the backbore during self-sustained oscillation of the lips. The velocity trace was obtained by scaling the ANALOG OUT signal appropriately. The velocity trace demonstrates some periodicity but is unfortunately dominated by higher frequency random fluctuations, probably due to turbulence.

It is easier to distinguish the individual components of the velocity trace of figure 7.15 from a frequency domain representation such as figure 7.16. Figure 7.16 is a log-log plot of the PSD of the velocity trace of figure 7.15. In figure 7.16 there is a peak at the acoustic frequency, 297Hz. There is only one significant acoustic component because the static mouth pressure was set to a level only very slightly above the threshold of oscillation.

In section 4.6 it was shown that the PSD of instantaneous velocity is equivalent to the energy spectrum. In figure 7.16 the negative gradient of the graph at frequencies above 500Hz indicates dissipation of energy. Recall from section 4.6 that in the inertial range the energy decay is theoretically proportional to $f^{-5/3}$ so that with a log-log representation points in the energy spectrum are expected to lie on a straight line with gradient -5/3.
Figure 7.15: LDA measurement of the velocity in the backbore of the transparent mouthpiece during self-sustained oscillation. Bandpass filter 2 was short circuited. The static mouth pressure was only slightly greater than the threshold of oscillation.

The large fluctuations in the spectrum of figure 7.16 make it difficult to fit a straight line to the data points. To reduce the fluctuations the spectrum of figure 7.17 was produced by applying a running average routine to the data used to plot figure 7.16. The best fit straight line in figure 7.17 has gradient \(-1.7\pm0.1\), which supports the hypothesis that the energy spectrum follows a \(f^{-5/3}\) decay.

It is important to view this apparently positive result in the correct perspective. Frisch [40] pointed out that when a power law is fitted to data, the value of the exponent changes somewhat with the choice of the fitting region. The solid line of figure 7.17 was fitted to data points lying in the range 500-2000Hz. This frequency range was selected because at higher frequencies there is a danger that the measured spectrum may not provide an accurate representation of the true spectrum, due to ambiguity broadening or spatial averaging of small scale eddies within the measuring volume (see sections 4.5.2 and 4.5.3 respectively).

It should also be noted that the Taylor hypothesis, which in section 4.6 was
Figure 7.16: PSD of velocity trace presented in figure 7.15.

Figure 7.17: Running average over 10 points, of the data points presented in figure 7.16. The gradient of the best fit straight line is $-1.7 \pm 0.1$. 
used in the derivation of the $f^{-5/3}$ decay law, is only strictly valid when the RMS velocity of turbulent fluctuations is significantly less than the mean velocity [40]. In the present situation, with a mean volume velocity of 15l/min the ratio of RMS velocity of the turbulent fluctuations to the mean velocity is actually approximately 1:6 (see figure 7.14).

Figure 7.18 presents an LDA measurement at position $x_3$, performed under very similar conditions to those encountered when acquiring the velocity trace of figure 7.15, except bandpass filter 2 was applied to the ANALOG OUT signal used to produce figure 7.18. As expected the effect of the filter is to remove high frequency noise but clearly the filtered signal is still significantly affected by turbulent fluctuations.

The velocity traces displayed in figures 7.15 and 7.18 were each passed through an ensemble averaging routine, together with simultaneously recorded probe microphone signals; the resulting ensemble averaged signals are displayed in figure 7.19. The ensemble averaging routine, 'phaseav.c', has been discussed previously in section 6.3.1 and is also considered in appendix C.8 and listed in appendix D. The ensemble averaging routine successfully smoothes out fluctuations remaining in the filtered velocity signal but partially fails in the case of the unfiltered velocity signal where some fluctuations remain.

Figure 7.20 presents similar measurements to those displayed in figure 7.19 except all measurements presented in figure 7.20 were made in the mouthpiece throat (position $x_2$) rather than in the backbore (position $x_3$). The pressure in the throat region is complex and contains several harmonic components, even although the static mouth pressure was set to a value barely above the threshold of oscillation. Of course the higher harmonic components were not passed by bandpass filter 2 and so are only evident in the unfiltered pressure signal of
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**Figure 7.18:** LDA measurement of the velocity in the backbore of the transparent mouthpiece during self-sustained oscillation. Bandpass filter 2 was applied. The static mouth pressure was only slightly greater than the threshold of oscillation.

![Graph](image)

**Figure 7.20.** Even after ensemble averaging both filtered and unfiltered velocity signals are significantly affected by the turbulence. It is therefore difficult to determine whether higher harmonic acoustic components are present in the unfiltered velocity signal.

It is not surprising that turbulent intensities have been observed to be higher in the throat than in the backbore. In section 2.2 it was assumed that an air jet is produced as air exits the lips and that after traveling a short distance in the cup it rapidly expands to produce a region of turbulent mixing in the mouthpiece cup. The turbulent intensity is expected to decrease with distance downstream from the expansion region. Figure 7.14 demonstrates that the turbulent intensity in the cup is greater than the turbulent intensity in the backbore.

It would be extremely useful to measure the air flow in the mouthpiece cup rather than limit measurements to the throat and backbore. However, as already stated, there was no LDA access to the second trapezoid section of the
cup, the section nearest the lips, and although the LDA measuring volume could be positioned in the first trapezoid section of the cup, the section adjacent the throat, the turbulent intensity experienced at that point resulted in Doppler signals with extremely large bandwidths which could not be processed using the frequency tracker. Theoretically, if the tracker input filters are set to 1-10MHz and a frequency shift is applied which minimises the frequency difference between the carrier frequency of the Doppler signal and the centre frequency of the filter bandwidth, it should be possible to measure signals with a bandwidth of 8MHz. However in section 6.2.3 it was shown that it is advisable to apply Doppler signals with bandwidths of only 75% of the theoretical limit, i.e. the maximum bandwidth is 6MHz in this case. Such a bandwidth corresponds to a fluid velocity with a turbulent intensity of 7ms\(^{-1}\) or an acoustic particle velocity amplitude of 10ms\(^{-1}\).

In practice it was found that the tracker was not able to operate successfully over the entire 1-10MHz input filter range. To test this filter range sinusoidal Doppler signals were produced by applying frequency shifts only; no mean flows or acoustic fields were applied. When the input filter was set to the 1-10MHz range the tracker could only track Doppler signals with frequency 2MHz and 3MHz; with higher frequencies the phase locked loop was unable to lock onto the signal. This behaviour is surprising as the measurements presented in chapter 5, which involved feeding FM signals from frequency generators to the tracker, indicated that the tracker was capable of tracking a signal with a carrier frequency of 5MHz. It must be concluded that when the tracker input filter is set to 1-10MHz the tracker cannot track signals with frequency components in the range 4-10MHz unless the signal has a very low noise content. Measurements presented in section 5.3 showed that a typical SNR for a sinusoidal Doppler signal was
Figure 7.19: Ensemble averaged pressure and velocity in the backbore of the transparent mouthpiece during self-sustained oscillation. Both filtered (hollow squares) and unfiltered (filled circles) are considered.

about 10dB, therefore the SNR must be at least greater than 10dB, and probably higher, if the 4-10MHz range of the tracker is to be used.

With LDA measurements effectively constrained to situations where no frequency components of the Doppler signal can lie outside the 1-4MHz range, only flows with turbulent intensities of less than 3.5ms$^{-1}$ can be measured. This lower limitation on the turbulent intensity prevented measurements in the mouthpiece cup, where the turbulent intensity is greater, and also prevented high static mouth pressure measurements in the backbore because the turbulent intensity tended to increase with the velocity of the air flow.

It is interesting to compare the velocity measurements presented in figure 7.20 with Elliot and Bowsher’s [34] hot wire anemometry velocity measurements in the throat of a trombone mouthpiece (figure 19 of their paper). In Elliot and Bowsher’s measurements the mean flow is generally around 10ms$^{-1}$ and is therefore only slightly greater than the mean flow velocity of approximately 8ms$^{-1}$ in
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Figure 7.20: Ensemble averaged pressure and velocity in the throat of the transparent mouthpiece during self-sustained oscillation. Both filtered (hollow squares) and unfiltered (filled circles) are considered.

In the present study, and yet the acoustic particle velocity amplitude in Elliot and Bowsher’s measurements is in some cases around 10 ms⁻¹, far greater than the amplitude of less than 1 ms⁻¹ measured in the present study. Furthermore in Elliot and Bowsher’s measurements the turbulent intensity is small, relative to the acoustic particle velocity amplitude, whereas in the present study the acoustic nature of the velocity trace could only be distinguished from the random turbulent fluctuations after ensemble averaging was applied to smooth out the random fluctuations.

Of course the studies are not strictly directly comparable because Elliot and Bowsher:

1. fitted an entire trombone to the mouthpiece, not just the inner section of the slide;

2. used a human player rather than an artificial mouth;
3. used a conventional mouthpiece rather than a transparent mouthpiece with square cross-section and

4. performed their measurements at a higher dynamical level (mf) than in the present study (ppp).

Each of the above points will be addressed in turn.

1. The fundamental frequency of the measurements presented in figure 7.20 was around 300Hz which corresponds approximately to the note $D_4$ in pitch, in between the $B_3^1$ and $F_4$ notes considered by Elliot and Bowsher.

2. Comparing a human player with the artificial mouth, it is possible that the human would be better able to reduce turbulent intensity in the mouthpiece, possibly by reducing the threshold pressure and consequently the mean flow velocity. However it would be almost impossible to measure the performance of a human player using the LDA system due to the difficulty of introducing seeding into the flow at a sufficient rate.

3. A mouthpiece with a transparent portion is of course necessary for LDA measurements but it is possible the square cross section of the transparent mouthpiece might act in a way which increases turbulent intensity even although there is little acoustical difference between the square cross-section mouthpiece and a conventional mouthpiece.

4. As indicated above, due to the limitations of the LDA system, the static mouth pressure could not be increased above a level only slightly greater than the threshold of oscillation and therefore the measurements presented in figure 7.20 were effectively carried out at a dynamic level of ppp. Elliot and Bowsher’s measurements do suggest that if the static mouth pressure
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is increased significantly above the threshold value then the ratio of turbulent intensity to acoustic particle velocity amplitude actually decreases. Unfortunately as a consequence of the increase in static mouth pressure the acoustical particle velocity amplitude increases to a level which would prohibit analysis of the resulting Doppler signal using the currently available LDA apparatus.

7.4 Conclusions

The first section of this chapter was concerned with the mouth cavity effect. The literature suggests the mouth cavity can theoretically influence the pitch and timbre of notes produced on a brass instrument and can also provide an explanation for the ability of players to buzz their lips even when the instrument and mouthpiece are absent. Following Elliot and Bowsher [34], the mouth cavity effect was modeled by considering the input impedance of the mouth cavity to act in series with the input impedance of the instrument. Simultaneous LDA and probe microphone measurements were used to measure the input impedance of the artificial mouth, which is a good approximation to the input impedance of the mouth cavity. The artificial mouth input impedance curve displays dual resonance peaks around 1kHz which are similar in magnitude to trombone input impedance peaks, indicating the mouth cavity of the artificial mouth probably influences the sound produced, particularly the frequency components in the region of 1kHz. However the frequency of the resonance peaks is much greater than the frequency of the mechanical modes of the lips, therefore the mouth cavity effect is unlikely to be crucial for the destabilisation of the lips, thus confirming the observations of section 3.3.3. It was acknowledged that the artificial mouth impedance measurements cannot be extrapolated to deduce the influence of a human player’s mouth.
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cavity, but the measurements certainly do not impugn Fletcher and Rossing’s estimation of the importance of the mouth cavity effect [39].

Preliminary LDA measurements of the velocity of air rapidly moving through a glass tube revealed that shot noise makes a far greater contribution to the noise content of the instantaneous frequency signal than ambiguity broadening. It was also shown that when any non-zero flow is applied the noise content of the instantaneous frequency signal is significantly higher than if no flow is present (and a non-zero instantaneous frequency results purely from a frequency shift) because with non-zero fluid flow the seeding particles do not have the opportunity to accumulate. However with non-zero volume flows less than 30l/min the noise content of instantaneous frequency signals did not appear to increase with velocity. With large volume velocities turbulence was observed, but could be eliminated by increasing the diameter of the feed pipe connecting the source reservoir to the glass tube. Measurements of velocity, $U_{\text{max}}$, on the axis of a glass tube with cross-sectional area $S$ were compared with the volume velocity, $V$, measured using a rotary float flow meter. At low volume velocities Poiseuille flow was observed ($U_{\text{max}} = 2V/S$) but at higher velocities the velocity profile tended towards, but never attained, a uniform profile ($U_{\text{max}} = V/S$).

The transparent mouthpiece employed in the third section of the chapter was described in some detail. Initial measurements in the mouthpiece limited the static mouth pressure to a range below the threshold of oscillation. Velocity signals with large random fluctuations resulted; the random fluctuations were mainly due to turbulence. Subsequent studies were carried out with static mouth pressures slightly greater than the threshold of oscillation so that the lips and air-column (formed by the inner slide of a trombone) entered into a state of self-sustained oscillation. Velocity could be measured in the throat and backbore of
the mouthpiece, but the high turbulent intensity in the cup prevented LDA measurement in that interesting region. In time domain representations of throat and backbore signals it was difficult to distinguish the acoustic signal from the turbulent fluctuations, although ensemble averaging did help to clean up the signals. In the frequency domain representations of the velocity curves a peak at the fundamental acoustic frequency could be clearly distinguished from the turbulence. The PSD of the backbore velocity signal demonstrated a decay consistent with the Kolmogorov spectrum. The operational bandwidth of the frequency tracker was found to be significantly less than the bandwidth of the widest input filter, which made LDA measurements during self-sustained oscillation very difficult. Comprehensive velocity measurements in the mouthpiece will only be possible using an analysis system with a significantly broader bandwidth than the Disa tracker.
Chapter 8
Summary and Conclusions

8.1 Achievement of Aims

The initial research aims set out in section 1.3 have all been achieved. In this chapter each aim is restated and the extent to which the aim was fulfilled is discussed.

8.1.1 Development of Artificial Lip Reed Mechanism

The first aim was to develop an improved artificial lip reed mechanism.

The present study used an artificial mouth comprising water filled latex rubber lips. The apparatus is a development of the design introduced by Gilbert and Petiot [43]. Their prototype design was improved upon to provide means of adjusting the volume of water in the lips while the lips are in situ in the artificial mouth, thus achieving a greater control of the embouchure.

With the artificial mouth used in the present study only a small portion of the mouthpiece lies within the mouth. This improvement over the prototype design was achieved by fixing the mouthpiece to the front plate of the artificial mouth and providing ‘teeth’, which could be moved to adjust the embouchure. If a transparent mouthpiece is used with this arrangement LDA measurements can be made inside the mouthpiece. Furthermore the design permits the cup portion
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of the mouthpiece to be removed; this feature was used during the measurement of the mechanical response of the lips.

The artificial mouth was found to perform well when the lips and teeth were arranged so that, with a static mouth overpressure of zero, the lips were slightly separated from each other at the centre but remained together at the mouthpiece rim. Artificial mouth embouchures could be reproduced over a period of about two weeks, but over longer periods of time the embouchure properties were found to vary slightly. The artificial mouth could be used to play notes on a tenor trombone and during threshold measurements produced notes with fundamental frequencies in the range 230-380Hz [22], corresponding approximately to the notes $B_3^\flat$ to $F_4^\#$ in the equal tempered scale.

8.1.2 Measurement of Mechanical Response of Artificial Lips

The second aim was to develop apparatus and software for automatically measuring the mechanical response of artificial lips over an appropriate frequency range and to use this arrangement to systematically measure the mechanical response with a variety of different embouchures and other conditions.

In this study mechanical response was defined in the frequency domain as the ratio of lip separation to mouth cavity acoustic pressure. The apparatus developed to measure the mechanical response of the lips included a laser beam which was shone through the aperture between the lips of the artificial mouth, and a diode which measured the intensity of the beam. It was shown that the voltage of the diode signal was proportional to the lip separation. The lips were driven by a loudspeaker positioned inside the artificial mouth. Software was written to provide a swept sound wave signal to the loudspeaker and to extract the mechanical response from the diode signal and the signal produced by a Knowles
microphone positioned inside the artificial mouth. With this arrangement the mechanical response of the lips could be measured over the frequency range 100-500Hz in approximately 2 minutes.

The measurements presented in chapter 3 demonstrate that the mechanical response of the artificial lip mechanism is complicated and involves three strong mechanical modes, one mode with outward striking character and two higher frequency modes, each with inward striking character. Mechanical response was measured for a range of static mouth overpressures. These measurements showed that the quality factors of the two modes with inward character increased with static mouth overpressure. As a mechanical mode tended towards destabilisation the quality factor of the mode tended towards infinity. With a sufficient static mouth pressure one or other of the two modes with inward character was destabilised (depending on embouchure) resulting in a mouthpiece 'buzz'. The measurements were repeated with the mouthpiece cup removed. In this case the quality factors of the first and second resonances were found to increase with static mouth overpressure, providing some evidence of aerodynamic coupling between mechanical modes; this coupling was however too weak to result in complete destabilisation.

It was concluded that the mouth cavity could not significantly effect the destabilisation of the lips because (1) when the mouth cavity volume was reduced no significant variation in the mechanical response of the lips was observed, even when a substantial static overpressure was applied; and (2) input impedance measurements of the mouth cavity revealed acoustical resonances only around 1000Hz, far above the mechanical resonance frequencies of the lips.

The static and dynamic mechanical response measurements presented in chapter 3 provide the first 'direct' measurement of each of the lip parameters required
by a simple one-mass model. Mechanical response was measured for a range of embouchures and the lip parameters characterising each of these embouchures were extracted. The lip quality factors measured in this study are higher than the values which other authors have used in their simulations, while the measured ratio of lip effective area to lip effective mass is consistently lower than the values previously adopted.

8.1.3 Development of Lip Vibration Model

The third aim was to develop software which models the oscillation threshold behaviour of a trombone by applying linear stability analysis to a one-mass model of the lips.

In the one-mass physical model of this study the lips and the resonator were each represented by simple harmonic oscillators. Several assumptions were made regarding the pressure field around the lips, permitting a relatively simple representation of the air flow through the lips. The basic equations describing the system were linearized about the equilibrium position of the lips and arranged to form a matrix equation involving a $4 \times 4$ matrix. A computer program was written to evaluate the eigenvalues of the $4 \times 4$ matrix, and hence deduce oscillation threshold pressure and frequency. The simulation program was run using lip parameters extracted from mechanical response measurements with the artificial mouth, and acoustical parameters extracted from input impedance measurements of a trombone.

8.1.4 Measurement of Oscillation Threshold Behaviour and Comparison with Theoretical Behaviour

The fourth aim was to measure the oscillation threshold behaviour of a trombone driven by the artificial mouth, with several different embouchures and several
different acoustical conditions, and to compare the measured behaviour with that predicted by the above computational model.

The experimental threshold pressure was considered to be the static mouth pressure required to sustain a permanent periodic regime with a predetermined small amplitude, and the threshold frequency was considered to be the frequency of said periodic regime. The threshold values were measured (1) as a function of trombone slide extension (with fixed embouchure) and (2) as a function of embouchure (with fixed trombone slide extension). The measured threshold behaviour was compared with the threshold behaviour predicted by the one-mass model. In each case the one-mass model was run firstly using lip parameters extracted from the first resonance of the mechanical response curves (a mode with outward striking character) and secondly using lips parameters extracted from the second resonance of mechanical response curves (a mode with inward striking character).

The threshold measurements are divided into three distinct regimes corresponding to the 4th, 5th and 6th acoustical modes. The regimes may be distinguished from one another in both the threshold pressure and threshold frequency measurements but are most apparent in the frequency measurements. Both the inward striking and outward striking models also demonstrate such distinct regimes; however the models fail to accurately predict the slide positions (or embouchures positions) at the transition between different regimes. Furthermore in most instances the one-mass models overestimate the threshold pressure. The measurements showed that, with a fixed embouchure, for some slide positions the threshold frequency is above the measured acoustic resonance frequency; for other slide positions the situation is reversed. The one-mass model cannot explain this behaviour: with the outward striking model the threshold frequency
is consistently above the acoustic resonance frequency whilst with the inward striking model the threshold frequency is consistently below the acoustic resonance frequency. It may be concluded that an accurate theoretical description of the interaction of player's lips with an instrument air column requires at least a two-mass model of the lips, incorporating one mechanical mode with outward character and a higher frequency mechanical mode with inward character.

The work of chapters 2 and 3 has been accepted for publication in *Acustica*.

### 8.1.5 Investigation of Different Techniques for Processing Doppler Signals

The fifth aim was to investigate different techniques for processing Doppler signals, writing new software as required.

Two different methods were investigated. The first method involved digitally sampling the Doppler signal and then applying a Hilbert transform demodulation routine (written by Hann and Greated [49]) to the sampled signal. The second method involved passing the Doppler signal through a Disa analogue frequency tracker and then sampling the resulting demodulated signal. Both methods provide the instantaneous frequency of the Doppler signal, which is proportional to the instantaneous velocity of the fluid.

It was found that the Disa tracker provided the velocity signals with the greatest SNR. The superior performance of the tracker is probably due largely to the provision of adaptive filtering means. In the measurement of high intensity sound fields, the dynamic range of the tracker is greater than the dynamic range of the digital sampling/Hilbert transform method which can be obtained using currently available A/D converters.

A program was written to ensemble average velocity signals to reduce noise content. The program also ensemble averages a simultaneously recorded alter-
nating pressure signal and calculates the Fourier series amplitude and phase coefficients of each component of the pressure and velocity signals.

The program 'auto.c', which was originally written to extract the mechanical response of the lips from diode and microphone signals, was adapted to extract the specific acoustic impedance from simultaneously recorded probe microphone and LDA instantaneous velocity signals. Another program was written to calculate the power spectrum of LDA signals and, in the case of sinusoidal Doppler signals, the SNR of the Doppler signal.

### 8.1.6 Investigation of Flow Seeding Methods

The sixth aim was to investigate different methods of seeding the flow.

LDA measurements in sound fields using water droplet seeding were found to suffer from quasi-periodic amplitude modulation of the Doppler signal at the acoustic frequency, and occasionally in periodic signal dropout. An experimental study of Doppler signal envelopes demonstrated that the problem could be mitigated by replacing the water droplet seeding with smoke seeding from incense sticks.

Stokes drag law was used to theoretically assess how successfully seeding particles follow an oscillating air flow. It was found that smoke particles should faithfully follow the flow at frequencies less than or equal to 2kHz, whereas water droplet seeding particles theoretically lag an acoustic flow oscillating with frequency 2kHz by 45°.

The SNR of the Doppler signals resulting from LDA measurements using MEDUTEK nebuliser water droplets as seeding particles was found to be similar to the SNR of the Doppler signals resulting from measurements using incense stick smoke particles as seeding particles (approximately 10dB for a sinusoidal Doppler signal generated by applying a frequency shift). However the amplitude
modulation experiments and theoretical study of Stokes drag suggest that smoke from burning incense sticks provides a better method of seeding the flow than water droplets produced by nebulisers.

8.1.7 LDA Measurements in Sound Fields

The seventh aim was to verify that a particular LDA system correctly measures instantaneous acoustic particle velocity by performing LDA measurements in mono-frequency and multi-frequency standing waves and comparing results with the velocity predicted by applying basic acoustic theory to pressure measurements.

LDA measurements were carried out in a mono-frequency standing wave set up in a loudspeaker driven glass pipe. Using the analogue frequency tracker, acoustic particle velocity amplitude could be measured with an accuracy of ±0.3dB over a velocity range corresponding to SPLs in the range 105-140dB.

A sound field containing three harmonic components was also set up in the tube and the ensemble averaging routine was applied to velocity measurements made along the length of the tube. The measured velocity amplitude of each frequency component compares favourably with the theoretical velocity; however the measured velocity phase agreed with the theoretical velocity phase measurements only in the case of the second and third harmonic components, but not in the case of the fundamental.

This low frequency phase discrepancy was also apparent in probe microphone/LDA measurements of the acoustic impedance of a cylinder: there was found to be good agreement between theoretical and measured velocity phase only at frequencies above 400Hz, even although there is excellent agreement between the measured and theoretical magnitudes of the impedance of the cylinder, over the entire measured frequency range.
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8.1.8 LDA Measurements Inside a Trombone Mouthpiece

The eighth aim was to assess the feasibility of applying LDA to the measurement of air flow velocity inside a trombone mouthpiece when the trombone is excited using an artificial lip reed mechanism.

The bandwidth of the Doppler signal is proportional to the acoustic particle velocity amplitude and therefore the maximum acoustic particle velocity amplitude which can be measured is determined by the maximum bandwidth of the frequency tracker. In theory the maximum bandwidth of the frequency tracker is 9MHz but in practice it was found that the bandwidth of the frequency tracker was only 3MHz, unless the SNR was very low. With the LDA setup of the present study, such a bandwidth restricts the maximum acoustic particle velocity amplitude to less than 3ms⁻¹, corresponding to an SPL of 153dB. Such an SPL is greater than that encountered at the mouthpiece throat of a trombone, at least if the trombone is played softly. However during self-sustained oscillation the dynamic range is unfortunately reduced below this level, due to several complications, which will be discussed below.

Before carrying out LDA measurements under conditions of self-sustained oscillation LDA was first used to measure rapid mean flows in a cylindrical pipe. It was found that as soon as any significant mean flow was introduced there was a reduction in seeding density and the shot noise content of the velocity signal consequently increased. The shot noise was found to make a far greater contribution to the noise content than ambiguity broadening. Further increasing the mean flow velocity had no effect until a critical level was reached, at which point low frequency random fluctuations appeared in the velocity signal, signifying the onset of turbulence.

Further mean flow measurements were performed within a specially designed
transparent trombone mouthpiece with a square cross-section, coupled to the artificial mouth. With static mouth pressure below the threshold of oscillation velocity signals from measurements within the mouthpiece were found to contain random fluctuations, considered to be mainly due to turbulence. The static mouth overpressure was then increased until the lips and air column (a cylindrical tube) participated in self-sustained oscillation. During self-sustained oscillation velocity could be measured in the throat and backbore of the mouthpiece, but the high turbulent intensity in the cup prevented LDA measurements in that interesting region. In time domain representations of throat and backbore signals it was difficult to distinguish the acoustic signal from the turbulent fluctuations, although ensemble averaging did help to clean up the signals. In the frequency domain representations of the velocity curves a peak at the fundamental acoustic frequency could be clearly distinguished from the turbulence.

Using the present apparatus LDA measurements in the mouthpiece are very difficult to carry out because, unless the threshold mouth pressure is maintained at a level only very slightly above the threshold of oscillation, the turbulent intensity increases to a level where the bandwidth of the Doppler signal is greater than the effective bandwidth of the analogue frequency tracker. Comprehensive velocity measurements in the mouthpiece of a brass instruments will only be possible if the apparatus is improved. Possible areas of improvement are discussed at the end of section 8.2.

8.2 Further Work

There are several ways in which the work of this thesis could be extended.

The implementation of a threshold simulation program based on a two-mass model of the lips should be straight forwards as it would merely involve extend-
In this study the mechanical response of the lips has been investigated in some detail but no effort has been made to investigate the relationship between lip displacement and mouthpiece pressure during self-sustained oscillation. It would be easy to perform such measurements using substantially the apparatus adopted in the mechanical response measurements. The resonator could comprise a fixed pipe and a sliding pipe arranged to slide snugly over the fixed pipe, thus creating a resonator of variable length. The pipes could be coupled to the artificial lips through a mouthpiece or alternatively, if the pipes were of sufficient diameter, could be placed in direct contact with the lips. Either arrangement would permit the lip illuminating laser beam to pass along the axis of the resonator. A probe microphone could be positioned in the resonator, immediately downstream from the lips. The pipe lengths and fixed embouchure could be arranged so that the playing frequency lies below the acoustical resonance frequency of the nearest acoustical mode when the sliding pipe is unextended, but above the resonance frequency when fully extended. To some degree such an experiment would repeat the threshold measurements presented in chapter 3 (e.g. in figure 3.22), but
would provide additional information: the phase difference between lip displacement and pressure immediately downstream from the lips. As the slide extension is increased and the playing frequency evolves from being below the acoustical resonance frequency to above the acoustical resonance frequency it is expected that outward striking behaviour should take over from inward striking behaviour, resulting in a significant shift in the phase difference between lip displacement and mouthpiece pressure.

It is predicted that the work suggested in previous paragraphs could be carried out easily and quickly. Longer term goals will now be described.

Additional LDA velocity measurements in the mouthpiece would be of great interest, particularly if the measurements could be made in the cup section, very close to the lips because then the air jet could be studied. One could also use the LDA apparatus in conjunction with the sliding tube apparatus described above, to provide the phase of the acoustic particle velocity and the phase of the pressure immediately downstream from the lips. One possible experiment could involve tracing the acoustic particle velocity along the axis of the resonator from immediately in front of the lips to a short distance downstream of the lips, whilst holding the slide at a fixed position; the measurements could then be repeated with several different slide positions.

The phase behaviour observed in such an experiment could be compared with the corresponding theoretical phase behaviour which would occur with plane wave propagation, as outlined below. When the standing wave sustained in a lip driven instrument has a frequency equal to the resonance frequency of the instrument then a pressure anti-node occurs precisely at the input end of the instrument (the end which is driven) whilst a velocity node occurs at this same position. If however the standing wave has a frequency slightly greater than the resonance frequency
then the pressure anti-node and velocity node will occur slightly downstream of the input end. Using equation 6.34 it is possible to show\(^1\) that at a point slightly upstream of a velocity node/pressure anti-node the pressure lags the velocity in phase by approximately \(\pi/2\), whereas slightly downstream of a velocity node/pressure anti-node the pressure leads the velocity in phase by approximately \(\pi/2\). Thus in the experiment described above, if the sliding pipe and artificial mouth embouchure are arranged so that the playing frequency is slightly greater than the acoustic resonance frequency then as the measuring volume is moved downstream from the lips the phase interval between the pressure immediately downstream of the lips and the LDA measured acoustic particle velocity should undergo a phase change of around \(\pi\) as the velocity node is traversed. If the sliding pipe was then adjusted so that the playing frequency was slightly less than the acoustic resonance frequency then there would be no velocity anti-node near to the downstream side of the lips and so one would expect there to be no significant change in the phase.

The above experiment could be carried out using narrow bore pipes coupled to the lips through a transparent mouthpiece or wider bore transparent pipes coupled directly to the lips. The second method has the advantage that the resonance characteristics of the resonator can easily be calculated theoretically. Furthermore, for a given acoustic volume velocity, the acoustic particle velocity in a wide bore tube is less than the acoustic particle velocity in the throat of a mouthpiece. However preliminary measurements indicate that greater levels of turbulence would be experienced if the pipes were coupled directly to the lips.

If lip separation was studied in addition to the acoustic particle velocity and pressure immediately downstream from the lips then the Helmholtz regeneration

\(^1\)It is helpful to consider the extremely idealised case where \(Z_r = 0\) and therefore \(Z_r(x) = j \tan(kx)\)
condition (equation 7.1) could be tested experimentally.

Unfortunately considerable additional development work will be required before LDA measurements can be made immediately in front of the lips. This work could include: (1) constructing a third generation artificial mouth with the lips outside of the mouth cavity, so as to permit LDA measurements immediately in front of the lips; (2) investigating if the turbulent intensity in the mouthpiece could be reduced by replacing the transparent square cross-section mouthpiece with a conventional shaped mouthpiece provided with glass windows to permit optical access for LDA; (3) extending the dynamic range of the LDA system by increasing the fringe spacing in the measuring volume; or (4) extending the dynamic range of the LDA system by replacing the Disa analogue tracker with demodulating apparatus with a larger bandwidth.

Additional longer term projects could involve video recording the motion of the artificial lips during self-sustained oscillation and comparing the footage with video recordings of human players, such as the video recordings produced by Ayers [4]; measuring the input impedance of the mouth cavity for a range of mouth cavity volumes; or removing one lip from the artificial mouth and measuring the mechanical response of the single remaining lip.
Appendix A

Tables of Measured Acoustical and Mechanical Parameters
### Table A.1: Acoustical parameters of modes 4, 5 and 6, extracted from input impedance measurements of trombone. These parameters were used to produce figures 2.6/3.22b and 3.23b.
### Table A.2: Lip parameters extracted from mechanical response measurements.

Numbers in bold font indicate parameters which were estimated from extrapolating or interpolating neighbouring measured parameter values (standard font). The lip parameters in this table were used to produce figure 3.24.

<table>
<thead>
<tr>
<th>embouchure</th>
<th>$H_0$</th>
<th>$b$</th>
<th>$f_{L1}$</th>
<th>$Q_{L1}$</th>
<th>$1/\mu_{L1}$</th>
<th>$f_{L2}$</th>
<th>$Q_{L2}$</th>
<th>$1/\mu_{L2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.70</td>
<td>18</td>
<td>182.0</td>
<td>9.5</td>
<td>0.044</td>
<td>223.0</td>
<td>9.2</td>
<td>-0.065</td>
</tr>
<tr>
<td>1</td>
<td>0.68</td>
<td>17</td>
<td>182.0</td>
<td>10.0</td>
<td>0.041</td>
<td>225.5</td>
<td>10.5</td>
<td>-0.059</td>
</tr>
<tr>
<td>2</td>
<td>0.65</td>
<td>16</td>
<td>186.0</td>
<td>10.5</td>
<td>0.042</td>
<td>228.0</td>
<td>9.8</td>
<td>-0.066</td>
</tr>
<tr>
<td>3</td>
<td>0.63</td>
<td>15</td>
<td>189.5</td>
<td>10.5</td>
<td>0.042</td>
<td>230.5</td>
<td>8.0</td>
<td>-0.084</td>
</tr>
<tr>
<td>4</td>
<td>0.61</td>
<td>14</td>
<td>192.5</td>
<td>11.5</td>
<td>0.039</td>
<td>234.2</td>
<td>10.2</td>
<td>-0.069</td>
</tr>
<tr>
<td>5</td>
<td>0.58</td>
<td>13</td>
<td>196.5</td>
<td>10.0</td>
<td>0.044</td>
<td>238.0</td>
<td>12.5</td>
<td>-0.058</td>
</tr>
<tr>
<td>6</td>
<td>0.56</td>
<td>13</td>
<td>202.0</td>
<td>8.5</td>
<td>0.053</td>
<td>241.2</td>
<td>11.8</td>
<td>-0.065</td>
</tr>
<tr>
<td>7</td>
<td>0.53</td>
<td>12</td>
<td>204.5</td>
<td>7.0</td>
<td>0.063</td>
<td>244.5</td>
<td>11.0</td>
<td>-0.073</td>
</tr>
<tr>
<td>8</td>
<td>0.51</td>
<td>12</td>
<td>209.5</td>
<td>7.5</td>
<td>0.064</td>
<td>247.0</td>
<td>10.8</td>
<td>-0.073</td>
</tr>
<tr>
<td>9</td>
<td>0.48</td>
<td>12</td>
<td>213.0</td>
<td>8.5</td>
<td>0.059</td>
<td>249.5</td>
<td>10.5</td>
<td>-0.074</td>
</tr>
<tr>
<td>10</td>
<td>0.46</td>
<td>11</td>
<td>216.0</td>
<td>9.5</td>
<td>0.056</td>
<td>252.8</td>
<td>13.2</td>
<td>-0.059</td>
</tr>
<tr>
<td>11</td>
<td>0.44</td>
<td>11</td>
<td>219.0</td>
<td>9.5</td>
<td>0.059</td>
<td>256.0</td>
<td>16.0</td>
<td>-0.048</td>
</tr>
<tr>
<td>12</td>
<td>0.41</td>
<td>11</td>
<td>221.5</td>
<td>10.5</td>
<td>0.056</td>
<td>259.0</td>
<td>15.8</td>
<td>-0.049</td>
</tr>
<tr>
<td>13</td>
<td>0.39</td>
<td>10</td>
<td>222.0</td>
<td>11.0</td>
<td>0.057</td>
<td>262.0</td>
<td>15.5</td>
<td>-0.050</td>
</tr>
<tr>
<td>14</td>
<td>0.37</td>
<td>10</td>
<td>225.0</td>
<td>12.0</td>
<td>0.056</td>
<td>264.8</td>
<td>14.8</td>
<td>-0.052</td>
</tr>
<tr>
<td>15</td>
<td>0.34</td>
<td>10</td>
<td>227.5</td>
<td>12.0</td>
<td>0.059</td>
<td>267.5</td>
<td>14.0</td>
<td>-0.053</td>
</tr>
<tr>
<td>16</td>
<td>0.32</td>
<td>9</td>
<td>229.5</td>
<td>11.5</td>
<td>0.064</td>
<td>270.5</td>
<td>13.0</td>
<td>-0.059</td>
</tr>
<tr>
<td>17</td>
<td>0.30</td>
<td>9</td>
<td>232.0</td>
<td>11.5</td>
<td>0.067</td>
<td>273.5</td>
<td>12.0</td>
<td>-0.067</td>
</tr>
<tr>
<td>18</td>
<td>0.27</td>
<td>9</td>
<td>234.0</td>
<td>11.5</td>
<td>0.070</td>
<td>275.8</td>
<td>12.2</td>
<td>-0.068</td>
</tr>
<tr>
<td>19</td>
<td>0.25</td>
<td>9</td>
<td>237.0</td>
<td>12.0</td>
<td>0.072</td>
<td>278.0</td>
<td>12.5</td>
<td>-0.069</td>
</tr>
</tbody>
</table>
Appendix B

Derivation of Intensity Distribution of Fringe Pattern

If both the beams represented in figure 4.3 are coherent and have wave number \( k \) and polarization direction \( \hat{p} \) then at position \( x \) and time \( t \) the electric field vector of beam \( m \) is

\[
E_m(x, t) = \sqrt{I_m(x)}(\exp[j(\omega_m t - k\hat{s}_m \cdot x)])\hat{p}, \quad m = 1, 2 \quad (B.1)
\]

where \( I_m(x) \) is the Gaussian intensity of beam \( m \) and \( \omega_m \) is the angular frequency of beam \( m \). The intensity distribution of the interference pattern formed by combining the two beams is

\[
i(x, t) = |E_1(x, t) + E_2(x, t)|^2
= |E_1(x, t)|^2 + |E_2(x, t)|^2 + E_1(x, t)E_2^*(x, t) + E_1^*(x, t)E_2(x, t) \quad (B.2)
\]

The total intensity, \( i(x, t) \), can be related to the intensity of beams 1 and 2 by substituting equation B.1 into the above expression:

\[
i(x, t) = I_1(x) + I_2(x) + 2\sqrt{I_1(x)I_2(x)} \cos[(\omega_1 t - k\hat{s}_1 \cdot x) - (\omega_2 t - k\hat{s}_2 \cdot x)]
= I_1(x) + I_2(x) + 2\sqrt{I_1(x)I_2(x)} \cos[(\omega_1 t - \omega_2 t) + kx \cdot (\hat{s}_2 - \hat{s}_1)]
= I_1(x) + I_2(x) + 2\sqrt{I_1(x)I_2(x)} \cos[2\pi F_s t + Kx] \quad (B.3)
\]

where

\[
F_s = \frac{\omega_1 - \omega_2}{2\pi}, \quad (B.4)
\]
Appendix B — Derivation of Intensity Distribution of Fringe Pattern

Figure B.1: Relation of coordinate systems.

\[ K = k \hat{x} \cdot (\hat{s}_2 - \hat{s}_1) = \frac{4\pi \sin \theta}{\lambda}, \quad (B.5) \]

and \( x \) is the magnitude of \( x \). The Gaussian intensity of beam 1 can easily be described in a Cartesian coordinate system \((r_1, s_1, z)\) formed by rotating the original coordinate system of figure 4.3 anti-clockwise about the \( z \)-axis through the angle \( \theta \) so that one axis of the new coordinate system is coincident with the beam direction (see figure B.1). Similarly a coordinate system \((r_2, s_2, z)\) can be defined for beam 2 so that the beams lie along the \( s_1 \) and \( s_2 \) axes and the intensity of beam \( m \) at position \((r_m, s_m, z)\) depends only on the radial distance from the centre of the beam:

\[ I_m(r_m, s_m, z) = I_0 \exp \left[ -\frac{8(r_m^2 + z^2)}{d_{e-2}^2} \right], \quad m = 1, 2 \quad (B.6) \]

where \( I_0 \) is the maximum intensity of each beam and \( d_{e-2} \) is the diameter of each beam at \( 1/e^2 \) maximum intensity. By performing the appropriate transformations
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from the \((r_m, s_m, z)\) coordinate systems to the \((x, y, z)\) coordinate system expressions for \(I_1(x)\) and \(I_2(x)\) can easily be derived from equation B.6. Substitution of these expressions for \(I_1(x)\) and \(I_2(x)\) into equation B.3 finally gives

\[
i(x, t) = W(x) \cosh \left( \frac{8xy \sin(2\theta)}{d_e^2} \right) + W(x) \cos[2\pi F_s t + Kx] \tag{B.7}\]

where

\[
W(x) = I_0 \exp \left[ -\frac{8(x^2 \cos^2 \theta + y^2 \sin^2 \theta + z^2)}{d_e^2} \right] \tag{B.8}\]
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Structure and Operation of Computer Programs

C.1 Simulation of Threshold Behaviour

The program 'matrix.c' requires the parameters associated with one mechanical mode of the lips and the parameters associated with one acoustical mode of the trombone. It outputs threshold pressure and frequency as a function of slide position of the trombone. To run the program on a unix machine the user must enter the command line input:

```
matrix mechanical.mec acoustical.aco mode
```

where 'matrix' is the name of the executable file, 'mechanical.mec' is the name of the file containing the mechanical parameters, 'acoustical.aco' is the name of the file containing the acoustical parameters and 'mode' is the acoustic mode number.

The mechanical files should be created by editing the numerical values in the sample file listed below. The variable names and the required units are explained in commented sections of the source code at lines 31-42 of the main() function (see appendix D).
The acoustical file must characterise the development of a particular acoustical mode of the trombone as a function of slide extension. It should consist of four columns, with one line for every trombone slide position. Columns 1 to 4 should list respectively slide extension (in any units), frequency of input impedance local maximum (in Hz), magnitude of input impedance at the local maximum (in acoustic Ohms) and quality factor of the resonance peak.

For each trombone slide position the program loops through a range of mouth pressures, incrementing the mouth pressure with each execution of the loop until the program detects the threshold pressure associated with the particular slide position. One pass through the pressure loop will now be described. The $4 \times 4$ matrix of equation 2.21 is evaluated and its eigenvalues are calculated using the function eigenval(), which returns the two complex conjugate pairs of eigenvalues in a random order. The two eigenvalues with negative imaginary parts are neglected but the eigenvalues with positive imaginary parts are assigned to arrays. The arrays are then passed to the function filter() which swaps the array assignment if it detects the array elements differ significantly from the elements stored in the previous execution of the pressure loop. This step is required because unfortunately the eigenval() function returns eigenvalues in a seemingly random order. Finally the real parts of the correctly ordered eigenvalues are passed to the function thresh() which compares the real part of the eigenvalue to the value
stored on the previous execution of the loop. An increase from a value less than zero to a value greater than zero indicates the transition from stability to instability, in which case the threshold pressure lies between its current value and its value on the previous execution of the loop. Similarly the threshold (angular) frequency lies between the current imaginary part of the eigenvalue and its value on the previous execution of the loop.

The program automatically generates output filenames which combine the name of the input mechanical filename and the input mode number; if the mechanical filename ‘mechanical.mec’ and the mode number ‘mode’ are input then filenames of the form ‘mechanical_mode.ext’ will be generated, where ‘.ext’ is one of several possible extensions. The most useful output files generated by the program include ‘mechanical_mode.pre’ which lists slide extension in the first column and threshold pressure (in mbar) in the second, and ‘mechanical_mode.fre’ which lists slide extension in the first column and threshold frequency in the second. These files were used to produce figure 2.6 for example. If the ‘acoustical’ file consists of only a single line then the files ‘mechanical_mode.co1’ and ‘mechanical_mode.co2’ are generated. Each of those files is a parametric representation of the evolution of one eigenvalue with increasing threshold pressure; the real parts of the eigenvalue are listed in the first column while the imaginary parts are listed in the second and final column. The files ‘mechanical_mode.co1’ and ‘mechanical_mode.co2’ were used to produce figure 2.4 for example. Lesser used files are described in the commented section of the source code at lines 14-23.

C.2 Least Squares Fit to Resonance Curve

The program ‘lsf_reson’ fits resonance curves to each of the resonances of a mechanical response or input impedance curve and outputs the frequency, quality
factor and maximum value of each of the fitted curves.

In response to screen prompts the user should enter the filename of a two column input file which lists frequency in the first column and either mechanical response or input impedance in the second column. The program can process either 5Hz resolution mechanical response measurements stored in files of length 97 lines, or 1Hz resolution input impedance measurements stored in files of length 950 lines. The length of the files can of course be altered by changing the value assigned to the variable ‘length’ at line 24 or 31 of the main() function of the source code.

If 1Hz resolution data is to be processed the program temporarily reduces the resolution to 5Hz. Local maxima of the 5Hz resolution input impedance or mechanical response curves are identified using the function peakfind(). The reduction in resolution avoids the false identification of local maxima, which could otherwise occur due to signal noise in the input impedance data. After the local maxima have been identified the lsf() function is applied around each local maxima. The lsf() function calculates the square of the difference between the mechanical response (or input impedance) data from the input file and the theoretical resonance curve

\[ A(f) = \frac{A_0}{\sqrt{1 + \frac{4Q_0^2(f-f_0)^2}{f_0^2}}} \]  

which has maximum value \( A_0 \) at frequency \( f_0 \) and quality factor \( Q_0 \). In the case of the 1Hz resolution input impedance measurements the squared difference is calculated for the point which peakfind() identified as a local maximum, and for the 5 points on either side of the local maximum. An iterative process is then employed to find the values of \( A_0, f_0 \) and \( Q_0 \) which minimise the squared difference summed over the 11 points. In the case of the lower resolution mechanical response measurements the least squares difference is minimised using only 5
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points.

The program outputs the optimum values of $A_0$, $f_0$ and $Q_0$ to the screen and also evaluates equation C.1 in the vicinity of local maxima and outputs $f$ and $A(f)$ to a two column output file.

C.3 Frequency Response

The frequency response program 'auto.c' was written to analyse data from experiments which involve driving a sound source with a swept sine wave signal produced by a PC sound card. The program is arranged for use with .wav files which produce swept sine waves consisting of 97 individual 1s segments, each segment having a constant frequency which is higher than the frequency of the proceeding segment. A further requirement is that resulting microphone or LDA ANALOG OUT signals fed to the program must be sampled at 4096Hz. The program may also be used to analyse individual 1s segments. Of course the program can be adapted for use with various swept sound waves by changing the values of the macros at the beginning of the source code.

The program can be used to calculate (a) the mechanical response of the lips, in which case the microphone signal and diode signal should be stored respectively in the first and second columns of the input file; (b) microphone calibration curves, in which case the reference microphone and the microphone which requires calibration should be stored respectively in the first and second columns of the input file; (c) acoustical impedance, in which case the LDA ANALOG OUT signal and the probe microphone signal should be stored respectively in the first and second columns of the input file; and (d) the acoustic pressure, in which case the microphone signal should be stored in a single column file. The structure of the program is illustrated in figure C.1.
Figure C.1: Structure of the frequency response program.
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Provided the program is run using a unix operating system several input files may be batch processed. To use this facility each of the input files should be stored in a directory which is otherwise empty. The input file names can be listed using the ‘ls’ command and the group of input files can then be copied and, in response to the appropriate screen prompt, pasted as a group into the terminal window which is being used to run the program. If the input files are labelled ‘input1.txt’ to ‘inputn.txt’ the program will output files ‘input1.ang’ to ‘inputn.ang’ each listing frequency in the first column and phase of frequency response in the second. Generally the program will also output files ‘input1.mag’ to ‘inputn.mag’ listing frequency in the first column and magnitude of frequency response in the second column. However if the microphone calibration option is selected, frequency, magnitude of microphone response and phase of microphone response are output to respectively the first, second and third columns of the ‘.mag’ file.

C.4 Signal to Noise Ratio

If a single column file containing a 32768 point sample of a sinusoidal Doppler signal is input into the SNR program ‘spec.c’ it will write the SNR to the screen and also return a single column file listing the PSD of the Doppler signal.

The program first divides the Doppler signal up into 8 equal segments and then calculates the PSD and SNR of each segment individually before averaging the 8 values of SNR. Dividing the signal into segments has the effect of increasing the frequency interval between neighbouring points in the frequency domain, which consequently reduces random fluctuations in the spectrum around the crucial single peak.

Each of the segments is passed to the function snr() which windows the
segments with a Hanning window and then passes the data to the function `spectrum()` which calculates the FFT of the windowed segment. The function `max_find2()` finds the spectral coefficient with maximum amplitude and this central point and its two immediate neighbours are passed to the function `interp()`. Matovic and Tropea [66] observed that the Fourier transform of a Hanning window can be approximated by the central lobe of a cosine squared function (see section 4.5.2). The function `interp()` finds the unique cosine squared function which fits the three points passed from the function `snr()` and returns the fitting parameters to the function `snr()`. The signal power is calculated from the amplitude of the cosine squared lobe. The noise power is calculated by squaring all spectral components and then taking the sum of those squared components which lie outside the central lobe of the cosine squared function; the noise power is also adjusted to account for power loss due to the window function (see the source code at line 50 of `snr()`).

### C.5 Simulation of Doppler Signal

The program ‘simul.c’ offers the option of either simulating Doppler signals by evaluating equation 4.25 or simulating only the the envelopes of Doppler signals by evaluating equation 4.32. The program assumes a simplified one-dimensional model in which seeding particles lie only on the $x$ axis.

To run the program on a unix machine the user should enter the command line

```
simul param
```

where ‘simul’ is the name of the executable file and ‘param’ is the name of the file containing all the parameters for the simulation. The ‘param’ file can be created by editing the numerical values in the file below.
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Particle_filename: test
Doppler_signal(0)_or_envelope(1): 0
Number_of_samples: 32768
Sample_rate(in_kHz): 500
Acoustic_frequency(in_kHz): 0.5
Amplitude_of_instantaneous_frequency(in_kHz): 20
Frequency_shift(in_kHz): 100
Frequency_due_to_mean_flow(in_kHz): 0
Number_of_particles: 1
Noise_power 0.05

The ‘Particle_filename’ field stores the name of a file which lists the initial position of every seeding particle. The file should consist of a single column list of floats which describe the initial particle positions relative to the centre of the measuring ‘volume’ as a non-integer multiple of $d$, where $d$ is the length of the one dimensional measuring ‘volume’.

In the ‘Noise_power’ field the user should enter the desired noise power as a fraction of the signal power produced by a single particle positioned at the centre of the measuring ‘volume’ for the entire duration of the signal. Of course generally the seeding distribution is more complicated and is time varying, and therefore the SNR depends not only on the value of ‘Noise_power’, but also on the seeding distribution, as is the case in physical experiments. The program adds to the simulated Doppler signal random noise with a Gaussian probability distribution; the added noise simulates white shot-noise.

C.6 Random Distribution of Seeding Particles

The program ‘rand_part.c’ produces a single column output file listing the random initial positions of a group of seeding particles. The output file can be used as the input particle distribution file for the Doppler signal simulation program discussed above. A different random distribution is created each time the program is run.
C.7 Least Squares Fit to Standing Wave

The program 'lsf_sw.c' fits theoretical expressions for standing waves to experimental measurements carried out along the length of a tube terminated by an (almost) rigid end. The program provides the option of fitting equation 6.14 to probe microphone measurements of pressure amplitude or fitting equation 6.20 to LDA measurements of velocity amplitude scaled by the pressure amplitude at the rigid termination.

In response to an on screen prompt the user must provide the name of a two column input file which lists in the first column displacement from the rigid end, $x$, and lists in the second column either pressure or velocity amplitude scaled by the pressure amplitude at the rigid termination.

When used to process pressure measurements the program finds the set of $(A + B), \theta$ and SWR values which minimise the sum of squared relative errors, where the squared relative error is defined as the difference between the square of the right hand side of equation 6.14 and the square of the measured pressure amplitude, all divided by the square of the measured pressure amplitude. Whereas with scaled velocity measurements the user must provide SWR and the program finds the $(A + B)$ and $\theta$ values which minimise the sum of squared absolute errors, where the squared absolute error is defined as the difference between the square of the right hand side of equation 6.20 and the square of the measured ratio of velocity amplitude at position $x$ to pressure amplitude at the rigid termination. The range of possible values of $(A + B), \theta$ and SWR can be altered at lines 8-14 of the function main().

The program outputs the optimum value of $(A + B), \theta$ and SWR and also outputs a two column file listing in the first column displacement from the rigid termination and listing in the second column the best fit curve obtained by sub-
stituting the optimum values into either equation 6.14 or 6.20. In the case of scaled velocity measurements a second output file is produced listing in the first column displacement from the rigid end, \( x \), and listing in the second column the phase of the velocity at \( x \) minus the phase of the pressure at the rigid termination.

### C.8 Ensemble Average

The program ‘phaseav.c’ simultaneously ensemble averages velocity and microphone signals over an acoustic period. Of the programs written as part of this work the ensemble averaging program is the most complex; its structure is illustrated in figure C.2. The program can be run on a unix machine by entering the command line

```
ensembleav filename.txt paramfile shift sense
```

where ‘ensembleav’ is the name of the executable file, ‘filename.txt’ is a two column file listing a sampled LDA ANALOG OUT signal in the first column and a simultaneously sampled probe microphone signal in the second column, ‘paramfile’ is the name of a file containing parameters required by the program, ‘shift’ is a float equal to the frequency shift (in MHz) and ‘sense’ should equal ‘1’ if the shift frequency is greater than the mean instantaneous frequency of the Doppler signal but should equal ‘0’ if the shift frequency is less than the mean instantaneous frequency of the Doppler signal. Reversing the ‘sense’ setting changes the phase of the ensemble averaged LDA signal by \( \pi \).

```
calibration_file:  longb.cal
no_pts:            4096
convention(1=u,2=F):  1
filter_max/MHz:   1.0
scale(ms^-1/MHz):  3.29
sample_rate/KHz:  16.384
dB_range:         140
```
Appendix C — Structure and Operation of Computer Programs

approx_freq/Hz: 320
no_phase_points: 64
threshold: 0.001

A suitable ‘paramfile’ can be produced by editing the numerical values in the file listed above. The entries in the ‘paramfile’ require some explanation. In the ‘calibration_file’ field the user should enter the name of the appropriate 3 column probe microphone calibration file; the calibration file can be produced using the frequency response program described in appendix C.3. The ‘no_pts’ field should be equal to the number of lines in the ‘filename.txt’ file. If the ‘convention’ field is set to ‘1’ the program will output ensemble averaged acoustic particle velocity curves and data but if the field is set to ‘2’ the same information will be presented as instantaneous frequency rather than velocity. The low pass cut off frequency of the tracker input filter should be entered in the ‘filter_max’ field. In the ‘scale’ field the user should enter the velocity to instantaneous frequency conversion factor dictated by the fringe spacing. The ‘dB_range’ is the gain setting of the probe microphone’s measuring amplifier. The ‘approx_freq’ need not be known very accurately but should provide a rough indication of the acoustic frequency; the program accurately calculates the acoustic frequency from the average time interval between negative gradient zero crossings and so it is important for the program to be aware of the approximate frequency because otherwise it would overestimate the fundamental frequency of a multi-harmonic pressure signal if the signal exhibited more than one negative gradient zero crossing per acoustic period. The ‘no_phase_pts’ is the number of phase bins (see section 6.3.1). The ‘threshold’ field is used to set the sensitivity of the signal dropout filter: if the square of the voltage difference between consecutive samples of the ANALOG OUT signal is less than the square of the value stored in the ‘threshold’ field then the function time_filter1() considers the signal to have suffered from signal
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main()
Read in parameters and store in structure 'param'.
Scale parameters.

analysis()
Phase averaged signals.
Subtract frequency shift from tracker signal.
Output time-domain data:
(1) % of signal retained
(2) fundamental frequency.
spectrum(phase averaged mic signal)
spectrum(phase averaged tracker signal)
Apply mic_calO function to every component in the phase averaged mic signal amplitude and phase spectra.
Adjust phase of every mic and tracker component so that fundamental of mic signal has phase of 0 but the relative phase of the components is preserved.
Apply phase_sortO to every component in the mic and tracker phase spectra.
Write to files:
mic amplitude spectrum
mic phase spectrum
tracker amplitude spectrum
tracker phase spectrum
Find frequency of
(1) strongest mic component
(2) strongest tracker
Output d.c value of tracker signal and also frequency, amplitude and phase of strongest mic and tracker components.
inv_spec(mic spectra)
inv_spec(tracker spectra) [Inverse Fourier transforms back to time domain.]
Write to files:
phase averaged mic signal
and phase averaged tracker signal, over two periods.

ped_rem(mic signal) [Subtract d.c component.]
trigger(mic signal) 
trig and freq
Average the elements of freq to yield fundamental frequency.
time_filterl(tracker signal) 
Record % of signal retained.
time_to_phase(trig, mic signal)
time_to_phase(trig, tracker signal)
average_phase(mic signal)
average_phase(tracker signal)
Scale tracker signal using volt-frequency or volt-velocity conversion.

end_arr
The i
point in the signal has phase phase[i] and voltage data[i].
The i phase bin contains n[i] elements which sum to sum[i]. The average value of data[i] elements in bin i is average[i]. There are no_ph_pts bins.
i=1
The range of phase bin i is:

360(i−1/2) to 360(i+1/2)
no_ph_pts no_ph_pts

Does phase[i] lie within this range?

yes

n[i]=n[i]+1
sum[i]=sum[i]+data[i]

no

Last point of signal?

yes

n[i]=sum[i]/n[i]

i=i+1

Last phase bin?

yes

step

no

Last value?

no

yes

step

Figure C.2: Structure of the ensemble averaging program.
dropout in that region and both points will be removed from the signal before ensemble averaging.

The program automatically generates output filenames; if the input file containing the microphone and LDA signals is 'filename.txt' then filenames of the form 'filename.ext' will be generated, where '.ext' is one of several possible extensions. The most useful output files generated by the program include 'filename.pre', 'filename.psp' and 'filename.pph', which list respectively the ensemble averaged pressure, the amplitude of harmonic pressure components and the phase of harmonic pressure components. The 'filename.pre', 'filename.psp' and 'filename.pph' files were used to produce the top, middle and bottom graphs, respectively, in the left column of figure 6.20. Similarly 'filename.fre', 'filename.fsp' and 'filename.fph' which list respectively the ensemble averaged velocity, the amplitude of harmonic velocity components and the phase of harmonic velocity components. The 'filename.fre', 'filename.fsp' and 'filename.fph' files were used to produce the top, middle and bottom graphs, respectively, in the right column of figure 6.20.

The program also appends text to an output file which is automatically labelled with the calendar date of the day the program is run. An example of the output text is listed below. The file lists the percentage of the ANALOG OUT signal retained after removal of dropout portions, the shift frequency (scaled in velocity units if 'convention' is set to '1'), the fundamental acoustic frequency, the D.C. component of velocity, the magnitude of the strongest pressure component, the magnitude of the strongest velocity component, the ratio of the magnitude of the strongest pressure component to the magnitude of strongest velocity component, and the phase angle of the strongest pressure component minus the phase angle of the strongest velocity component.
filename.txt paramfile

98.999023 percent of signal retained
shift frequency/velocity is 1645.000000
acoustic frequency is 323.112976

mean v (after removing freq. shift) = -43.007355
p cpt 3 is strongest, magnitude = 68.001839 (46.827751 percent of power)
v cpt 2 is strongest, magnitude = 107.537064 (49.735228 percent of power)
comparing strongest components: mag(p/v) = 0.632357 and ang(p/v) = -103.109833

In the output text above and in the six output files discussed above pressures are always specified in Pa, phase is always specified in degrees and acoustic frequency is always specified Hz. However velocity/instantaneous frequency is specified in units of velocity or units of frequency, depending on the 'convention' setting, the velocity (frequency) units being mm s\(^{-1}\), (kHz) if 'filter_max is set to 1.0 or below, but m s\(^{-1}\) (MHz) if 'filter_max is set to greater than 1.0.
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Computer Program Listings

Complete listings of the computer programs 'matrix.c', 'lsf_reson.c', 'auto.c', 'spec.c', 'simul.c', 'rand_part.c', 'lsf_sw.c' and 'phaseav.c' are provided on the attached CD-ROM.
**Glossary of Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT</td>
<td>fast Fourier transform</td>
</tr>
<tr>
<td>FM</td>
<td>frequency modulation</td>
</tr>
<tr>
<td>mf</td>
<td>mezzo forte</td>
</tr>
<tr>
<td>LDA</td>
<td>laser Doppler anemometry</td>
</tr>
<tr>
<td>PMT</td>
<td>photomultiplier tube</td>
</tr>
<tr>
<td>ppp</td>
<td>piano pianissimo</td>
</tr>
<tr>
<td>PSD</td>
<td>power spectral density</td>
</tr>
<tr>
<td>RMS</td>
<td>root mean square</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>SPL</td>
<td>sound pressure level</td>
</tr>
<tr>
<td>SWR</td>
<td>standing wave ratio</td>
</tr>
<tr>
<td>VCO</td>
<td>voltage controlled oscillator</td>
</tr>
</tbody>
</table>
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