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Abstract

Neuromorphic systems often call for subthreshold operation where transistor mismatch is a particular problem and this mismatch can affect the time constants of the design. This work is an investigation into whether Spike Timing Dependent Plasticity (STDP), a neural algorithm capable of adapting time delays within neural systems, can provide a method to minimise the effect of transistor mismatch.

This work is set within the context of a depth-from-motion algorithm, the performance of which will be degraded by mismatch when implemented in analogue VLSI. A circuit is designed which predicts the arrival of a spike from the timing of two earlier spikes. The error between the actual spike arrival time and the prediction is used to improve future predictions. Two spike timing dependent adaptation methods are described. These were fabricated using an Austria Microsystems (AMS) 0.35\textmu m process and the results are reported. The key measure is the prediction error: before adaptation the error reflects the amount of mismatch within the prediction circuitry; after adaptation the error indicates to what extent the adaptive circuitry can minimise the effect of transistor mismatch. For both designs it is shown that the effect of transistor mismatch can be greatly reduced through spike timing dependent adaptation.
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<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AER</td>
<td>Address Event Representation</td>
</tr>
<tr>
<td>AMS</td>
<td>Austria Microsystems</td>
</tr>
<tr>
<td>BiCMOS</td>
<td>A technology that includes both bipolar and MOS transistors</td>
</tr>
<tr>
<td>aVLSI</td>
<td>analogue Very Large Scale Integration</td>
</tr>
<tr>
<td>MOSFET</td>
<td>Metal Oxide Semiconductor Field Effect Transistor</td>
</tr>
<tr>
<td>NMOS</td>
<td>N-type MOSFET</td>
</tr>
<tr>
<td>PMOS</td>
<td>P-type MOSFET</td>
</tr>
<tr>
<td>SPICE</td>
<td>Simulation Program with Integrated Circuits Emphasis</td>
</tr>
<tr>
<td>STDP</td>
<td>Spike Timing Dependent Plasticity</td>
</tr>
<tr>
<td>TAH</td>
<td>Temporally Asymmetric Hebbian</td>
</tr>
<tr>
<td>VLSI</td>
<td>Very Large Scale Integration</td>
</tr>
</tbody>
</table>
Traditionally it was thought that the important information carried by neural spikes was contained in the average firing rate of the neurons. This led to neural algorithms being mainly implemented as rate codes. As the importance of the timing of individual spikes became apparent [1], evidence from biological studies showed that the time interval between pre- and post-synaptic spikes could directly affect synaptic weight change. Markram et al. described in [2] that for tufted pyramidal cells in the neocortex, the synaptic weight could be increased (potentiated) if the pre-synaptic spike preceded the post-synaptic spike but was decreased (depressed) if the post-synaptic spike arrived first. Bi and Poo [3] and Zhang et al. [4] performed more detailed biological experiments which showed that the weight change did not depend just on the order of the pre- and post-synaptic spikes, but that the time interval between them affected the amount of weight change. Spike Timing Dependent Plasticity (STDP), as it came to be known, has been shown through simulation to be capable of improving synchronisation [5] and adapting synaptic delays [6–8] and, due to its relative simplicity, has been successfully implemented in analogue VLSI (aVLSI) [9, 10].

Pelgrom’s law states that transistor mismatch is proportional to \(1/WL\) [11]. Therefore, as transistor sizes decrease, mismatch will become an ever increasing problem, reducing circuit performance and decreasing fabrication yield. The design of neuromorphic circuits is inspired by the structure and principles of the biological nervous system, a system which is very low power and operates on long time constants. If analogue VLSI circuits are operated subthreshold in order to achieve one or both of these aims, transistor mismatch has a greater effect [12]. Mismatch can be reduced by increasing transistor area or by increasing gate-voltage overdrive, but other circuit constraints may restrict this [13]. Some compensation mechanisms have been proposed which have improved matching characteristics without having to increase individual transistor sizes. Dynamic techniques store bias voltages on capacitors connected to the gates of MOSFETs. These biases are usually set by an input current and then assumed constant between refreshes. They have allowed the fabrication of current mirrors, dividers and comparators [14–16] with improved accuracy. Dynamic storage requires periodic refreshes to replace charge that
has leaked away from the capacitor. Accurate current matching, without the need for refreshes, can be achieved using floating gate devices [17, 18]. Floating gate circuits\(^1\) can be programmed with the bias voltage required to achieve a desired current. These devices are however far more sensitive to electrostatic discharge during handling [20] than ordinary circuits which can make them difficult to use. This work investigates an alternative approach. As transistor mismatch will affect the time constants in a design, and STDP has been shown to be capable of adapting delays, this work explores the possibility that spike timing dependent adaptation could reduce the effect of transistor mismatch within a neuromorphic system.

The neuromorphic system chosen as the context for this investigation was a depth-from-motion algorithm developed by Wörgötter et al. in 1999 [21]. It uses the relative timings of neural spikes to recover depth information from radial flow-fields. The algorithm was found to be susceptible to noise, which degraded the depth calculation. To improve noise rejection a prediction was added. This prediction uses the timing of two previous spikes to predict a third. If the third spike arrives within a time window around the prediction, it is accepted as genuine and the depth is calculated. If not, it is rejected as noise. If this prediction mechanism was implemented in aVLSI it would suffer from transistor mismatch. The result of this would be inaccurate predictions. The time difference between the actual and predicted spike could, if enough genuine predictions are generated, be used within a spike timing dependent algorithm to improve the prediction, and therefore minimise the effect of transistor mismatch.

1.1 Thesis Statement

This thesis presents work undertaken to examine whether spike timing dependent adaptation can be used to minimise the effect of mismatch within a neuromorphic system. This represents an attempt to apply a biological algorithm, that has proved powerful during simulation of neural systems, to an engineering problem.

\(^1\)A floating gate MOSFET is one in which the gate is surrounded on all sides by an insulator (typically Silicon dioxide)[19].
1.2 Thesis Overview

Chapter 2 is the literature review and provides background on spiking neurons, possible coding methods that use spike timing and Spike Timing Dependent Plasticity. Neuromorphic circuitry is then discussed as is transistor mismatch and the depth-from-motion algorithm.

Chapter 3 introduces the architecture of the system designed to implement the prediction element of the depth-from-motion algorithm.

Chapter 4 describes possible methods of making the prediction of spike 3. Three methods are described, and the levels of mismatch evaluated using Monte Carlo simulations. The first uses capacitor matching rather than current matching. The second uses dynamic biasing techniques to achieve matched currents. The third has a similar structure to the second but does not use dynamic biasing. This is the method to which spike timing dependent adaptation is applied. The two methods that do not use spike timing dependent adaptation are used as baselines which the adaptive circuitry must outperform.

Chapter 5 describes the first adaptive circuitry that was designed. Simulation and chip results are presented which show it to be capable of improving the accuracy of the prediction. Flaws with the implementation are highlighted, and chapter 6 describes improved circuitry designed to address them. Comparisons with a fabricated dynamic current mirror circuit are also presented.

Chapter 7 summarises the results, presents conclusions and discusses possible future work.
Chapter 2

Literature Review and Background

2.1 Introduction

As described in the introduction, this work investigates the use of spike timing dependent adaptation to minimise the effect of transistor mismatch within a neuromorphic VLSI system. This chapter provides a greater amount of information about spike timing, temporal codes and the spike timing dependent algorithms found in biology, together with accounts of computational simulations that show their power. Neuromorphic circuits are introduced, covering circuits from a silicon neuron up to learning circuits. There is a section on transistor mismatch which describes why it will become an ever greater problem as transistor sizes decrease, and provides examples of some methods used to minimise the effects. Finally the depth-from-motion algorithm is introduced to set the work in context.

2.2 Spike Timing and Temporal Codes

Much of the thought on neural coding was inspired by the work of E. G. Adrian [22–24] in which he observed that the rate of spiking increases as the input stimulus does. Rate coding as a measure of neural activity can take three forms, all of which have drawbacks. The first is a simple average of the number of spike firings during a time interval. To perform any sensible averaging, a number of spikes must have fired within the time interval. There are a number of biological studies which have shown that decisions are made with very few spikes, removing the ability to determine a firing rate. For example, flies can make course corrections in time scales during which only a few spikes have occurred [25].

The averaging could instead be done over a shorter period of time, but across a neural population. This is only appropriate if the neurons all perform a similar function. Alternatively the stimulus can be presented a number of times and the average result computed. This approach is unsuitable as the result is only correct if the internal state of the network has not been changed.
by the previous presentations. More detail on these three methods can be found in [26] while rate codes are discussed in more detail in [1].

As rate codes cannot explain all observed neural activity, the idea that the timing of individual spikes could be important needed to be investigated. In order to run simulations capable of including spike timing, spiking neuron models had to be developed [27]. These spiking neuron models are more biologically plausible than the McCulloch Pitts model or those with a sigmoid activation function. In addition Maass [28] showed that similar sized networks of spiking neurons could perform at least as well as networks of these other neurons; and in some cases outperform them. Spiking neurons have also been used to construct Hopfield networks [29], self-organising maps [30] and radial basis functions [31] or their temporal equivalents. Recurrent networks implementing winner-take-all functions have also been converted to use spiking neurons [32].

Beyond proving that spiking neural networks could perform traditional neural network tasks, thought was given to coding methods that could use spike timing. This led to simulations being run which showed that time dependent signals could be recovered from the spike times. For example, Bialek et al. [25] applied a time dependent signal to a wide-field, movement-sensitive neuron in the visual system of the blowfly. By recording the output spikes from the neuron they were able to recreate the input stimulus. Importantly, a very simple algorithm could be used to recover much of the information. In 1993 Gerstner et al. [33] showed that spike timing could hold information, in this case firing patterns, which was lost through rate coding methods, and that it could be retrieved after a learning process.

Although the temporal code could be recovered in [25] no attempt was made to suggest a coding method. Some of the possible contenders for the temporal code are time-to-first spike, phase and correlation coding.

The premise behind time-to-first spike coding is that as synaptic input is integrated on the neuron's membrane until the firing threshold is reached, the time between the stimulus onset and neural firing is dependent on stimulus strength. The greater the stimulus the faster the neuron will fire. While the actual firing time may hold important information it may be sufficient to know whether a neuron fired before or after another. If the firing times of neurons across a population are compared, with the neuron firing first ranked first etc., the resulting code is called rank order coding [34]. While this method does not preserve the actual timing of spikes,
it does encode their relationships. In [35] Van Rullen et al. employed a rank code on the output of a model of retinal ganglion cells. In this case the speed of firing was related to the contrast of the visual stimulus for that cell. Therefore the rank order code encodes the relative contrast but discards the absolute contrast. This is assumed to be acceptable as the visual system can function with varying background light intensities.

In order to perform the rank order decoding each rank had to be assigned a contrast value. To do this 3000 images were flashed before the model ganglion cells and the rank order code was noted. The average contrast normalised over the 3000 images was then calculated for each rank. From this attempts were made to perform image reconstruction. The results are impressive as the images were quite clear after only one percent of the neurons had fired.

One of the problems with this method is where to measure time-to-first spike from. In the work described in [35] the visual stimulus was flashed which provided an obvious initial time. Alternatively the time can be measured relative to a background oscillation, (phase coding), or from another spike, (synchrony or correlation coding).

Examples of phase coding have been observed in rat hippocampal cells [36] and in the cochlear nucleus of the barn owl [37]. O'Keefe and Recce [36] monitored the firing time of hippocampal place cells as rats ran along a track. Location affects the firing rate of the spikes, but in addition the phase relationship of the spikes to the hippocampal theta rhythm, a 7-12Hz sinusoidal oscillation visible in an electroencephalograph (EEG), changed. They showed that there was a better correlation between the rat's location and the phase relationship than between firing rate and position.

In Sullivan and Konishi [37] barn owls were exposed to sinusoidal tones and the firing of magnocellular neurons was shown to exhibit phase locking up to frequencies of 9kHz. If the frequency increased the phase delay also increased. The phase delay was relatively insensitive to sound intensity. Barn owls use interaural time differences to localise sounds in azimuth. In [38] a circuit for detecting interaural time differences was described. The first component was a phase locking circuit which preserved the timing information.

Evidence for synchronised or correlated spiking has been found. In [39] neurons from the frontal cortex of a rhesus monkey were recorded while the monkey performed a GO/NO-GO task. The temporal correlations between the neurons were different for the Go task from the NO-GO task. The average firing rate remained constant. Additionally in [40] the information
rate of a spike train was shown to increase when natural signals containing temporal correlations were encoded into spikes, therefore improving the coding efficiency of the spike train. Spike Timing Dependent Plasticity is a biological learning rule capable of detecting correlations and improving synchrony and is described in section 2.3.

2.3 Hebbian Learning and Spike Timing Dependent Plasticity

In the 1949 book “The Organization of Behaviour” [41] Donald Hebb postulated that:

> When an axon of cell A is near enough to excite cell B and repeatedly or persistently takes part in firing it, some growth process or metabolic change takes place in one or both cells such that A's efficiency, as one of the cells firing B, is increased.

From this postulate, Hebbian type learning came to mean that learning had to be local at the synapse, both pre- and post-synaptic activity had to be occurring, and some time dependent mechanism affected learning [42]. Hebbian learning has traditionally been implemented in response to the mean pre- and post-synaptic firing rate [43]. While in many cases this may be sufficient, it disregards the information contained within the actual spike-timing. In addition to showing that spike timing could hold information which was lost through rate coding methods, Gerstner et al. [33] showed that it was possible to use a Hebbian type learning algorithm to learn these patterns.

Hebb’s postulate implies some timing dependence between pre- and post-synaptic spikes. For cell A to take part in firing cell B the pre-synaptic spike must occur before the post-synaptic. In 1997 Markram et al. [2] showed that when the pre-synaptic spike occurred 10ms before the post-synaptic in pyramidal neurons, the synapse was potentiated. When the order was reversed, depression was induced. If the time difference was increased to 100ms, no change was observed.

In 1998 Bi and Poo [3] and Zhang et al. [4] performed more comprehensive experiments on cultures of rat hippocampal and xenopus tectal neurons respectively. They showed that the synaptic weight was potentiated if the pre-synaptic spike fired first. The smaller the time delay between pre- and post-synaptic spike, the greater the weight change. Again the reverse was observed if the post-synaptic spike fired first. The time window in which potentiation and depression occurred was $t_{\text{post}} - t_{\text{pre}} = \pm 20ms$. The shape of the weight change is shown in
Figure 2.1: Temporally Asymmetric Hebbian Learning algorithm. The time between the post-synaptic firing time, $t_{post}$, and the pre-synaptic spike arrival time, $t_{pre}$, controls the amount of synaptic weight change, $\Delta W$. The weight change curve is drawn using the assumption that the integral of the weight change curve is negative. This is necessary to keep learning stable if weight-independent weight change is implemented [44]. (a) illustrates the situation when the pre-synaptic spike arrives before the post-synaptic spike whereas (b) shows post-synaptic spike firing first.

figure 2.1. This particular type of spike timing dependent plasticity is referred to as Temporally Asymmetric Hebbian (TAH) learning from this point on.

Other biological studies have shown the spike timing dependent nature of synaptic potentiation and depression. The results have shown anti-Hebbian learning, where depression is induced when the pre-synaptic spike arrives first [45]. When the post-synaptic spike arrived first no significant potentiation was observed. Symmetric anti-Hebbian learning was observed in spiny stellate neurons [46] where the synapse was depressed if the time difference between pre- and post-synaptic firing was $\pm10$ms. Asymmetric Hebbian rules have been found where the time difference over which depression occurs is considerably longer than that for potentiation [47, 48]. [49] and [50] provide reviews of the biological findings and mechanisms.

These spike timing dependent learning rules have been shown capable of having cooperative, associative and competitive behaviour. In Zhang et al. [4] they showed that if two synaptic inputs, each unable to trigger a post-synaptic spike themselves, fire at the same time the combined input can result in a spike which in turn will potentiate the two input synapses. Another experiment fired a weak synapse shortly before a strong synapse, causing it to be potentiated by association. In addition if both synapses are strong they will compete for the post-synaptic
spike. Simulations have shown that the definition of the weight change algorithm will have an effect on the final weight distribution. If weight-independent weight change is implemented, competition will dominate and the resulting distribution will tend to be bimodal [44]. In this case, stable weight change requires the integral of the weight change curve to be negative. With this condition, correlated inputs are more competitive and are potentiated while uncorrelated ones are depressed. Experiments performed by Bi and Poo [3] show weight-dependent weight change. Stronger synapses were potentiated less than weaker ones. Depression was weight-independent. This is a less competitive algorithm, and results in a unimodal distribution [51]. If correlated inputs are present, the mean of the distribution shifts to a higher level.

On a larger scale, networks have been shown capable of sequence learning [52, 53]. Boettiger and Doupe [54] reported experiments on the zebra finch forebrain which demonstrated that song learning may be one of the pattern learning tasks that uses spike timing dependent algorithms. Song and Abbott [55] performed simulations which used STDP to implement cortical re-mapping which may play a part in the brain's ability to recover from brain lesions. Spike timing dependent algorithms are also able to increase synchronisation within a network [5, 56].

Synchronisation can be achieved by adapting synaptic delays [6–8, 57, 58]. In [57] Gerstner et al. modelled the coincidence detection of the laminar nucleus of the Barn Owl [38] which is necessary for interaural time difference (ITD) detection. The variation in delay from the magnocellular neurons, which exhibit phase locking [37], to the laminar nucleus [38] was also modelled. The variation in delay will effect the phase information coming from the magnocellular neurons and prevent the ITD being calculated at the laminar nucleus. Gerstner et al. presented a spike timing dependent learning rule which could tune the delays, and therefore preserve the timing information. The phase locked input from the magnocellular neurons was modelled as occurring around a preferred phase of the stimulus tone, and included a 40μs temporal jitter. First the input was applied as a monaural input. After delay tuning phase locking to a 2kHz and 5kHz signal could be obtained with a precision of 20μs and 25μs respectively. This not only rejected those delays which degraded the performance, but improved on the temporal jitter at the input. The input path was then split into two in order to represent binaural input and the interaural time difference was added to one side. During learning the delays were adapted so that phase locking was maintained even with the ITDs incorporated. After learning the laminar neurons are sensitive to the particular ITD present during learning. This allows sound to be localised. The algorithm is powerful enough to achieve a temporal precision smaller than
the rise time of a post-synaptic potential. It is this ability which is particularly important to this work as transistor mismatch will affect the time constants of the design.

The circuitry required to assess whether a spike timing dependent algorithm can minimise the effect of transistor mismatch will consist of neuromorphic circuits. The following section introduces neuromorphic circuitry and describes adaptive circuitry, including STDP circuits, capable of learning and improving temporal correlations.

2.4 Neuromorphic Circuitry

In the late 1980s Carver Mead, a professor at the California Institute of technology, coined the term "neuromorphic electronics" to mean electronics where the principles of design were inspired from the biological nervous system. He argued that as the brain was far more computationally efficient than man-made methods of computation in terms of energy consumption, while being far better at interacting with the environment, circuit performance could be improved by learning from biology [59, 60].

Since then circuitry designed with biological principles in mind has been used both to advance knowledge about how the brain may work, and to create robust methods of solving real world problems.

There are many custom made circuits used in neuromorphic designs but most systems contain silicon neurons, synapses, which may or may not be adaptive, and a method for connecting them.

2.4.1 Silicon Neurons

In his 1989 book, [59], Carver Mead described a circuit which implements the Axon Hillock of a neuron. It is an integrate-and-fire neuron in that its input current is integrated on the membrane capacitor until the membrane potential reaches a firing threshold. The neuron spike causes the membrane, and therefore the neuron, to be reset. It is a simple circuit which only allows control over the pulse width. The membrane threshold is set at fabrication time. Therefore although it was used in [61], it has been superseded by circuits that allow additional control of circuit parameters such as membrane threshold and refractory period [9, 62, 63]. Neurons have also been designed that implement spike frequency adaptation [10]. This reduces the output firing
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Figure 2.2: Current mirror integrator configured as an excitatory synapse. After a spike is applied at Vpre an exponentially decaying current, with a time constant set by Ve, is supplied at lex. The weight of the synapse is controlled by Vw.

rate if a large constant current input is applied. Another disadvantage to the neuron described in [59] is its high power consumption. A neuron optimised to reduce power consumption is presented in [64].

The integrate-and-fire model [27] is a simulation model which circuits emulate. When compared to biological neurons, it is considerably simpler but has been shown suitable for predicting the spike train of pyramidal neurons [65]. It does not, however, accurately represent the biological mechanisms that occur during spiking. The Hodgkin-Huxley model [66] is more complete as it includes information about individual ion channels within a neuron. Even though this model is more complicated in 1991 Mahowald and Douglas [67] reported a silicon neuron design based upon it. Hodgkin-Huxley type silicon neurons have been used in systems developed as tools for neurophysiology experiments [68].

2.4.2 Synapses

Synapses are used to provide the current input to the neurons. Usually the amount of current is controlled by a weight. These synapses can be excitatory, inhibitory or shunting inhibitory. These increase membrane potential, decrease the membrane potential and draw the membrane potential towards the resting potential of the neuron respectively. Excitatory inputs make it more likely a neuron will fire while inhibitory inputs make it more difficult.
One common configuration of synapse, which can be either excitatory or inhibitory is the current mirror integrator [62, 69], see figure 2.2 (excitatory configuration). After a spike it provides an exponentially decaying current with a time constant set by $V_e$ when the circuit is biased sub-threshold. The weight is controlled by $V_w$. A mathematical description can be found in [69] and results from a fabricated circuit are reported in [62]. Alternative synapse configurations can be found in [9, 63, 70–72]. The circuit model in [72] models the short-term synaptic dynamics described in [73] and [74]. If a synapse is activated at a fast rate the magnitude of the synaptic output decreases. Therefore the firing rate of the associated neuron will decrease, and the resulting behaviour will be similar to that of the neuron with spike frequency adaptation [10].

One critical issue for synapses is the storage of the weight. Ideally it should be stable over a long time scale, but easily updated to allow learning. The easiest method for weight storage is across a capacitor. This is a volatile method of storage, and for any learning to remain in the absence of input activity, the weight voltage has to be refreshed. Ultimately this will mean quantising the weight voltages. In [75] the weight voltage is compared to a threshold and driven to either the maximum or minimum weight, resulting in a long-term bimodal distribution. A bimodal distribution may be all that is required for an application, but if a more continuous distribution of weights is required, the circuitry described in [76] drives the weight towards a range of attractor points, allowing a multi-state weight. Alternatively a wide range of weights could be used, if the quantising and refreshing was done using an analogue to digital converter, with the resulting digital weights stored in a digital memory. The analogue weight voltages could then be recreated when needed, by a digital to analogue converter. Unfortunately this approach requires a large area to be available for synaptic storage.

The approach in [70] and [71] is different. They use floating-gate transistors as the synapses. The weight can be stored in a non-volatile manner on the floating gate. While this solves the long-term weight storage problem, the characteristics of the programming mechanisms required for weight updates vary even across a single chip, requiring feedback controlled programming mechanisms to be used [77].

The weight, $w$, of a synapse can be defined as [78]

$$w = nnpq$$

(2.1)

where $n$ is the number of release sites, $p$ is the probability of synaptic release per site and $q$ is
a measure of the effect of the post-synaptic effect of the synapse. This led to a further different approach being taken in [79] where, instead of varying the weight by adjusting $q$, the weight was quantised and then applied as a series of input spikes, e.g. a weight of four corresponded to four input spikes, varying $n$. In [80] the probability of release, $p$, could be controlled. This was achieved by gating the inputs spikes with a probabilistic signal determined by the weight; the stronger the weight the more likely transmission was.

Which method is used will ultimately depend on the system in which the weights are being used, the available space, the required length of storage etc.

2.4.3 Connectivity

When small networks are used to prove particular algorithms or circuit architectures, the internal connectivity can be easily managed and the outputs connected to output pins on the chip. As the circuits scale, in some cases containing over 1000 neurons, for example [81], a new method for interconnecting these neurons both internally and to the outside world is needed.

The method most commonly used is Address Event Representation (AER) [82]. It uses an asynchronous bus system to read out spiking events. When a neuron fires, it requests use of the bus, and its location is placed on it. The time of the spike is not needed as it is essentially being transmitted in real time. This address can then be used to index a look-up-table of connectivity, and spikes can be sent back in to all the synapses connected to it. The bus works considerably faster than the time constant of a neuron, allowing many events to be transmitted within the timescale of one neural event. An arbitration scheme has been designed which queues events if multiple neurons request access to the bus at the same time. While this will affect the timing of some of the spikes, it should be negligible compared to the neural timescale.

This method has been successfully used in many neuromorphic circuits with [83] describing a neuromorphic system consisting of five neuromorphic AER chips.

2.4.4 Applications and Learning Circuitry

Using circuits such as these building blocks, circuits have been designed that can perform various functions. The structure of the ear has been modelled resulting in silicon cochleas [84, 85] and low power cochlea implants [86]. Phase locking has also been implemented in
aVLSI. In [87] the authors presented a silicon neuron which modelled the bushy cell. The phase locking was measured using vector strength\(^1\) and improved from 0.82 to 0.95 and from 0.6 to 0.97 for a tone of intensity 70dB and 110dB respectively. Silicon retinas have been designed which range from ones that directly reflect the structure of the retina [88] to transient image detectors that have spiking output [89]. The transient sensor described in [90] has been used as the input to orientation selective circuitry [91], and also a selective attention system [92] which uses a winner-take-all circuit to identify the important part of its field of view and orients the image sensor so that it is pointed at it.

Qi et al. [93] and Häfliger and Aasebø [94] both implemented time-to-first spike circuitry. In [93] a time-to-first spike CMOS imager was presented. The photocurrent from each pixel was integrated on the membrane capacitor of a neuron. The first spike was read out using an AER bus and then the pixel was disabled until the next frame. The time of the spike was then used as a measure of intensity allowing the image to be reconstructed.

Häfliger and Aasebø [94] implemented a rank order coder for 31 inputs. The input spikes were applied as AER pulses and then reconstructed using a current mirror integrator synapse and an integrate-and-fire neuron. The synapse that receives the highest number of spikes will have the highest output current and therefore the neuron associated with it will fire first. The spikes from the 31 neurons were connected to columns of winner-take-all circuits. The winner of the first column is the first spike to fire. All the other spikes are then passed to the next column which was won by the second fastest spike and so on. The circuitry was tested with ranked input patterns and the rank coder produced a good approximation to the input. The authors envisioned the circuitry being used with a silicon cochlea within a speech recognition system or in a vision processing system similar to that in [35].

Many of the learning rules used in neural simulations are unsuitable for aVLSI implementation. However, some spike timing dependent learning algorithms have been implemented due to their relative simplicity. Häfliger et al. [95] implemented a learning rule based on the Riccati equation [96]. It was capable of weight normalisation, weight-dependent weight change, and was shown to detect temporal correlations of 40%.

Floating-gate synapses have also been used to implement spike timing dependent learning rules.

\(^1\) Vector strength is a normalised sum of unit vectors, one for each spike. A strength of one indicates perfect locking whereas a random phase distribution would have a strength of zero. [87]
The nature of floating-gate programming results in these learning rules implementing weight-dependent weight change algorithms.

Temporally asymmetric Hebbian learning has been investigated [9, 10, 75, 81, 98–100] using aVLSI implementations. An alternative approach is described in [79]. The synaptic weight was held in the AER look-up table. Weight modifications were then implemented by reconfiguring the architecture of the associated AER circuitry to calculate the time intervals between spikes.

The circuits in [9] and [99] allowed full control of the learning algorithm parameters. The maximum and minimum weight change, width of window and area of potentiation and depression were all adjustable. The learning could be weight-independent or weight-dependent. A two layer network was fabricated. The first layer consisted of four neurons each with six synaptic inputs. The second layer neuron also had six inputs. The output of the four first layer neurons and two others.

In [99] it was shown that with the weight change set to be weight-independent, a single neuron could detect firing synchrony between its inputs. Each of the six inputs had a Poisson distributed spike train with a firing rate of 30Hz. Two of the inputs shared 20% of their spikes and the weight of their synapses were potentiated. Synchrony detection was also tested across the two layer network. Two of the inputs for each neuron shared 50% of their spikes. In addition 25% of the spikes in inputs 1 and 2 for neuron 1 were in inputs 1 and 2 to neuron 2. The 25% synchrony was detected at the second layer.

A test was also performed on the circuitry with weight-dependent weight change activated. In this case a single neuron could detect and potentiate the synapse with 10% common firings.

A further test with the weight-dependent learning rule was reported in [9]. In this test the spikes trains were correlated but did not contain synchronous spikes. Synaptic inputs 1 and 2 for the first layer neurons had correlation levels of approximately 5% and the second layer correlation level was lower. During learning the correlations were detected and the weights of the synapses with correlated input were potentiated. It was also shown that the learning process amplified the correlations between input 1 of neuron 1, and both the output of neuron 1 and the second layer neuron.

The circuitry designed by Arthur and Boahen [81] demonstrated the spike synchronisation property of STDP within a phase coding environment. Each neuron was inhibited by a leak-
age current modulated by an 8.3Hz theta rhythm. Variability in the process will cause some neurons to be more excitable than others, and therefore fire at an earlier phase compared to the theta rhythm. Applying STDP tended to cause strong excitatory connections to develop between neurons that responded quickly to the input stimulus, and ones that responded slowly. This in turn caused the slower neurons to fire faster, improving synchrony. If during learning the stimulus presented was a pattern, this pattern was learned. If a portion of the pattern was subsequently stimulated, the strong excitatory connections between neurons caused additional neurons to fire resulting in pattern completion.

The variability of the neurons reported in [81] is caused by transistor mismatch. Section 2.5 introduces transistor mismatch and describes some of the methods that can be used to reduce its effect.

### 2.5 Transistor Mismatch

Transistor mismatch is the term given to the variation in drain current in nominally identical transistors. In 1989 Pelgrom et al. [11] published a highly influential paper in which the mismatch in transistor threshold voltage ($V_{TO}$) and current factor ($\beta$) were derived.

\[
\sigma^2(V_{TO}) = \frac{A^2_{V_{TO}}}{WL} \tag{2.2}
\]

\[
\frac{\sigma^2(\beta)}{\beta^2} = \frac{A^2_W}{W^2L} + \frac{A^2_L}{WL^2} + \frac{A^2_{\mu}}{WL} + \frac{A^2_{Cox}}{WL} \approx \frac{A^2_{\beta}}{WL} \tag{2.3}
\]

- $\sigma^2$ variance
- $V_{TO}$ threshold voltage with bulk-source voltage equal to 0
- W transistor width
- L transistor length
- $\beta$ transconductance parameter, $C_{ox}\mu \frac{W}{L}$
- $C_{ox}$ gate oxide capacitance per unit area
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\[ A_W \quad \text{process related constant for } W \]
\[ A_L \quad \text{process related constant for } L \]
\[ A_\mu \quad \text{process related constant for } \mu \]
\[ A_{Cox} \quad \text{process related constant for } C_{ox} \]

The approximation in equation 2.3 holds true if \( W \) and \( L \) are large enough. Other factors become important if the spacing between devices is large or \( V_{sb} \) does not equal zero.

The resulting mismatch in drain current is then [11, 101]

\[
\frac{\sigma^2(I_d)}{I_d^2} = \sigma^2(V_{T0}) \left( \frac{g_m}{I_d} \right)^2 + \frac{\sigma^2(\beta)}{\beta^2}. \tag{2.4}
\]

\( I_d \quad \text{transistor drain current} \)
\( g_m \quad \text{small-signal transconductance, } \frac{\partial i_d}{\partial v_{gs}}, \text{ evaluated at the quiescent point} \)
\( v_{gs} \quad \text{transistor gate-source voltage} \)

From equations 2.2 and 2.3 it can be seen that as device sizes reduce, mismatch will become more of a problem. It is somewhat mitigated by the fact that with each technology scaling \( A_{V_{T0}}^2 \) reduces. This has been linked to a reduction in the oxide thickness \( (T_{OX}) \) [11, 102, 103] but as other factors change with technology scalings this can not be proved conclusively [104]. Unfortunately reductions in the power supply accompanying a technology scaling mean any mismatch in \( V_{T0} \) has a larger affect. The area of a minimum size transistor reduces with the square of the feature size. As reduction in \( A_{V_{T0}}^2 \) is approximately linear with minimum transistor length, the overall effect is that the mismatch of a minimum size transistor increases with each scaling [13].

The equations in [11] were developed using a 2.5\( \mu \)m process. Since then further studies on device mismatch in smaller technologies have been undertaken which still show the \( 1/WL \) relationship to hold, except when the transistors are narrow and long or wide and short [105, 106]. As transistor dimensions become smaller the difference between \( WL \) and \( W_{eff}L_{eff} \) becomes significant. Therefore

\[
\sigma^2(V_{T0}) = \frac{A_{V_{T0}}^2}{W_{eff}L_{eff}} \tag{2.5}
\]
is a more accurate measure of $V_{T0}$ mismatch [105]$^2$ where $W_{eff} = W_{\text{drawn}} - DW$ and $L_{eff} = L_{\text{drawn}} - DL$. It was also shown that as the length reduction factor (DL) was greater than the width reduction factor (DW), improved matching could be achieved with transistors of a smaller area if the drawn length was longer.

As the minimum feature size moves into the deep-sub-micron range, an additional mismatch term becomes important - the gate leakage mismatch [107]. This mismatch contribution decreases with increasing $W$, but increases with $L$. As a result there is a minimum level of mismatch attainable while maintaining the $W/L$ ratio [107]. There will be an improvement if $W$ alone is increased, but at the expense of power consumption.

In order to reduce power consumption, the gate voltage overdrive ($V_{gs} - V_T$) can be reduced but this increases the effect of $V_{T0}$ mismatch. As $V_{gs}$ reduces, the mismatch levels increase until subthreshold operation is reached at which point it plateaus [11, 12, 108].

The drain current in a subthreshold transistor is [109]

$$I_d = I_0 S \exp \frac{V_{GB}}{nU_t} \left( \exp \frac{-V_{SB}}{U_t} - \exp \frac{-V_{DB}}{U_t} \right)$$  \hspace{1cm} (2.6)

where $I_0$ is the zero bias current, $S$ is the $W/L$ ratio, $n$ is subthreshold slope coefficient, $U_t$ is the thermal voltage $kt/q$ and $V_{GB}$, $V_{SB}$ and $V_{DB}$ are the gate to substrate, source to substrate and drain to substrate voltages respectively.

$\frac{q_m}{I_d}$ increases as $V_{gs}$ reduces from strong inversion to weak inversion, and therefore $\sigma^2(V_{T0}) \left( \frac{q_m}{I_d} \right)^2$ becomes the dominant part of equation 2.4. If $\frac{q_m}{I_d}$ is calculated for subthreshold operation from equation 2.6, it is a constant. The plateau effect results from $\frac{q_m}{I_d}$ being constant in subthreshold [12]. When subthreshold mismatch is characterised specifically, it follows the $1/WL$ law in most cases [12, 108].

In [110] guidelines for optimum matching were set out. They are listed in table 2.1. These rules are primarily layout guidelines but rules 1, 3 and 8 should be considered during the design phase. Rules 1 and 3 come about as DL, DW and the short channel effect all cause variation in the current output of transistors with different areas but the same $W/L$ ratio. Variations in oxide thickness, which effects threshold voltage, die orientation and temperature all cause gradient

---

$^2$Lakshmikumar et al. [101] also determined mismatch levels with respect to effective width and length but much of the intervening work concentrated on $W_{\text{drawn}}$ and $L_{\text{drawn}}$. 
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1 Same structure
2 Same temperature
3 Same shape, same size
4 Minimum distance
5 Common-centroid geometries
6 Same orientation
7 Same surroundings
8 Non minimum size

Table 2.1: Rules for optimum matching [110]

effects [104]. These gradients give rise to rules 2, 4 and 5. Common-centroid geometries ensure that matched transistors are laid out such that the centre of gravity of the transistors is the same. Therefore the gradients should effect all transistors equally. Figure 2.3 shows two examples of common-centroid layout for two transistors. (b) is the preferred layout, as it is common-centroid in both the x and y axis through placement, rather than just by the symmetry of the device, but it is more difficult to layout. This is especially true when large transistors are required, as it is preferable that no single transistor in the layout is very large. The dummy transistors shown address rule 7. The polysilicon etch rate depends on the distance to the nearest placement of polysilicon. Therefore, to ensure that any variation to the gate dimensions is consistent for all transistors, strips of polysilicon should be placed an equal distance away from the outside edge.

Pavasovic et al. [108] presented evidence of edge and gradient effects and their affect on the matching of subthreshold biased transistors. The edge effects caused NMOS currents to drop to 70% of mean current while the PMOS current rose to 180%. There were visible oscillatory variations in current with a high spatial frequency, which they termed striations, and longer-range gradients. They showed that after removing these systematic effects, the 1/WL relationship held.

To minimise the effect of mismatch during the design phase, the obvious solution is to increase the active area and in [111] a high level of current matching was achieved through careful layout and device sizing based on equation 2.4. However, this strategy ignores the benefits of moving to a smaller technology, and may not be possible if the additional capacitance associated with the larger devices reduces the speed of operation too much [13]. The circuitry should also be designed such that it is biased in a region where mismatch will have the least effect. The
gate voltage overdrive, $V_{gs} - V_T$, should be large when matched currents are required as any variation in $V_{T0}$ has less effect. If identical currents are being applied and matched $V_{gs}$ is the aim, the desired $V_{gs}$ should be small [104]. It has also been reported that NMOS transistors match better [11, 101] and therefore should be used where possible. However in [106] results from a 0.4μm BiCMOS process showed that if the bias condition was set by a reference current, the PMOS transistors would match better. This comes about as for the same size of device and current, a PMOS will require a higher $V_{gs}$.

Post-fabrication trimming or calibration can also be used to improve the matching characteristics. Floating-gate devices were used in [17] and [18]. In [17] a current mirror was made using two floating-gate NMOS transistors. After programming, transistor mismatch for currents greater than 45μm was reduced to less than 0.1%. In [18] trimming was used to improve matching while the circuit was biased using a low gate voltage overdrive. This voltage bias was in the temperature insensitive range for the current source, allowing good matching across temperature gradients and in changing environmental conditions.

Maunu et al. [112] described another method for current source calibration. A single transistor provided $I_q$ which was approximately 80% of the desired $I_{out}$. The remainder could be made.
Figure 2.4: Dynamic Current Mirrors. (a) An example of the dynamic current mirror implemented in [113]. During calibration S3 and S1 are closed allowing a bias to be set across C1 so that \( I_q + I_r = I_{\text{ref}} \). If \( I_q \) is not included the bias across C1 will be set such that \( I_r = I_{\text{ref}} \) [14, 114]. During operation S3 and S1 are open and S2 is closed. \( I_{\text{out}} \) should now equal to \( I_{\text{ref}} \). (b) An alternative calibration scheme where an offset to the source voltage of P2 is set by closing S1 while \( I_{\text{out}} \) is connected to \( I_{\text{ref}} \).

up by switching in a selection of current sources, adding to \( I_q \), until \( I_{\text{out}} \) fell within the desired accuracy. The smaller current sources were nominally \( 0.4I_{\text{out}}/N \) where \( N \) is the number of current sources. The finer current sources could have a larger standard deviation about \( I_q \) and were therefore smaller. Through simulation the authors showed that a mean current of 10\( \mu \)A could be matched with a standard deviation of 0.25% when 7 smaller current sources were used. Achieving this level of mismatch with a single transistor would require 3 times the area in the 0.13\( \mu \)m process simulated. The circuitry that compared \( I_{\text{out}} \) to the desired reference current was not shown and would have to be well matched and therefore large. This would decrease the area saving, but if a large number of calibrated currents were required and, importantly, if the simulations prove accurate, this could still be an area efficient method of ensuring matching.

In [113] a similar calibration technique, was performed but instead of selecting a set of smaller currents to make up the remainder, a dynamic biasing technique was used for the final 10% of the current, figure 2.4(a). \( I_q \) is nominally \( 0.9I_{\text{ref}} \) but will vary with mismatch. During calibration S3 and S1 are closed. Current is then sunk by \( I_q \) and N1 with the remainder causing the
voltage across $C_1$ to rise until $I_q + I_r$ equals $I_{ref}$. $C_1$ can be the parasitic gate-source capacitance, $C_{gs}$. During operation $S1$ and $S3$ are open and $S2$ is closed. $I_{out}$ is now approximately $I_{ref}$, assuming the voltage across $N1$ and $I_q$ is similar during operation and calibration and that any charge injection from the switching of $S3$ is small. Charge will leak off $C_1$ over time which will affect $I_{out}$. In order to maintain a high level of matching, the calibration will have to be repeated at an interval determined by among other things, $C_1$ and the $g_m$ of transistor $N1$ [113]. When an array of these current sources was measured, the currents matched to within 0.02%

Others have implemented dynamic current mirrors, as the circuit in figure 2.4(a) is called, that do not have $I_q$ in parallel with $N1$ [14, 114]. In this case the bias voltage across $C_1$ is large enough that $I_r$ equals $I_{ref}$. $I_q$ was added in [113] to allow $N1$ to be sized in order to minimise the effect of charge injection during switching. It also had the effect that $C_{gs}$ increased and the $g_m$ of transistor $N1$ decreased, which in turn increased the time interval required between calibrations. However this method also has disadvantages. The current $I_q$ must be less than $I_{ref}$. Therefore the transistors making up $I_q$ will have to be large enough that mismatch does not cause the current to rise above $I_{ref}$. In fact it has to be kept low enough so that the bias voltage required for $N1$ is sufficiently large that $I_q$ remains in saturation during calibration. Wegmann and Vittoz [14] provided their own method of minimising charge injection from switching. They designed bias circuitry which only turned on the switch transistor just enough to allow the bias current to be set. This reduced the amount of channel charge in the switching transistor and the charge injection caused by it. An accuracy of 0.05% was achieved.

Figure 2.4(b) shows an alternative dynamic matching technique described in [115]. In this case during calibration $I_{out}$ is connected to a current source matching $I_{ref}$ and $S1$ is closed. The difference between $I_1$ and $I_{ref}$ will then change the voltage across $C_1$. This will affect the $V_{ds}$ developed across transistor $P3$ which will change the $V_{gs}$ of transistor $P2$ until $I_{out}$ and $I_{ref}$ match. During operation $I_{ref}$ is disconnected from $I_{out}$ and $S1$ is opened. $I_{out}$ can only be reduced. Therefore this system can only correct $I_{out}$ if it is greater than $I_{ref}$. A two-stage biasing scheme was introduced which allowed $I_{ref}$ to be connected to $I_{out}$ and allowed bidirectional compensation to be realised. In contrast to the previously described dynamic current mirrors, the output of this circuit is a matched current of the same polarity as the reference current. The results presented were from simulation but showed a matching ability of 1% for currents as small as 1nA.
Dynamic techniques have also been used to implement current dividers [15] and comparators [16]. The current divider uses a convergent algorithm to divide the input current by any integer N. The comparator uses dynamic biasing to remove mismatch within a differential pair.

Other techniques available for minimising mismatch effects beyond gate overdrive and increased area are ultimately going to be required [103, 107] as design constraints restrict the dimensions or power consumption. The aim of this work is to investigate whether spike timing dependent adaptation has the capability to be one of these other techniques. Section 2.6 describes the algorithm that was used as the context for this investigation.

### 2.6 Depth-from-Motion Algorithm

In 1999 Wörgötter et al. [21] proposed an algorithm that calculated the depth of an object in a scene, from the speed at which it passed over a radial flow field. This algorithm was chosen as the context in which to investigate the ability of spike timing dependent adaptation to minimise the effect of process mismatch. Some background details of the algorithm are presented here.

When a three dimensional point is projected onto a two dimensional plane, the transformations

\[
x' = \frac{f}{z} x \quad y' = \frac{f}{z} y
\]

occur where \(x, y\) and \(z\) are the coordinates in three dimensional space, \(f\) is the focal length of the lens and \(x'\) and \(y'\) are the coordinates of the projection [116].

These relationships show that the position of any projected point is proportional to the focal length of the lens, and inversely proportional to depth. This relationship provides the necessary information to allow the depth-from-motion algorithm to work. If the projected point remains at the same \(x\) and \(y\) position but there is a change in the depth \((z)\), from the focal plane moving forward, the projected coordinates, \((x', y')\), will change in response and the depth can be calculated.

The two equations in equation 2.7 are sufficient to calculate depth if the speed of forward motion is known, but if the coordinate system is changed from Cartesian to polar coordinates,
the equations could be combined to give the single equation

$$r' = \frac{f}{z} r$$

(2.8)

where

$$r' = \sqrt{x'^2 + y'^2} \text{ and } r = \sqrt{x^2 + y^2}.$$ 

For this reason the retina was arranged radially, with a number of neurons along each axis as shown in figure 2.5. A radial flow field is induced along each axis by forward motion of the retina.

The neurons are designed to be excited whenever a sufficiently strong grey level change occurs. This effectively produces edge detection. The time difference between the excitation of two neighbouring neurons along a radii can be used to determine the depth of that edge. Full details can be found in [21].

Each neuron is only connected to its nearest neighbour on each side along the radius. For this algorithm it is assumed that the centre of the retina is positioned on the $z$-axis (depth), and that it is orthogonal to the direction of motion. This leads to a purely radial flow field as the retina is only moved along its optical axis.

The time difference between the firing of two neighbouring neurons is used. This means that only local operations are necessary and the algorithm can have a parallel implementation. While this is a computational advantage, it makes the algorithm highly sensitive to noise, for example
camera shake. To help reduce the effect of this noise, a prediction mechanism was added to estimate when the next neuronal excitation should take place. This is achieved by taking the position of the edge (calculated from the first two neuron firings) and a knowledge of the neuron placement, and using it to calculate a predicted time for the firing of the next neuron.

\[
\Delta Z_p = r f \left( \frac{1}{r_n} - \frac{1}{r'_{n+1}} \right)
\]  

(2.9)

\(\Delta Z_p\) is the depth the focal plane must move forward, for an edge to move from neuron \(n\) to \(n+1\). \(r'_n\) is the position of the \(n\)th neuron on a radial axis of the retina. The time taken for the edge to move between neurons is then equal to \(\Delta Z_p\) divided by the forward velocity.

The excitation of the third neuron will only be accepted as related to the first two if it occurs within a specified time window. When the third excitation occurs this can be used to refine the determined edge coordinates. If the depth is to be sampled at regular intervals the neuron placement should result in \(\Delta Z_p\) being constant for all \(n\). This was not the case in [21], but in a follow up paper [117], an attempt was made to do this. However it was found not to be possible as only a few neurons could be placed along a radius. Instead the retina was structured such that small sections sampled at regular intervals; but each section did not have the same sampling interval.

If this prediction mechanism is implemented in analogue VLSI, mismatch will inevitably degrade its performance. This work adds spike timing dependent adaptation circuitry to the prediction mechanism to minimise the effect of mismatch.

2.7 Summary and Conclusions

When Carver Mead introduced neuromorphic engineering in his 1989 book [59], many of the circuits operated in subthreshold where mismatch is a particular problem. Despite this he devoted very little space to resolving the problems of mismatch, but suggested that it was unwise to assume currents would be matched to anything closer than a factor of two, and that circuits should be designed that can tolerate this variation or perform self-compensation.

Spike Timing Dependent Plasticity is a neural algorithm, which operates on the timing between spikes, and has been shown to be capable of adapting synaptic delays. If the prediction element...
of the depth-from-motion algorithm described by Wörgötter et al. [21] is implemented in analogue VLSI mismatch will compromise the timing of the output. It is the intention of this work to evaluate the ability of spike timing dependent adaptation to reduce the effect of transistor mismatch.

The following chapters describe the circuitry within this evaluation. Chapter 3 introduces the neuromorphic circuitry required to implement the prediction element of the depth-from-motion algorithm. Chapters 5 and 6 describe two implementations of spike timing dependent circuitry and report on their ability to minimise the effect of mismatch. The effect of mismatch on the system is also clearly visible.
Chapter 3
System Overview

3.1 Introduction

The algorithm described in section 2.6 has many interesting aspects. However, this work concentrated on the prediction element. This resulted in the system shown in figure 3.1. The spike firing circuit is made up of three integrate-and-fire neurons that are set to fire at predetermined intervals. For example, the delay between neurons one and two firing may be the same as the delay between neurons two and three. In a complete system the intervals would be determined by pixel spacing. The spikes from neurons 1 and 2 are passed to the prediction network which generates another spike, spike 3p (i.e. “predicted”, not actual), at a time determined by the firing times of the input spikes. The timing of this spike can then be compared to that of spike 3 by the spike confirmation block. Spike 3 will only be accepted as genuine if it arrives within a given time window of spike 3p. The adaptive STDP network provides feedback to the prediction network, determined by the difference between the actual firing time \( t(3) \) and its predicted time \( t(3p) \).

The following notation will be used: neuron \( x \) fires spike \( x \) at \( t(x) \). If a spike name ends with \( p \), e.g. spike \( xp \), it is the prediction of the spike \( x \).

3.2 Integrate-and-Fire Neuron

Figure 3.2 shows an analogue VLSI leaky integrate-and-fire neuron based on those shown in [62] and [118]. The input current, \( lin \), causes the voltage across \( Cm \) to rise. When this rises above \( Vth \) the neuron output goes high. \( Cfb \) applies positive feedback to reinforce the spike. The refractory circuitry also goes high, which discharges \( Cm \) at a rate controlled by \( Vpw \). \( Vbref \) controls the length of the refractory period, i.e. the minimum time possible between spike firings. \( Vleak \) can be set to ensure any charge on \( Cm \) leaks away over time if the neuron does not fire. This is particularly useful if the neuron is being used to identify coincidence in inputs or integrating the output current from a pixel, as it can be used to subtract the dark current.
System Overview

3.3 Confirmation Block

The confirmation block is shown in figure 3.3. The Neuron block is the same as that shown in figure 3.2 but $V_{\text{leak}}$ is set in combination with $V_{\text{wfc}}$ so that only two spikes arriving within a fixed time, e.g. $|t(3) - t(3p)| < 500\mu s$, will cause the neuron to fire. $In$ from one spike is not enough to cause the neuron to fire. The leakage current causes the membrane voltage to drop, such that if the second spike arrival does not happen within a short enough time, the neuron will not fire. The refractory period of the integrate-and-fire neurons can be set long enough that two spikes from the same neuron cannot cause the confirmation spike to fire.

3.4 Prediction Network

The spacing of the pixels on the artificial retina determines the relative times between the firing of spikes 1, 2 and 3. The initial assumption is that the retina has been designed such that the time delay between spikes 1 and 2 equals that of spikes 2 and 3. Therefore the prediction is

Figure 3.1: **System Block Diagram.** Neurons 1 to 3 fire at predetermined intervals. Neuron 3p fires at a time predicted from the firing times of neurons 1 and 2. If the neurons fire at equal intervals $t(3p) = t(2) + \{t(2) - t(1)\}$ where $t(1)$ is the firing time of spike 1, $t(2)$ for spike 2 etc. Spike 3p is the prediction of spike 3.

The component sizes and bias voltages are detailed in appendix B.
Figure 3.2: **Leaky Integrate-and-Fire Neuron.** In is integrated on Cm and when the voltage across it rises above Vth the neuron fires. Cm is then discharged at a rate controlled by Vpw and the neuron refractory period is controlled by Vbref. Vleak controls the leakage current.

Figure 3.3: **Confirmation circuitry.** The biases Vwfc and Vleak, within the neuron block, are set so that only two input spikes that arrive within 500μs of each other cause the output neuron to fire. The neuron is the same as the one in figure 3.2.

such that $t(3p) = t(2) + \{t(2) - t(1)\}$. As reported in [117], this assumption will not be valid at all times. Therefore any prediction circuitry must be able to predict a $t(2) - t(1):t(3) - t(2)$ ratio with a $1:x$ relationship.

The prediction network consists of the prediction circuitry and neuron 3p. Figure 3.4 shows how the prediction circuitry can be connected to neuron 3p to create a prediction spike. Spikes 1 and 2 are inputs to the prediction circuit, and the output is a signal indicating when the spike is to be fired.

Chapter 4 details three possible circuit architectures that could be used to make up the prediction network.
Figure 3.4: Prediction network. The prediction circuitry initiates a signal when it predicts spike 3 will fire which causes neuron 3p to fire. This prediction is based on the timings of spikes 1 and 2.

3.5 Adaptive Network

The adaptive network takes spikes 3 and 3p as its input. The circuitry uses the relative timings of these spikes to provide feedback to the prediction circuitry, allowing an improved prediction. The methods used are described in chapters 5 and 6.

3.6 Summary

This chapter has introduced the circuitry that will be used to implement the prediction element of a depth-from-motion algorithm. The circuitry for the integrate-and-fire neurons and confirmation block is described. The interactions they will have with the prediction and adaptive networks are shown. The full circuit details can be found in subsequent chapters.
Chapter 4
Prediction Circuit Architectures

4.1 Introduction

The prediction circuit has to be able to issue a signal to fire a spike at a time determined by the arrival of spikes 1 and 2 and the neuron placement on the retina, see section 3.4. In this implementation, it is assumed that the interval between spikes 1 and 2 is the same as that between spikes 2 and 3, but any design should be flexible enough to allow other ratios.

Three possible architectures are presented here. The first uses a single current source which charges two capacitors, the first charging between spikes 1 and 2 and the second between spikes 2 and 3p. When the voltage across the second capacitor reaches the voltage across the first, spike 3p can be fired. The other two are based on the principle of charging and discharging a single capacitor with matched currents. If the currents are perfectly matched the voltage across the capacitor will return to its starting level after the appropriate delay has occurred. A spike can then be fired.

4.2 Two Capacitor Circuit

This circuitry is based on the principle that capacitor matching is superior to that of currents. The circuitry is shown in figure 4.1. The control signals \( t_1 - 2 \) and \( t_2 - 3p \) are generated by spike triggered SR Latches, e.g. set connected to spike 2 and reset connected to spike 1 results in \( t_1 - 2 \).

The sequence of events is as follows:

\[
\begin{align*}
\text{t(1)} & : \text{Spike 1 is fired and C1 and C2 are discharged through N1 and N2 respectively.} \\
\text{t(1)-t(2)} & : \text{P2 is on and C1 is charged by the current set by } Vb. \\
\text{t(2)} & : \text{P2 turns off while P3 becomes active.} \\
\text{t(2)-t(3p)} & : \text{C2 is charged by the current set by } Vb.
\end{align*}
\]
Figure 4.1: *Prediction circuit using two capacitors.* $C_1$ charges between $t(1)$ and $t(2)$ and $C_2$ charges from $t(2)$ to $t(3p)$. A spike is issued when $V_2$ rises above $V_1$.

When $V_2$ rises above $V_1$ the fire spike signal is activated ending the sequence.

In order to test the circuit’s response to mismatch, the Cadence Monte Carlo simulation tool was used. This varies the SPICE transistor parameters, $V_{T0}$ (threshold voltage) and $U_0$ (mobility) by an amount related to the observed variance in a process, in this case the Austria Microsystems (AMS) CSI 0.35$\mu$m process. The circuit was subjected to 100 runs, the error in the prediction, $t(3p) - t(3)$ was measured, and the results can be seen in figure 4.2. The time between spikes 1 and 2 was 5ms.

The prediction error results are mostly within the $\pm500\mu$s range. The slight negative bias to the distribution is caused by the charge injection from $C_1$ to $C_2$ when $P_2$ and $P_3$ switch. The effect of charge injection is to reduce $V_1$ while raising the starting point for $V_2$. While the capacitors will be better matched, the accuracy of the prediction now relies on the ability to reduce charge injection from the switching of $P_2$ and $P_3$, and the matching within $D_1$.

4.3 Dynamic Current Mirror

Another way to predict the firing of spike 3 is to charge a capacitor between $t(1)$ and $t(2)$, and then discharge it with a matched current source after $t(2)$. When the voltage across the capacitor returns to its starting point, spike 3$p$ should be fired.
Figure 4.2: Distribution of prediction errors for the two capacitor prediction circuitry. One hundred Monte Carlo simulations were run and the prediction error, \( t(3p) - t(3) \), was measured. \( t(2) - t(1) = 5\text{ms} \)

The significant source of error in this prediction will be any mismatch between the charging and discharging currents. The dynamic current mirror, described in [14], is an architecture designed specifically to minimise the effects of mismatch. The dynamic current mirror prediction circuit is shown in figure 4.3.

The sequence of events is as follows:

\( t(1) \)  Spike 1 is fired and P4 and N4 act as a switch which sets the initial value of \( V_{ramp} \) to \( V_{rampth} \).

\( t(1)-t(2) \)  P2 is on and \( C_1 \) is charged by the current set by \( V_b \).

\( t(2) \)  P2 turns off while N2 becomes active.

\( t(2)-t(3p) \)  \( C_1 \) is discharged through N1 and N2. The discharging current is set by the voltage across \( C_2 \).

\( t(3p) \)  \( V_{ramp} \) is compared to \( V_{rampth} \) using a differential pair. When \( V_{ramp} \) crosses it, neuron \( 3p \) is "fired". This ends the discharge period.

\( t(3p)-t(1) \)  N2 is now turned off and P3 becomes active. The bias current will now flow though N1 or through N3 charging \( C_2 \). If the voltage across \( C_2 \) is too small to allow the full current to pass through N1, the remainder flows through N3 and charges \( C_2 \), therefore raising the amount of current able to pass through N1. When the voltage across \( C_2 \) is high enough that all the current flows through N1, no further charging of the capacitor take place.
Figure 4.3: **Dynamic current mirror circuit.** \(C1\) charges between \(t(1)\) and \(t(2)\) and discharges from \(t(2)\) to \(t(3p)\). When \(V_{ramp}\) falls below \(V_{rampth}\) spike 3p is fired. Between \(t(3p)\) and \(t(1)\) \(C2\) is charged to the voltage required to let all of the bias current pass through \(N1\). This then sets the discharge current.

Although this should provide perfect matching, when \(N3\) switches off at \(t(1)\) the switching causes charge injection which alters the bias voltage by an amount \(\Delta V = \Delta q/C2\). The voltage across \(C1\) can also couple to the voltage across \(C2\) changing the bias voltage to \(N1\) as \(V_{ramp}\) changes. The circuit was also tested using Monte Carlo simulation and the results can be seen in figure 4.4.

The results show that a dynamic current mirror can reduce the error to a similar range as the two capacitor circuit. The prediction has a positive bias as the switch induced charge injection tended to cause a reduction in the voltage across \(C2\).

At this point it was important to establish what an acceptable prediction error was. In [21] a spike was accepted as accurate if it arrived within a finite number of time steps from the predicted spike arrival time. The authors were approached for further information as to how the window of acceptance compared to the average prediction time but no information was received. A decision was then made to use the circuits described in sections 4.2 and 4.3 to set the minimum level of accuracy required from the circuit in section 4.4 after adaptation.
4.4 Circuitry suitable for spike timing dependent adaptation

The two previous circuits can provide a prediction but are not completely error free. However their performance can be used as a guide to the minimum acceptable performance from an adaptive circuit.

In order for adaptation to be applied, a prediction circuit had to be designed that would allow this. It is also preferable that the circuitry can be easily altered to provide a 1:x prediction rather than just restricting it to the initial assumption of 1:1. The circuitry chosen is shown in figure 4.5.

The architecture of this prediction circuit is similar to that of the dynamic current mirror but without the dynamic biasing. The sequence of events is as follows:

- **t(1)**: Spike 1 is fired and P6 and N6 act as a switch which sets the initial value of \( V_{ramp} \) to \( V_{rampth} \).
- **t(1)-t(2)**: P5 is on and C1 is charged through P3 and P4 which supplies a mirrored version of the current set by \( V_b \).
- **t(2)**: P5 turns off while N5 becomes active.
- **t(2)-t(3p)**: C1 is discharged through N3 and N4. If the current source and sink are matched the time taken to discharge C1 should match the charging time.
- **t(3p)**: \( V_{ramp} \) is compared to \( V_{rampth} \) using a differential pair. When \( V_{ramp} \) crosses it,
Figure 4.5: Spike prediction circuit. \( C1 \) charges between \( t(1) \) and \( t(2) \) and discharges from \( t(2) \) to \( t(3p) \). The charging and discharging currents are nominally matched to enable prediction of spike 3 at the time when \( C1 \) has returned to \( Vrampth \).

neuron 3p is “fired”. This ends the discharge period.

The accuracy of the prediction depends upon how well the charging and discharging currents are matched. We are primarily interested in gain mismatch, i.e. differing \( \frac{I_{p}}{V_{b}} \) at the fixed dc bias point set by \( Vb \) (figure 4.5), and therefore transistors P1, P4, N2 and N4 are used to minimise the current change caused by the short channel effect. As this circuit has an intrinsically poor matching ability, very little information would be gained from a figure showing the prediction error over 100 Monte Carlo simulations. Instead, figure 4.6 shows the result of three different Monte Carlo simulations. Firstly the charging and discharging currents are similar, resulting in a prediction with an accuracy comparable to the other two circuits. In (b) the charging current is smaller than the discharging current, resulting in an early prediction. In (c) the situation is reversed and the prediction is late.

It should also be noticed that the addition of a second power supply pin, \( Vdd_{m} \), to the circuit in figure 4.5 allows mismatch to be forced on to the circuit. This facilitates testing of the adaptive network under a wide range of induced prediction errors, which would not be possible with the limited number of chips received. Under most test conditions the two pins are shorted together.
Figure 4.6: **Pre-adaptation waveforms.** These results show the spike 3, spike 3p and Vramp signals during three process mismatch Monte Carlo simulations. These waveforms show the possible effect of mismatch. First the charging and discharging currents are similar, resulting in a prediction with an accuracy comparable to the other two circuits. In (b) the charging current is smaller than the discharging current, resulting in an early prediction. In (c) the situation is reversed and the prediction is late.

The requirement that it should be possible to ratio the charging and discharging currents is easily met by altering the sizes of transistors N1 and N3 in figure 4.5.

### 4.5 Conclusions

Three possible prediction circuits have been described. The two capacitor approach and dynamic current mirror are more immune to the effects of mismatch than the adaptation suitable approach and provide a guide for the minimum effectiveness required from the adaptive network.

Comparing the size of the existing circuits the third circuit is smaller as it only contains one capacitor. It will of course be added to by the adaptive circuitry, which will offset this difference.

In [117] it was asserted that while it is desirable to have equal delays it is not possible at all times. This presents a problem for the dynamic current mirror circuitry. It is possible to produces multiples of the input current, but this requires more complicated switching circuitry. Either the dynamic biases would have to be refreshed during a fraction of $t(3p) - t(1)$ or, the refreshes would have to be take turns. This has implications for the size of capacitor required to store the bias. The other two methods could be adapted, with the transistors being sized in the adaptive method, and the capacitors in the two capacitor circuit. It is preferable to size
transistors than capacitors due to their relative size.

For that reason, and because other sources of mismatch can enter the circuitry, such as a neuron firing faster than others, track delay or the non-infinite gain of the differential pair, it was considered worthwhile to investigate the ability to adapt out the effects of mismatch using spike timing dependent adaptation.
Chapter 5
Spike Timing Dependent Adaptation

5.1 Introduction

To minimise the prediction error, a method must be found either to adjust one, or both, of the currents in figure 4.5 until they are matched, or to compensate for the effect of the difference in the currents. Changing the voltage across $C_1$ at the time of the switching between charging and discharging, $t(2)$, will alter the discharge time. The voltage can be increased or decreased, which has a direct effect on the discharge time, and therefore compensates for the current difference. This method was chosen and examples are shown in figure 5.1(b).

5.2 Adaptive Circuitry

The change in the voltage across $C_1$, figure 4.5, is achieved using the excitatory/inhibitory synapse described in [119], and is shown in figure 5.2 along with the output waveform. The circuit is designed such that if $V_w$, is greater than $V_{synth}$, the synapse is excitatory. Should $V_w$ be smaller, the synapse is inhibitory. A differential amplifier could also be used to achieve this effect with a reduced number of transistors but to achieve the ±10μA output current over a large input range the bias transistor would have to have a large W/L ratio. In addition, the contribution to knowledge in this work comes from the mismatch compensation circuitry and not the synapses. Therefore, rather than attempting to minimise the circuit, an existing design which met the requirements was used. $in/out$ is only connected to $V_{ramp}$ at $t(2)$, and the value of $V_w$ will determine the amount and the direction that the peak voltage will change. The width of spike 2, and therefore the time $in/out$ is connected to $V_{ramp}$, will be constant for a given set of environmental conditions. Should these change, $V_w$ should change accordingly.

Transistors N1 and N6 are both small W/L transistors cascoded by the wide transistors N2 and N7. This maintains N1 and N6 in the linear region over a wide range as described in [98] and [118]. N1 is biased by $V_{synth}$ into the linear region. The value of $V_{cas}$ determines the minimum value of $V_w$ at which N6 enters the linear region and will set the maximum amount of current.
that can be injected/removed from C1. It also determines the gradient of the I/V curve, which has a direct effect on the amount the output current changes with a step change in $V_W$. The smaller the range of required current the more accurate an output current can be selected.

Most variants of spike timing dependent plasticity maximise the synaptic weight change when spikes are near-simultaneous. In contrast, this system must be designed to apply weight changes which result in the spikes becoming more coincident. This method most closely relates to the experiments in [56].

The setting of $V_W$ must be controlled, in order that the appropriate value is set to give coincidence of spikes 3 and 3p. The circuit shown in figure 5.3 provides this control by implementing the weight change curve shown in figure 5.4.

The circuit in figure 5.3 has two distinct parts. MOSFETs N1-3 and P1-3 control reductions in
Figure 5.2: Excitatory/inhibitory synapse circuit and I/V graph. The synapse is excitatory if \( V_w \) is greater than \( V_{synth} \) and inhibitory if \( V_{synth} \) is greater. (a) shows the circuit configuration. (b) is the synapse output current with \( V_{synth} = 1.8 \text{V} \). \text{in/out} is zero when \( V_w = V_{synth} \).

\( V_w \) (depression) through N7-9, while increases (potentiation) are achieved through transistors N4-6 and P4-9. As the potentiation and depression circuits are mirror-images, with transistor polarities changed, a detailed description of only the depression mechanism is presented.

When spike 3 occurs C1 is discharged through N1 and then charges slowly to \( V_{dd} \) through P1. This results in a pulse at the gate of N8, whose width is determined by \( V_{b2} \). This pulse defines the window within which weight change occurs. At \( t(3) \) C2 is discharged through N3 and then charged slowly to \( V_n \) through P3. This voltage is N7’s gate voltage and controls the size of the weight change. As the voltage across C2 increases with time, the longer the delay between \( t(3) \) and \( t(3p) \) the greater the weight change. At some point the voltage will reach \( V_{max} \), this defines the maximum weight change. If spike 3p occurs within the time window, \( C_w \) is discharged through N7, N8 and N9 by an amount related to the voltage across C2. When the weight voltage is decreased, the peak of \( V_{ramp} \) decreases. This reduces the discharge time and spike 3p will occur at a time \( t(3p) \) that is closer to \( t(3) \).

The weight change is “capped” by \( V_n \) and \( V_p \) to prevent \( V_w \) moving from one supply rail to the
Figure 5.3: **Weight adaptation circuit.** $V_w$ is increased if spike $3p$ occurs before spike 3 and decreased if neuron 3 fires first. Weight change only occurs if spikes 3 and $3p$ occur within a specified time window. The weight change ($\Delta W$) is “capped” by $V_n$ and $V_p$ to prevent $V_w$ moving from one supply rail to the other. Three circuit blocks are highlighted. **A:** The circuit setting the time window. **B:** The circuit setting the amount of weight change. **C:** Combining the two together to create the negative part of the $\Delta W$ graph.

The window width is determined empirically from *a priori* knowledge as to when two spikes may be regarded as unrelated events. In this case the window was 5ms.

There is a null point caused by charge injection due to switching around $t(3p) - t(3) = 0$, (see inset figure 5.4,) which determines how close spikes must be before the time difference has a negligible effect on the weight. When choosing the bias voltages, $V_b1$, $V_b3$, $V_n$ and $V_p$, there is a trade off to be made between speed of convergence and the width of this null point, determined by $V_b1$ and $V_b3$. This results in a tolerance associated with the prediction. The maximum weight change set by $V_n$ and $V_p$ has an effect on how many spike pairs are required to correct a particular prediction.

If the adaptation windows set by $V_b2$ and $V_b4$ are too small, large mismatch errors will be judged to be uncorrelated spikes, and no adaptation will occur. This leads to a further trade off between the circuit’s ability to adapt and the maximum allowable density of edges in the scene. A larger window will allow a greater range of errors to be corrected but, for the circuitry to function, no two edges can occur within that interval.
When spike 3p is a good prediction of spike 3, no further weight change occurs. It is assumed that correct edges will vastly outnumber incorrect edges, and that if one does fall within the adaptation time window it will only cause a small deviation of weight which will be corrected by subsequent correct spikes. The adaptation network can therefore be left active after this “self-calibration” and will continue to compensate for any circuit drift caused by changes in environmental conditions or charge leakage from the capacitor. The latter is particularly important as many compensation techniques suffer from problems in the permanent storage of calibration values.

5.3 Simulation Results

In order to establish whether the adaptive circuitry successfully improved performance when mismatch affects the system, the circuitry was subjected to a 100 run Monte Carlo simulation. It was required that the performance after adaptation be at least of the level achieved by the other prediction methods, see sections 4.2 and 4.3.
Figure 5.5: Distribution of prediction errors. The prediction error is defined as \( t(3p) - t(3) \). Each graph has the results before adaptation at the top with after adaptation underneath. Results (a) were from a simulation when \( t(2) - t(1) = 1\text{ms} \) and (b) \( t(2) - t(1) = 5\text{ms} \).

The circuits were simulated with an inter-spike interval of 1 and 5ms. The time between the prediction and actual spike was measured before and after adaptation for each run, and the results are shown in figure 5.5. The 1ms results are shown in (a) with the 5ms results in (b). If the post-adaptation results are compared to those in figures 4.2 and 4.4 the prediction error is of a similar level. The 1ms results show less of an improvement, but this is mainly due to the fact that the pre-adaptation error is approximately proportional to the time delay applied, and therefore the initial error is reduced.

As the simulation results showed potential it was decided to fabricate the circuitry.

5.4 Chip Architecture

If the full depth-from-motion algorithm was to be realised in a VLSI, a method to detect the transient edges would be needed. Transient edge detecting pixels were designed by Vasin Boonsohak, another student working in the department, which provided enough current output to initiate a neural spike. Full details can be found in [120].

On the final chip layout, see figure 5.6, one block of prediction/adaptive circuitry with voltage activated inputs was laid out, along with two pixel activated blocks. This allowed the circuitry
Figure 5.6: *Architecture of the first chip fabricated.* Three prediction/adaptation blocks were laid out. One had voltage controlled inputs, the other two were pixel activated.

to be tested independently of the pixels.

Section 5.5 details results from the voltage controlled prediction/adaptation block. The voltage spike inputs were generated by the Hewlett Packard 16522A pattern generator. The prediction error was measured using the crosshair markers on the Hewlett Packard oscilloscope 16534A. Section 5.6 reports results from the pixel activated circuitry. These results were recorded by Vasin Boonsubhak using an Agilent 54624A oscilloscope. Both sets of results were recorded to a 1μs accuracy.

### 5.5 Chip Results

The circuitry was fabricated, using the AMS 0.35μm CSI process. The initial tests were performed on the circuitry with voltage controlled inputs. This was also the circuitry that was tested with varying $V_{dd,mid}$, see figure 4.5.

The oscilloscope traces in figure 5.7 are taken from one of the chips when the input neurons
Figure 5.7: Pre- and post-adaptation results. These oscilloscope traces show the spike 3, spike 3p and Vramp signals during testing. At t(1) Vramp is set to Vramp th. The timescale is 5ms/div. (a) Pre-adaptation and the error in spike 3p is clear. (b) The signals post-adaptation where the error has been reduced. The alteration to Vramp can also be seen.

were fired with a 5ms inter-spike interval, t(2) – t(1). It can be seen that the spike timing dependent adaptation improves the prediction significantly. Figure 5.8 shows part of the adaptive process. As the weight increases the resultant improvement in the prediction can be seen.

The circuit was further tested by activating the three input neurons with 1ms and 5ms inter-spike intervals and measuring the prediction error, t(3p) – t(3) before and after adaptation. This was done three times on eight different chips with Vdd mivr varying between 3.28 and 3.31V. Figure 5.9 shows the pre and post adaptation error when the inter-spike interval is 1ms, (a), and 5ms, (b). These results compare favourably with the simulation results shown in figure 5.5.

5.6 A Small Adaptive Pixel Array

After operation was confirmed using the voltage controlled inputs, testing began on the pixel activated circuitry. The generation of spikes from the pixel input had been verified and the
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Figure 5.8: Oscilloscope trace showing weight change. The difference in spike timing alters the synaptic weight and the prediction becomes more accurate. The timescale shown is 5ms/div

Figure 5.9: Distribution of prediction errors. The prediction error is defined as t(3p) - t(3). Each graph has the pre-adaptation results above the post-adaptation ones. The results were obtained with Vdd.mirr varying between 3.28 and 3.31V Results (a) were when t(2) - t(1) = 1ms and (b) t(2) - t(1) = 5ms

prediction delay was measured before and after adaptation. For this test Vdd.mirr was kept at 3.3V and the inter-spike intervals used were 1ms and 5ms. The results were taken from four chips, twenty results from each, rather than the eight for the voltage driven circuitry. Figure 5.10 shows the resultant spread of the errors. It can be seen that adaptation improves the prediction substantially. When these results are compared with those taken from the voltage controlled circuit when Vdd.mirr was 3.3V, figure 5.11, it can be seen that the pixel does not affect the spread of error. The mean prediction error and the standard deviation was measured for each distribution and can be found in table 5.1.

The similarity of the numbers in table 5.1 between the pixel and voltage driven circuitry con-
Figure 5.10: Distribution of prediction errors from pixel activated circuit. The error measurements were taken with $V_{dd.nirr} = 3.3V$. The current integrated on the leaky integrate-and-fire neurons came from transient-detecting pixels. Results (a) were from tests when $t(2) - t(1) = 1ms$ and (b) $t(2) - t(1) = 5ms$

Firms that pixel activation does not introduce additional error. Small differences should be expected as the results were collected from a smaller sample of die.

The error when the inter-spike interval is 5ms will always be greater than the 1ms error, because the prediction error is related to the mismatch in current and charging time. The pre-adaptation mean values shown in table 5.1 can be seen to have a positive bias. Transistors N1 and N3 in figure 4.5 will be affected by the short channel effect, and this would cause a small positive bias, but simulation results indicate it should not be as big as the value seen. It is suspected that the majority of the bias was caused by connecting the drains of the current mirror, $V_{dd}$ and $V_{dd.nirr}$, externally to the chip, rather than with a direct metal connection. A voltage drop of a few mVs on the $V_{dd}$ line would explain this systematic offset. This chip is therefore not suitable for determining the level of mismatch in this process, but it does illustrate the effectiveness of a spike timing dependent adaptive approach for minimising the effect of mismatch. The adaptation does move the mean back towards zero, and the standard deviation is greatly reduced.

Two different types of error are included in the prediction: an offset error and a gain error. The offset error is introduced by the non-infinite gain of the comparator in figure 4.5 and the short channel effect, whereas the gain error is due to mismatch in the $f_{ps}$ of the current mirror transistors at the dc bias point set by $V_{b}$. Monte Carlo simulations indicated that differences in
Figure 5.11: Distribution of prediction errors from the voltage controlled circuit. These results were recorded when Vdd.mirr = 3.3V. Results (a) were from tests when t(2) - t(1) = 1ms and (b) t(2) - t(1) = 5ms

gain would be the dominant source of prediction error. This can be observed as the difference between the rate of charging and discharging of $V_{ramp}$, figure 4.6.

This particular approach for prediction correction will correct for both types of error but only for one time interval at a time, as it essentially applies an offset correction. Therefore if a new time delay is introduced, the adaptive circuit must move to a new weight value. The next chapter describes a way to implement the correction by adjusting the current sources in the current sink/source circuit (figure 4.5), so that the prediction can be correct over a range of time intervals. It is also worth noting that should a systematic error occur during spike generation at the pixels, the prediction will adapt to accept that error. A random error will have no effect.

5.7 Summary and Conclusions

This chapter has described circuitry used to improve a prediction of a spike event based on previous events. An excitatory/inhibitory synapse previously designed in this university was used to inject or remove charge from an amount stored across a capacitor which represented the prediction. This allowed the prediction to be brought forward or delayed in time.

Circuitry was needed to alter the synaptic weight voltage and therefore the amount of charge injection/removal. A spike timing dependent algorithm was used to adapt the weight to the point where the prediction and actual spike became approximately coincident.
Table 5.1: Mean and standard deviation of prediction error for design one.

The circuitry was fabricated using the AMS 0.35μm CSI process and tested by applying spike patterns with 1 and 5ms between spikes. The circuitry was allowed to adapt and the prediction error was measured. This could then be compared to the accuracy of the prediction when the adaptation was turned off.

The results showed that the spike timing dependent adaptation could indeed improve the prediction, with the standard deviation of the prediction errors improving from 1.23 to 0.11 ms, for a 5ms time delay between spikes when stimulated by voltage spikes from a pattern generator. When a 1ms time delay was applied the improvement was still significant but smaller, as the starting prediction was more accurate. The circuitry was also successfully activated by pixel input without degrading the performance.

While the adaptive circuitry could improve the prediction performance it did have a number of significant flaws, the most important of which is that the synaptic weight learned, and therefore the amount of prediction alteration applied, is only correct for one particular time delay. The prediction element is part of a larger depth-from-motion algorithm and a key point is that different depths can be identified by their different time delays. Therefore while the adaptive circuitry has shown that spike timing dependent adaptation can be used to compensate for mismatch, a more sophisticated system of adaptation is required to achieve the desired outcome of actually matching the currents. It would also be desirable to improve the resolution at which the prediction adaptation can operate, resulting in a narrow post-adaptation range of results. These concerns are addressed in the next chapter.
Chapter 6
An Improved Adaptive Technique

6.1 Introduction

The original design for the adaptive circuitry, described in the previous chapter, suffered from the problem that most of the mismatch was caused by a gain error, i.e. differing $\frac{I_P}{V_{gs}}$ at a fixed dc bias point, but no gain correction could be applied. Instead an offset correction, equivalent to addition or subtraction of time, was applied. This correction was only applicable when the inter-spike interval was constant, in that case 5ms. When the interval was changed to 1ms, the circuit had to adapt to a different level of correction.

While the design was sufficient to show that spike timing could be used to minimise the effect of mismatch and improve the prediction, it was within very restricted operating conditions. For the second design, the performance as the inter-spike interval changed had to be as good as that achievable with a dynamic current mirror, section 4.3. It also had to have the ability to predict a $t(2) - t(1) : t(3) - t(2)$ ratio other than 1:1.

6.2 The Redesigned Prediction Circuitry

For the first circuit design the choice was made to compensate for the effect in the difference in the currents, rather than adjusting one of the currents, section 5.1. The predictive circuitry was re-designed to address this by providing the ability to adjust the discharging current, and is shown in figure 6.1. The sequence of operation is:

- $t(1)$: Spike 1 is fired and N6 acts as a switch which sets the initial value of $V_{ramp}$ to $V_{rampth}$.
- $t(1)-t(2)$: P5 is on and C1 is charged through P3 and P4 which supplies a mirrored version of the current set by $V_b$.
- $t(2)$: P5 turns off while N5 becomes active.
Figure 6.1: Spike prediction circuit. C1 charges between t(1) and t(2) and discharges from t(2) to t(3p). If N7 is closed Vb equals Vslope and an accurate prediction will be given if the transistors have good matching. If that is not the case N7 can be opened and Vslope can be set at a different voltage to ensure equal charge and discharge times. The Select_PS signal allows for one side of the current mirror to be connected to a signal other than Vdd. This enables mismatch to be forced on to the chip for testing purposes.

\(t(2)-t(3p)\) C1 is discharged through N3 and N4 at a rate set by the voltage across Cslope. If the current source and sink are matched and Vb equals Vslope the time taken to discharge C1 should match the charging time.

\(t(3p)\) Vramp is compared to Vrampth using a differential pair. When Vramp crosses it, neuron 3p is "fired". This ends the discharge period.

The bias voltage applied to N1 is now no longer permanently connected to N3. The closing of N7 allows the voltage across Cslope to be initialised to Vb, but it can be open to enable different bias voltages to be set. The W/L ratio for transistors N3 and N4, and therefore N1 and N2, was altered to reflect the driving of N3 by the voltage across Cslope. The length of the transistors determines their response to the changing voltage Vramp and was set at 3\(\mu\)m. To reduce the capacitive coupling of Vramp to Vslope it was important to keep the gate-drain parasitic capacitance to a minimum. The width chosen to reduce this effect was 0.6\(\mu\)m.
Figure 6.2: Vslope update circuitry. The circuit employs a switched capacitor technique to increase or decrease the voltage Vslope. The amount of change is determined by the signals CS1-3 which turn on over time, one after another. The logic gates marked S have a slow rise time and implement the delay between CS signals. The configuration of the HiLo circuitry is shown in figure 6.3.

If N7 is closed, the prediction accuracy demands that the matching between transistors be good. Should mismatch occur, N7 can be opened and Vslope can be altered until the prediction becomes accurate. The alteration is performed by the adaptive circuitry described in the next section, based on the time difference between spikes 3 and 3p. The circuitry used to generate control signals t1 - 2 and t2 - 3p is shown in appendix C, figure C.1. It is more complicated than the circuitry used for the previous chip, in that it contains additional logic to ensure noisy spikes do not cause, for example, t1 - 2 and t2 - 3p to be active at the same time.

As only 20 chips will be received and the amount of mismatch is not guaranteed, the prediction circuitry was designed so that mismatch could be forced on to the current mirror. If Select_PS is low both sides of the current mirror are connected to Vdd. When it is high, one side is connected to Vdd_mirror. This voltage can then be altered to change the current levels through the charging side of the circuitry. This design provides a local connection between Vdd and Vdd_mirror so that when the two voltages are supposed to be equal they are.
Figure 6.3: HiLo circuitry. Source-followers are used to generate the signals High and Low. They are approximately 200mV higher and lower than Vslope respectively. The outputs are buffered to improve the current driving capability.

6.3 Adaptive Circuitry

In order to allow a prediction of the order of ms, transistors N1 and N3 in figure 6.1 have sub-threshold gate voltages. In the subthreshold region the current varies exponentially with $V_{gs}$, see equation 2.6, so any change in Vslope could potentially have a large impact on the discharging current. To ensure a small voltage change, a switched capacitor technique is used as illustrated in figure 6.2. The HiLo circuit, shown in detail in figure 6.3, uses source followers to generate signals approximately 200mV above and below Vslope. The p-type source-follower was designed to give a larger difference which was reduced using the two n-type source-followers in series. It is possible to bias the p-type source follower to give an equal voltage difference, but the resulting low current levels meant that the output could not follow changes in the input fast enough for this application. The buffers were used to increase the current sourcing ability of the circuit as the source-followers operate in the subthreshold region. If spike 3 arrives before the prediction, Vslope must be increased and the up signals, up, up_1 and up_td, are active. If spike 3p arrives first, the down signals are active, but the operation is essentially the same. Therefore only the process of increasing Vslope is described here. The circuits used to generate the control signals up, upTd etc. are shown in Appendix C.

A capacitor bank, C0-3, is used to implement the change in Vslope in a time dependent manner, as opposed to merely direction dependent. It is used in a similar way to that described in [121]. If a single capacitor were to be used then the change in Vslope would always be by a fixed
amount, either up or down, irrespective of the accuracy of the prediction. This would lead to a choice between either very slow convergence and high accuracy or fast convergence with low accuracy. The inclusion of the capacitors is controlled by $CS1-3$ which are reset when the $up$ signal is generated at the arrival of spike 3. The NOR and NOT gates marked S are “current starved”, by a subthreshold biased transistor, connected between $Vdd$ and the standard circuit configuration, (see appendix B,) and therefore have a slow rise time. After $up$ returns to signal ground, the output of the NOR gate slowly rises until it reaches $Vbp$, in this case 2.5V. At this point, $CS1$ becomes high and the output of the first slow NOT gate starts to rise. With $CS1$ high charge can be stored on the connected capacitor. $CS2$ and $CS3$ become high approximately 100$\mu$s after the preceding $CS$ signal. When spike 3p arrives $up.1$ is generated and the High voltage from the HiLo circuit is stored across all active capacitors. Therefore the amount of stored charge is related to the time between spike 3 and spike 3p. $Up.1d$ is generated slightly later at which point the charge is shared between the capacitor bank and $Cslope$, resulting in a rise in $Vslope$. $Cslope$ is a much larger capacitor than the others. Therefore the voltage change is much smaller than the 200mV difference generated by the HiLo circuitry. Figure 6.4 shows the

---

**Figure 6.4:** *The change in $Vslope$ with prediction error.* The change in voltage of $Vslope$ implemented by the circuitry shown in figures 6.2 and 6.3. The inset graph is of the range $-500\mu s - 500\mu s$ and shows the effect of switching in the capacitors $C1-3$ in figure 6.2.
resulting change of $V_{slope}$ with different inter-spike intervals between the actual and predicted spikes. A windowing mechanism is used so that if a predicted spike arrives much earlier or later than the actual spike, they are deemed to be unrelated. This results in the zero change at $|t(3p) - t(3)| > 3\text{ms}$. This is less than for the circuitry described in the previous chapter, as $V_{slope}$ can be initialised to $V_b$ where as $V_w$, figure 5.3, initially starts at zero which produces a close to 100% prediction error. As the adaptive network drives $V_{slope}$ towards a particular point it can be left active after calibration. Therefore this adaptation mechanism retains the ability to compensate for any circuit drift caused by changes in environmental conditions or charge leakage from the capacitor. The only constraint is that more correct spikes are present than incorrect ones.

### 6.4 Chip Architecture

In the first chip three copies of the same circuitry were laid out two of which connected to pixels designed by another student. As it had been shown that pixels could fire the neurons without affecting performance, the second adaptive chip did not include any pixels. Instead five neurons were laid out, and three prediction and adaptive circuits were connected to them as shown in figure 6.5. This is closer to the way a full system would have to be set up where an edge is traced along a retinal radius. The prediction of spike 5 has been set so that $t(5p) = t(4) + \frac{5}{6} \{t(4) - t(3)\}$. This is done by setting the width of transistors N3 and 4 to 0.5$\mu$m compared to the 0.6$\mu$m for transistors N1 and 2 in figure 6.1.

To allow a comparison with one of the other prediction methods shown in chapter 4, a dynamic current mirror prediction circuit was designed and laid out. The circuit design is the same as that shown in figure 4.3 with the exception that P4 was removed. The dynamic current mirror prediction cannot do $t(5p) = t(4) + \frac{5}{6} \{t(4) - t(3)\}$.

### 6.5 Results

The circuitry was designed using the AMS 0.35$\mu$m C35 process. The CSI process used for the first chip was no longer supported. The spike inputs were generated by the Hewlett Packard pattern generator 16522A, and the output spikes were recorded by the Hewlett Packard logic analyser 16555D, sampling at 2.5MHz. The accuracy of the recorded spike time was restricted
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Prediction with Dynamic Current Mirror

Figure 6.5: Architecture of the second chip fabricated. Five neurons were laid out and used to drive six prediction networks, three with spike timing dependent adaptation and three using dynamic current mirror circuitry. The interval between the spikes was set at: \( t(2) - t(1) = t(3) - t(2) = t(4) - t(3) = \frac{2}{3} (t(5) - t(4)) \).

to the time stamp accuracy which was 1 \( \mu \)s.

6.5.1 Static Time Delays

Initially a spike pattern where \( t(2) - t(1) = t(3) - t(2) = t(4) - t(3) = 5 \) ms and \( t(5) - t(4) = 6 \) ms was applied 33 times with a new cycle beginning every 25 ms. The output spike times were recorded and the prediction errors, \( t(3p) - t(3) \), \( t(4p) - t(4) \), and \( t(5p) - t(5) \), were calculated. Example traces, recorded from 5 different chips, are shown in figure 6.6. The results for each adaptive block are shown independently for both the prediction with spike timing dependent
Figure 6.6: Prediction error during adaptation. 33 spike sets are applied to the circuitry and the prediction error measured. Each graph shows the result from 5 chips, a different colour for each. (a) Shows the prediction error, $t(3p) - t(3)$, $t(4p) - t(4)$, and $t(5p) - t(5)$, for the circuitry with adaptation. (b) shows the prediction error for the dynamic current mirror circuitry.

adaptation, and the dynamic current mirror. Adaptive circuit 1 corresponds to the prediction with adaptation of spike 3 (figure 6.5), dynamic current mirror 2 refers to the prediction of spike 4 using the dynamic current mirror circuitry.

Figure 6.6(a) shows the error as the circuitry adapts, and it can be seen that all three prediction/adaptation blocks perform well. When the error approaches zero, the error begins to oscillate around zero. This is a direct result of the shape of the voltage change curve in figure 6.4. Around $t(3p) - t(3) = 0$ there is a swing of approximately 1.4mV, measured in simulation. This means that when the prediction is close to $t(3)$ it tends to oscillate between "too fast" and "too slow" but is unable to get exactly to the zero point. It can be seen that when the prediction ratio is 1:1.2, the circuitry performs just as well as the 1:1 predictions.
Figure 6.7: Distribution of prediction errors - with adaptation. The time differences, $t(3p) - t(3)$, $t(4p) - t(4)$, and $t(5p) - t(5)$ were measured before and after adaptation. In (a) the results for all three prediction/adaptation blocks are combined together. In (b) only the results where the prediction ratio is 1:1 are used.

As expected the dynamic current mirror performance, figure 6.6(b), stays approximately constant over the 33 spike sets. The error $t(5p) - t(5)$ is particularly large as the dynamic current mirror could not predict the 1:1.2 ratio. Just from this small set of results, it can be seen that the adaptive circuitry can perform better than the dynamic current mirror.

The test was performed on the 20 chips received and a comparison of the error before and after adaptation is shown in 6.7(a). The 3 results from each chip are combined into the single histogram. The positive bias visible in figure 5.11 is no longer visible. This justifies the inclusion of transistors P5 and P6 in figure 6.1, which ensures that when the supply voltages for both sides of the current mirror are to be at the same potential, there is a local connection rather than just a connection outside the chip. The results are far superior to those from the earlier chip. Figure 6.7(b) shows only the results from the 1:1 predictions. Comparing (a) and (b) it can be seen that the 1:1.2 prediction does not produce significantly different results.

Figure 6.8 compares the results post-adaptation to those from the dynamic current mirror. In (a) there are two peaks in the distribution of the dynamic current mirror results. The largest, with a mean of approximately 100μs results from the predictions of spikes 3 and 4. The prediction of spike 5 causes the smaller distribution with a mean of -840μs. The adaptive circuitry performs better even if the comparison is only made between the 1:1 ratio predictions, figure 6.8(b). In [122] various methods to improve the performance of dynamic current mirrors are described.
These include very basic ones such as increasing the size of the capacitor C2, (see figure 4.3), to more complicated methods of cancelling out the effects of switching noise. While the size of C1 was quite large, 1pF, no other steps were taken to improve the performance of the dynamic current mirror. Applying them may improve the performance of the dynamic current mirror to the level of the post-adaptation circuitry, or even better, but the difficulty of making 1:x predictions would still remain.

After performance had been verified with Vdd connected to both sides of the current mirror, Select_PS was changed so that Vdd_mirr was connected. Vdd_mirr was set at 3.25, 3.255 and 3.26V and the prediction error before and after adaptation was measured. If Vdd_mirr was set at 3.3V, the nominal power supply, Vramp charged at such a high rate that it saturated at the power supply within the 5ms. To regain operation similar to that when tied to Vdd, Vdd_mirr had to be dropped to approximately 3.25V. This reinforces the idea that a drop across the power supply lines caused the positive bias in figure 5.11.

The results are shown in figure 6.9. It can be seen that a few prediction errors are not improved by adaptation. This is because the original error was outside the window of adaptation. The performance within the window of adaptation remains good.

A summary of the mean and standard deviation for the circuitry can be found in table 6.1.
results post-adaptation for this chip are significantly better than those from the dynamic current mirror and the first chip, see table 5.1. The large post-adaptation standard deviation for the varying $V_{dd.mirr}$ is caused mostly by the three runs where the error was outside the adaptation range.

### 6.5.2 Varying Inter-Spike Intervals

Having assessed the ability of the circuitry to improve performance, it was important to establish whether the change in adaptation method allowed for improved performance when varying inter-spike intervals were applied. Within the context of the larger algorithm different intervals correspond to edges at different depths. Therefore it is important to be able to respond to this variation.

Two spike trains were set up with varying intervals. The first was 32 spike sets long, and consisted of a smaller 16 spike sets grouping repeated twice. A spike set is a grouping of spikes 1, 2, 3, 4 and 5. The interval was varied between 1 and 6ms with the delay between spikes 4 and 5 being 1.2 times that. The second spike train consisted of 33 spike sets again varying between 1 and 6ms. Table 6.2 lists the times for $\Delta t$.

Figure 6.10 shows the results of these simulations for each of the three blocks fabricated. The 32 spike set simulation is shown in (a). Where the large changes in inter-spike interval occur, spikes in the error can be seen, although the second time the circuitry sees the pattern, the effect
Table 6.1: Mean and standard deviation of prediction error for design two.

<table>
<thead>
<tr>
<th>Before Adaptation</th>
<th>After Adaptation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (ms)</td>
<td>Std (ms)</td>
</tr>
<tr>
<td>Mean (ms)</td>
<td>Std (ms)</td>
</tr>
</tbody>
</table>

is reduced. The results in (b) are more stable as the $\Delta t$ for the early spike sets stays close to 5ms. The only serious deviation from the desired result occurs when the delay jumps from 1 to 6ms. There is no significant difference between the circuitry designed to have a prediction ratio of 1:1 and 1:1.2 for either spike train.

The results from the two 1:1 prediction blocks were then combined so that they could be compared to results from the dynamic current mirror prediction circuitry and simulations of the original adaptive circuitry. The poor initial matching of the original adaptive circuitry meant it would be misleading to compare it directly with the new circuit. Therefore the comparison was done against simulation results. The simulation performed better than the fabricated circuitry. Therefore any improvement in performance seen between the two adaptive circuits is actually greater than that shown. As the dynamic current mirror circuitry could not predict the 1:1.2 predictions, these are also removed from the comparison. The results are shown in figure 6.11, (a) is for the 32 spike sets and (b) is for the 33. After the initial period of adaptation, it can be seen that for both spike trains, the improved adaptive circuitry performs better than both the original adaptive circuitry and the dynamic current mirror. The performance of the dynamic current mirror prediction can be seen to degrade as the prediction time becomes larger. This is particularly visible in (a) where the time delay increases and then falls. This behaviour can be seen in the adaptive version too, but by the second repetition the change has been significantly reduced.

While the gain correction provides a better result over changing time delays than the offset
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<table>
<thead>
<tr>
<th>Spike Set 1</th>
<th>Spike Set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta t) (ms)</td>
<td>(\Delta t) (ms)</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6.2: Delay times applied for variable delay tests. Spike Set 1 was applied twice.

correction, it is still not perfect. This is so because the error in the prediction is composed of both a gain and an offset error.

6.5.3 The Effect of Noisy Spikes on Adaptation

The prediction element of the depth-from-motion algorithm was added to reduce the effect of noise on the depth calculation. It is therefore important that the adaptive circuitry continues to work even if there is noise. In section 5.2 it was assumed that if accurate predictions outnumbered incorrect predictions the adaptation would not be effected in the long-term. With the second chip this assumption was tested.

The noise on the input spike train can come from, for example, camera shake. Unfortunately no data was available as to the likely frequency or position noise would appear in the spike train. Therefore, a random generation of noise was performed with one noisy spike being generated for each genuine spike. The results shown in figure 6.7 were recorded when the inter-spike interval was 5ms and the cycle of firings was repeated every 25ms. As the pattern generator applied a new pattern every 200\(\mu s\) this meant the cycle was repeated every 125 patterns. To add noise a spike was generated using the MATLAB \texttt{rand} function. This function generates a
Figure 6.10: Prediction error during adaptation with varying inter-spike interval for three blocks of adaptive circuitry. Spike trains with varying inter-spike intervals were applied to neurons 1 to 5 and the prediction error for blocks 1, 2 and 3 was measured. (a) a spike train with 16 spike sets repeated twice. (b) a spike train with 33 spike sets.

pseudorandom number between zero and one. It was then multiplied by 125 and rounded to the nearest whole number. A spike was then placed in this position for neuron 1 during cycle 1. This was repeated so that each of the 33 cycles for all 5 neurons contained a noisy spike as well as the genuine spike.

The noisy spikes can have various effects. The control circuitry for the prediction network (Appendix C, figure C.1) was designed to ensure that $t1 - 2$ and $t2 - 3p$ in figure 6.1 could not be active at the same time. $t(3p) = t(2) + \{t(2) - t(1)\}$, for a 1:1 calculation, therefore the only signals that can affect the calculation of a prediction are spikes 1 and 2, and in addition the noisy spikes must occur in the interval $t1 - 2$. If the noise is on spike 1, the prediction will be incorrect by $t(1)_{\text{noise}} - t(1)_{\text{actual}}$. The effect of noise on spike 2 is greater at $2(t(2)_{\text{actual}} - t(2)_{\text{noise}})$
due to the appearance of $t(2)$ twice in the prediction calculation. Even if there are no noisy spikes in the interval $t1 - 2$ the prediction may not be made. This situation occurs if a spike 1, spike 2 sequence occurs outside of a prediction and therefore starts one. A new prediction cannot be initiated until the prediction spike has been fired, which may be after the genuine spike 1. A final effect of the noise is to cause unintended adaptation. If a noisy spike 3 happens within the adaptation window of a prediction spike, the circuitry can adapt away from the correct bias point.

After generation, the noisy spike trains were evaluated to see how much the noise would effect a perfect prediction circuit. The worst affected block was block 2 which could only predict 15 out of the 33 times. Block one fared better with 22 out of 33, and block three could predict 25 out of 33 times.
Figure 6.12: Prediction error during adaptation and the effect of noisy spikes. 33 spikes sets were applied to ten different chips and the prediction error was recorded. (a) shows the prediction error when no noise is present. (b) shows the prediction error after the addition of noisy spikes. The effect of the adaptation is no longer clear.

To test the ability of the circuit to cope with noisy spikes, the noisy spike pattern was applied as input to ten chips. The prediction error was calculated as the time between the actual spike and the closest prediction. The results are shown in figure 6.12 beside results for a noise free test. The results for each prediction block are shown separately and each trace is the result from a different chip.

From the results in figure 6.12(b) it is difficult to establish whether the adaptive process has continued to operate correctly or not. The prediction error no longer converges in an obvious fashion towards zero and large prediction errors are visible. In block three where the effective noise level was quite small, allowing most of the predictions to be made, some of the adaptive process can seen. Some of the mismatch between neurons is also highlighted by these results.
Figure 6.13: *Prediction error and the effect of noisy spikes to the dynamic current mirror circuitry.* As the prediction error is fairly constant when a correct prediction can be made the timings of very different prediction errors indicate where noise affected the ability to make a prediction. Note that for block three the base line error is approximately 1ms as the third block had a 1:1.2 prediction ratio.

The single wildly inaccurate prediction in set 6, block 1 and the split in predictions at set 5, block 2 are both due to some neurons being slower to fire than others, which resulted in a noisy prediction not being finished when the correct prediction was due to start. The split at set 15, block 1 occurred as an incorrect prediction was made either side of the actual spike at roughly equal intervals. As the closest was taken, it sometimes gave a positive error and sometimes a negative one.

The noisy spikes were also applied to the dynamic current mirror circuitry and the results are shown in figure 6.13. As the performance is fairly constant when making a prediction is possible, it is easier to see when noise prevented an accurate prediction being made.

This information was used to remove the predictions which could not possibly be accurate from figure 6.12(b), and the remaining predictions are shown in figure 6.14.
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Figure 6.14: Prediction error during adaptation while noisy spikes are applied. The prediction errors, where it was impossible to make a correct prediction, have been removed. The fact that the adaptive process continued despite the noise is now easily seen. The circled results show a point where noise caused the circuitry to adapt away from the correct bias point.

From this it is much clearer that the adaptation does indeed continue despite the noise. The adaptation is slowest when the noise level was highest but this is to be expected. The circled results are a good example of when a noisy spike 3 can cause the adaptation to move away from the desired point, however the prediction had recovered by the next set.

6.6 Summary and Conclusions

The circuitry described in chapter 5 suffered from the flaw that the adaptation corrected for a specific error, rather than actually adjusting a current until both the charging and discharging currents matched. The circuitry in this section were designed to rectify that.

The prediction circuitry was modified slightly, to allow the bias voltage for the discharging
current to be directly connected to the charging bias voltage, or to be set by the voltage across a capacitor. The voltage across the capacitor could then be increased to reduce the discharge time/increase the discharging current, or decreased to increase the discharge time/decrease the discharging current.

A switched capacitor scheme was then designed which could increase or decrease the voltage across the capacitor through charge sharing. As the transistor providing the discharging current was operating subthreshold, the charge change across the capacitor had to be very small, resulting in small capacitors sharing charge with the large capacitor storing the bias voltage.

A spike timing dependent algorithm was used to specify the amount of charge that would be shared and whether the voltage across the smaller capacitors would be greater or smaller than the voltage currently across the bias capacitor.

A dynamic current mirror prediction circuit was also fabricated to allow a comparison with an alternative method of prediction.

The chip was tested by applying both spike sets with static and inter-spike intervals. When the static spike sets were applied, the circuit performed better than both the previous adaptive circuit design and the dynamic current mirror prediction circuitry. The standard deviation of the error was reduced to less than 0.1ms for a 5ms inter-spike interval. The circuitry performed best when the inter-spike intervals were varied as well. On the second presentation of a varying inter-spike interval pattern, the improvement which the adaptation had introduced could be seen.

Finally noisy spikes were added to the input spike train, to evaluate the adaptive circuitry's robustness to noise. The level of noise affected the speed of adaptation whenever the noise caused either adaptation away from the desired bias point, or the prediction error to be outside of the adaptive window, leading to no adaptation. The circuitry did continue to adapt, though, whenever a correct prediction was made, adding validity to the assumption that if more correct predictions could be made than incorrect ones, the circuitry would work.

The new circuitry is not perfect. The required changes in bias voltage were very small. In order to achieve this a very large capacitor was used to divide down the increment/decrement voltage. The other smaller capacitors used in the switched capacitor technique were minimum size with their capacitance being of the order of the capacitances of the track and gates connected to it.
This meant that not only was the circuitry large, but fine control of the adaptation was limited by parasitic capacitance. It would be advantageous to be able both to reduce the size of the larger capacitor, and at the same time increase the size of the others. In order to do this the circuitry generating the voltage above and below the current bias voltage would have to be able to give out a smaller voltage differential.

While not all the problems with the initial circuit design have been dealt with, this circuitry provided reliable, repeatable results with a significant improvement on the previous design. It also re-emphasised that spike-timing adaptation could be used to minimise the effect of transistor mismatch.
Chapter 7
Summary and Conclusions

The aim of this work was to examine whether spike timing dependent plasticity can be used to minimise the effect of mismatch within a neuromorphic system.

7.1 Work Undertaken

A depth-from motion algorithm was used as an exemplar for the neuromorphic system which, when fabricated, would have its performance degraded by transistor mismatch. Chapter 2 provided an introduction to the depth-from-motion algorithm as well as reviewing previously published literature on spiking neurons, temporal codes, spike timing dependent plasticity, neuromorphic circuitry and transistor mismatch. Chapter 3 then described the peripheral circuitry needed to implement the prediction element of the depth-from-motion algorithm.

Chapter 4 described three potential methods of prediction. The first relied on capacitive rather than transistor matching. The second employed a dynamic current mirror. The third had a similar configuration to the dynamic current mirror but did not use dynamic biasing. The first two methods were tested using Monte Carlo simulation to establish the minimum level of performance the third had to achieve after spike timing dependent adaptation was applied.

Chapter 5 described the first method of adaptation applied. The time difference between the predicted and actual spike was used to update a weight voltage. This weight voltage controlled an offset applied to the prediction. It was shown that that an offset could be learned that improved the prediction. The performance improvement was significant, reducing the standard deviation of the error from 1.23ms to 0.11ms for a 5ms prediction. It was also shown that when the neurons were activated using output from a transient detecting pixel, the performance was not affected.

While the performance improved greatly, this adaptation method could only apply an offset correction, and as the error in the prediction was related to the current mismatch and the time
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to be predicted, determined by the depth of the edge, this method was not capable of providing an accurate prediction for different inter-spike intervals. The adaptive circuitry described in chapter 6 was designed to address this issue. The new design altered a bias voltage until the prediction error reduced. This improved the accuracy of the predictions while the inter-spike interval changed, as well as improving the prediction when a static interval was applied. Not only was the standard deviation of the error reduced to 0.06ms for a 5ms prediction, but the magnitude of the largest error was significantly reduced. In addition, with this design, the ability to predict an interval related to, but not identical to, the input delay was tested. The width of two transistors in the predictive circuit was altered so that the prediction was 1.2 times the length of the input interval. It was shown that this did not alter the accuracy of the prediction after adaptation. Results were also presented for a fabricated dynamic current mirror circuit. The prediction with spike timing adaptation outperforms it. The dynamic current mirror circuitry gave a consistent prediction error but it was offset from zero by on average 100μs. Finally it was shown that additional noisy spikes did not affect the adaptive process as long as there were sufficient correct input patterns.

7.2 Future Work

There are two main areas on which future work should be focused. The first is area reduction. While this adaptive circuitry does significantly reduce the effect of mismatch, it is a significant area overhead. It could be argued that if there is area available to fabricate an adaptive circuit, the area of mismatch sensitive circuits could just be increased, reducing the level of mismatch that way. This may not be possible due to other design constraints [13], and as minimum process dimensions reduce, there may be a maximum level of matching achievable [107] by increasing the transistor area. Even if the only way to improve performance is to provide an adaptive mismatch compensation scheme, the smaller it is the better. The largest single component in the second adaptive scheme was Cslope, see figure 6.1. This capacitor was large to enable the weight increment/decrement to be kept small. In [123] a circuit is described that can apply increments/decrements of 50μV to a 0.5pF capacitor. This is a better resolution increment, using a capacitor a tenth of the size. This would be a significant saving in one part of the circuit, and it should be possible to design a smaller circuit with equal or better performance now that the concept has been proven.

The second area to be looked at is additional applications. The depth-from-motion algorithm
was very specific, in that mismatch caused an error in timing between two spikes and there was a bias voltage that could be altered to compensate. In [81] STDP is used to strengthen connections from neurons that fire quickly to those with a slower response, which in turn causes the slower neurons to fire faster. The timing difference is caused by mismatch, so this application does reduce the effect of mismatch within the system. It would be interesting to investigate whether this sort of adaptive circuitry could be used outwith the traditional neuromorphic arena in, for example, the matching of currents in a current steering Digital to Analogue Converter.

7.3 Conclusions

This thesis set out to examine whether spike timing dependent adaptation could be used to reduce the effect of mismatch within a neuromorphic system. Through the fabrication of two adaptive circuits it has been shown that it is possible. Both variants of the circuitry allowed the adaptation to continue after the prediction had been improved. This allows for more flexibility than an initial calibration would provide, as should the environmental conditions change, the circuitry can adapt to compensate. The main concern with this method of mismatch compensation is the size of the adaptive circuitry. For this to be a realistic solution, work would have to be undertaken to minimise the adaptive circuitry. As transistor dimensions reduce and mismatch becomes a greater problem, the size of the adaptive circuitry will shrink, making it a more viable solution.

Spike timing dependent adaptation has been shown to be a powerful neural algorithm in simulation. This work has shown that it is also possible to use it to minimise the effect of transistor mismatch. While this work may not be directly continued, it does show that biologically inspired circuits can be applied to real world engineering problems. Spike timing dependent plasticity will also continue to be of interest to neuroscientists. More will be discovered concerning the mechanisms involved in STDP and the problems the neural system applies it to. Engineers should continue to look for other real world applications that can benefit from biologically inspired computation.
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Spike Timing Dependent Plasticity (STDP) can Ameliorate Process Variations in Neuromorphic VLSI
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Abstract—A transient-detecting very large scale integration (VLSI) pixel is described, suitable for use in a visual-processing, depth-recovery algorithm based upon spike timing. A small array of pixels is coupled to an adaptive system, based upon spike timing dependent plasticity (STDP), that aims to reduce the effect of VLSI process variations on the algorithm's performance. Results from 0.35 μm CMOS temporal differentiating pixels and STDP circuitry show that the system is capable of adapting to substantially reduce the effects of process variations without interrupting the algorithm's natural processes. The concept is generic to all spike timing driven processing algorithms in a VLSI.

Index Terms—Active pixel, CMOS integrated circuits, focal-plane sensor, neuromorphic analogue very large scale integration (VLSI), spike timing dependent plasticity (STDP), temporal processing, transistor mismatch.

I. INTRODUCTION

PELGROM's law states that device mismatch is proportional to 1/√W [1], indicating that the problems associated with mismatch will only increase as device sizes approach submicron geometries. When subthreshold currents are required, for power saving or time constant considerations, mismatches have an even greater effect [2]. Some compensation mechanisms have been proposed, which allow the fabrication of, for example, current mirrors, dividers and comparators [3]–[5] with improved matching characteristics while still using minimum size transistors. We introduce an alternative approach that uses the change in the temporal characteristics introduced by the mismatch to effect a correction.

In most systems, a change in transistor parameters has an effect on the system time constants and mismatch affects the temporal characteristics of the circuit. spike timing dependent plasticity (STDP) is a class of neural algorithms driven not by spike-rate correlations, but by individual interspike timings. This class of algorithms has been shown to recover different and potentially richer information from a spike train when compared to rate and population coding methods [6] and has been shown capable of adapting synaptic delays [7]–[9] to improve network performance. STDP is, however, a relatively simple algorithm which has been successfully implemented in analogue very large scale integration (aVLSI) [10]–[17]. If a suitable spiking neural system could be implemented in aVLSI the ability to adapt for delay error could be used to correct timing errors introduced by process mismatch.

Our exemplar system was developed by Worgotter et al. [18]. It is a spike timing driven algorithm for visual scene analysis whose temporal characteristics will be degraded if implemented in analogue focal-plane VLSI. Although the algorithm is intrinsically interesting, we use it primarily as a background to test the ability of STDP to correct for mismatch. Brief details of the algorithm and its small-scale implementation in aVLSI circuitry are presented in Section II. The transient-detecting pixel circuitry is described in Section III. Section IV presents the STDP circuit and Section V brings pixels and STDP adaptation together. All circuitry is implemented using the AMS 0.35 μm CSI CMOS process.

II. VISION ALGORITHM BASED ON SPIKING NEURONS

This section describes a parallel noise-robust algorithm [18] operating on the neurons of an artificial retina to recover depth information from radial flow fields in a visual scene. This algorithm finds its motivation in the behavior of animals. In different species, varying strategies are observed in order to reduce the optical flow to, if possible, one-dimensional motion. In particular, for airborne animals such as flies and birds, this actually leads to the tendency to fly in straight lines. Ideally, it means that only forward motion exists and that optical flow is reduced to its radial components. Under these circumstances, points in the image plane move radially outwards from the focus of expansion with a velocity proportional to radial distance from the focus of expansion but inversely proportional to their depth in the image. Hence, the depth can be inferred from this image expansion.

The retina in this algorithm, shown in Fig. I, consists of radially arranged neurons connected only to their nearest neighbors in both directions on the same radius. It functions as a visual system of a moving robot. The robot is constrained to move along the optical axis of the retina. As the robot moves, objects in the field of view are projected on the retinal plane, and neurons are excited as soon as a sufficiently strong brightness transient, i.e., a moving edge, occurs. The time difference between two subsequently activated neurons (e.g., neurons 1 and 2) is used to compute the depth information. The structure of the network is such that all computations remain local, i.e., neurons connect to nearest neighbors, which facilitates parallelization. However, the local nature of all calculations makes the algorithm sensitive to noise, for example that caused by camera jitter. A prediction mechanism is introduced to reduce this sensitivity.
The calculated depth is used to predict when the last-excited neuron (e.g., neuron 3) will fire. Events are accepted as valid if this prediction corresponds with an actual event.

We have based our pixel upon the light-transducing elements described in [19] and [20]. The technique for device mismatch correction is based upon a form of asymmetric Hebbian learning, a neural algorithm implementing STDP.

The system block diagram is shown in Fig. 2. The spike firing circuit comprises three leaky integrate-and-fire (LIF) neurons [13]. These LIF neurons integrate output currents received from transient-detecting pixels (E), cancel the dark current, and fire when the accumulated signal reaches a threshold. The spikes from neurons 1 and 2 are passed to the prediction network which generates another spike, spike 3p (i.e., "predicted," not actual), at a time determined by the firing times of the input spikes. The timing of spike 3p can then be compared to that of spike 3 by the spike confirmation block. In the absence of process variations, Spikes 3 and 3p will be coincident. Spike 3 is, therefore, accepted as genuine only if it arrives within the time window of spike 3p that represents the acceptable tolerance on the prediction. The adaptive STDP network is also shown. It aims to "adapt out" the process-induced mismatch between the actual firing time t(3) and its predicted time t(3p).

III. TRANSIENT-DETECTING PIXEL

In this section, we present a compact integrated circuit suitable for use in a focal-plane image processing pixel. Its main function is the enhancement of local, temporal brightness transients.

A. Circuit Description

The pixel circuit is shown in Fig. 3. It combines an adaptive photoreceptor with a rectifying differentiating element and consists of a photodiode D in series with a transistor Mdp in source-follower configuration. A negative feedback loop is created between the source and the gate of Mdp. The feedback loop consists of a high-gain inverting amplifier in common-source configuration (Mdp, Mdf), a rectifying temporal class-AB differentiator stage (M0n, M0ff, M0b, C = 500 pF) and a capacitive gain stage (C1 = 1 pF, C2 = 50 pF). We employed Nwell-over-Psubstrate photodiodes as opposed to Ndiff-over-Psubstrate photodiodes used in [19] and [20]. This increases the pixel circuit response to illumination changes because the parasitic capacitance is reduced by a factor of about 10 [21]. The capacitors occupy a large part of the pixel area. Hence, for a 20 μm x 20 μm photodiode in our pixel circuit, the fill factor is about 10%.

The class-AB differentiator brings two benefits. First, it eliminates the "dead" band inherent in its class-B counterpart [20], which can slow down the response when a voltage signal is present within the band. Second, it provides some current to counterbalance leakage currents at the differentiator node, reducing asymmetry between positive and negative transients.

An additional capacitive gain stage in the feedback loop gives enhancement to the response [19]. The voltage variations on the differentiator node Vdiff are amplified with respect to the variations of Vd, by the capacitive divider ratio A2 = (C1 + C2)/C1 = 21 and so are the transient currents ION and IOFF. The resistive element, constructed from two oppositely directed diodes in series, ensures that Vdiff eventually adapts to a dc value close to Vd. In ideal circumstances, the current is limited to a low value by the reverse-biased diode, such that the element exhibits a symmetric, saturating, sigmoidal current-voltage characteristic.

A full circuit analysis of the steady state and transient responses of the pixel is presented in the Appendix.

B. Experimental Setup

The power supply voltage Vdd was set to 3.3 V and the bias voltages Vdc, Vdd, and Vss were fixed for all measurements such that Mdp and Mdf were operated slightly above threshold. As the pixel provides output in the form of current (ION + IOFF),
a 1 M\(\Omega\) resistor was connected between the output node and ground, enabling voltage readout for an oscilloscope. As a result, the output time constant was massively increased and does not reflect the natural on-chip response of the pixel.

The entire chip was illuminated through a diffuser with a radiance-modulated light-emitting diode (LED), operating around an emission wavelength of 590 nm, while shielding the chip from ambient light (Fig. 4). A forward voltage was applied to the LED with a series resistor, such that the current and, thus, the radiance of the LED were approximately linear with the applied voltage in a certain range. A radiance-voltage calibration was performed using a digital light meter.

C. Test Results

For steady-state measurements, the irradiance range was expanded by inserting neutral density (ND) filters with attenuation factors of 10, 100, and 1000 between the diffuser and the chip. The voltage \(V_{in}\) at the feedback node of the transient-detecting pixel shows the predicted logarithmic behavior over a large irradiance range, as shown in Fig. 5. The dark line amidst the data points shows a linear-logarithmic relationship between \(V_{in}\) and illuminance.

For transient measurements, the LED was modulated using a square wave signal from a waveform generator which was buffered and low-pass filtered. The low-pass filtering was necessary to reduce artifacts due to the discretization of the waveform generator’s output signal. The time constant of the low-pass filter was set to 1 ms. The circuit was allowed to reach a steady state at a default illuminance of 1 lux. Saturation and adaptation of the pixel can be observed in the \(V_{sup}\) and \(V_{diff}\) traces for a contrast step of 100 lux, as shown in Fig. 6. Since the transient currents \(I_{ON}\) and \(I_{OFF}\) of the pixel circuit are very small (a few hundred nA), a large irradiance step (100:1) is necessary in order to display a reasonably large \(V_{out}\) waveform (a few hundred mV) on the oscilloscope. However, when testing the combined pixel/STDP circuit as will be described in Section V, we used a smaller irradiance step (15:1).

IV. SPIKE TIMING DRIVEN CIRCUITS

In these concept-proving experiments, the output from three transient-detecting pixels drives three LIF neurons. As an edge passes a pixel the corresponding neuron fires a spike. These spikes are used directly by the STDP adaptive circuit. The two main components making up the spike timing driven circuit are the predictive and the adaptive circuits. The adaptive circuit is designed to minimize the effects of process mismatch in the prediction.
The results described in this section are from a replicated copy of the circuitry with voltage controlled inputs acting as artificial pixels. This allowed initial testing of the spiking circuitry in isolation from the pixels.

A. Prediction Circuitry

Wörgötter et al. [18] showed that knowledge of a pixel array layout can be used to infer when an edge will pass a particular pixel from the time of previous edges. Three pixels suffice to demonstrate the success of our approach and their layout was chosen such that the time between the first and second spikes is equal to the time between the second and third. Therefore the predicted time of arrival for the third spike, spike 3p, is \( t(3p) = t(2) + [(2) - t(1)] \).

The prediction spike is generated by comparing a voltage across a capacitor to a reference voltage as shown in Fig. 7. The charging and discharging currents connected to \( C_1 \) are designed to be identical so that the time to discharge the capacitor is equal to the charging time. The sequence of events is as follows:

1. **t(1)**: Spike 1 is fired and \( P_6 \) and \( N_6 \) act as a switch which sets the initial value of \( V_{\text{ramp}} \) to \( V_{\text{rampth}} \).
2. **t(1)-t(2)**: \( P_5 \) is on and \( C_1 \) is charged through \( P_3 \) and \( P_4 \) which supplies a mirrored version of the current set by \( V_b \).
3. **t(2)**: \( P_5 \) turns off while \( N_5 \) becomes active.
4. **t(2)-t(3p)**: \( C_1 \) is discharged through \( N_3 \) and \( N_4 \). If the current source and sink are matched the time taken to discharge \( C_1 \) should match the charging time.
5. **t(3p)**: \( V_{\text{ramp}} \) is compared to \( V_{\text{rampth}} \) using a differential pair. When \( V_{\text{ramp}} \) crosses it, neuron 3p is "fired." This ends the discharge period.

The control signals \( t_1 - 2 \) and \( t_2 - 3p \) are generated by spike triggered SR Latches, e.g., set connected to spike 2 and reset connected to spike 1 results in \( t_1 - 2 \).

The accuracy of the prediction depends upon how well the charging and discharging currents are matched. We are primarily interested in gain mismatch and therefore transistors \( P_1 \), \( P_4 \), \( N_2 \), and \( N_4 \) are used to minimize the current change caused by the early effect. Fig. 8(a) shows the result if the currents are not matched. First, the charging current is smaller than the discharging current and then the situation is reversed. The currents will not be perfectly matched unless post-fabrication trimming is performed on the circuit. This is both costly and time consuming. Instead, we use the relationship between the actual and predicted third spike to correct for any mismatch.

It should also be noticed that the addition of a second power supply pin, \( V_{\text{dd, mirr}} \), to the circuit in Fig. 7 allows mismatch to be forced on to the circuit. This facilitates testing of the adaptive network under a wide range of induced prediction errors, which would not be possible with the limited number of chips received. Under most test conditions the two pins are shorted together.

In future chips with larger pixel arrays the prediction for different layout configurations can be achieved by ratioing the charging and discharging currents to alter the time between spikes 2 and 3p.

B. Adaptive Circuitry

To correct the prediction error a method must be found either to adjust one, or both, of the currents until they are matched or to compensate for the effect of the difference in the currents. Changing the voltage across \( C_1 \) at the time of the switching between charging and discharging, \( t_2 \), will alter the discharge time. The voltage can be increased or decreased, which has a direct effect on the discharge time and therefore compensates for the current difference. This method was chosen and examples are shown in Fig. 8(b).

The change in the voltage across \( C_1 \) is achieved using the excitatory/inhibitory synapse described in [22] and is shown in Fig. 9 along with the output waveform. The circuit is designed such that if \( V_{\text{w}} \) is greater than \( V_{\text{synth}} \) the synapse is excitatory. Should \( V_{\text{w}} \) be smaller the synapse is inhibitory. \( \text{In}/\text{out} \) is only connected to \( V_{\text{ramp}} \) at \( t_2 \) and the value of \( V_{\text{w}} \) will determine the amount and the direction that the peak voltage will change. The width of spike 2 and therefore the time \( \text{In}/\text{out} \) is connected to \( V_{\text{ramp}} \) will be constant for a given set of environmental conditions. Should these change \( V_{\text{w}} \) should change accordingly.

Transistors \( N_1 \) and \( N_6 \) are both small W/L transistors cascaded by the wide transistors \( N_2 \) and \( N_7 \). This maintains \( N_1 \) and \( N_6 \) in the linear region over a wide range as described in [12] and [13]. \( N_1 \) is biased by \( V_{\text{synth}} \) into the linear region. The value of \( V_{\text{w}} \) determines the minimum value of \( V_{\text{w}} \) so that \( N_6 \) enters the linear region and will set the maximum amount of current that can be injected/removed from \( C_1 \). It also determines the gradient of the \( I-V \) curve which has a direct effect on the amount the output current changes with a step change in \( V_{\text{w}} \). The smaller the range of required current the more accurate an output current can be selected.
Fig. 8. Pre- and postadaptation waveforms. These oscilloscope traces show the spike 3, spike 3p and Vramp signals during testing. At t(1) Vramp is set to Vrampth and charging begins. At t(2) the current direction is switched to start the discharge. Spike 3p is generated when Vramp returns to Vrampth. The timescale shown is 5 ms/div. (a) Preadaptation and the error in spike 3p is clear. (b) The signals postadaptation where the error has been reduced. The alteration to Vramp can also be seen.

Fig. 9. Excitatory/inhibitory synapse circuit and I-V graph. The synapse is excitatory if Vw is greater than Vsynth and inhibitory if Vsynth is greater. (a) Shows the circuit configuration. (b) Is the synapse output current with Vsynth = 1.8 V. In/out is zero when Vw = Vsynth.
Most variants of STDP maximize the synaptic weight-change when spikes are near-simultaneous. In contrast, our system is designed to apply weight changes which result in the spikes becoming more coincident.

The setting of $V_w$ must be controlled in order that the appropriate value is set to give coincidence of spikes 3 and 3p. The circuit shown in Fig. 10 provides this control by implementing the weight-change curve shown in Fig. 11.

The circuit in Fig. 10 has two distinct parts. MOSFETs N1-3 and P1-3 control reductions in $V_w$ (depression) through N7-9, while increases (potentiation) are achieved through transistors N4-6 and P4-9. As the potentiation and depression circuits are mirror-images, with transistor polarities changed, we will present a detailed description of only the depression mechanism.

When spike 3 occurs C1 is discharged through N1 and then charges slowly to $V_{dd}$ through P1. This results in a pulse at the gate of N8, whose width is determined by $V_{th}$. This pulse defines the window within which weight change occurs. At $t(3)$ C2 is discharged through N3 and then charged slowly to $V_{th}$ through P3. This voltage is N7’s gate voltage and controls the size of the weight change. As the voltage across C2 increases with time, the amount of weight change will increase the longer the delay between $t(3)$ and $t(3p)$ until the voltage reaches $V_{th}$. This defines the maximum weight change. If spike 3p occurs within the time window, $C_w$ is discharged through N7, N8, and N9 by an amount related to the voltage across C2. When the weight voltage is decreased, the peak of $V_{tamp}$ decreases. This reduces the discharge time and spike 3p will occur at a time $t(3p)$ that is closer to $t(3)$.
The weight change is "capped" by $V_n$ and $V_P$ to prevent $V_{W}$ moving from one supply rail to the other. The window width is determined empirically from a priori knowledge as to when two spikes may be regarded as unrelated events.

When choosing the bias voltages $V_{b1}$, $V_{b3}$, $V_n$, and $V_P$, there is a trade-off to be made between speed of convergence and the width of the null point, determined by $V_{b1}$ and $V_{b3}$, around $\Delta t(3p) - t(3) = 0$ which determines how close spikes must be before the time difference has a negligible effect on the weight. This results in a tolerance associated with the prediction. The maximum weight change set by $V_n$ and $V_P$ has an effect on how many spike pairs are required to correct a particular prediction.

If the adaptation windows, set by $V_{b2}$ and $V_{b4}$, are too small, large mismatch errors will be judged to be uncorrelated spikes and no adaptation will occur. This leads to a further trade off between the circuit's ability to adapt and the maximum allowable density of edges in the scene. A larger window will allow a greater range of errors to be corrected but, for the circuitry to function, no two edges can occur within that interval. When spike $3p$ is a good prediction of spike $3$ no further weight change occurs. It is assumed that correct edges will vastly outnumber incorrect edges and that if one does fall within the adaptation time window it will only cause a small deviation of weight which will be corrected by subsequent correct spikes. The adaptation network can therefore be left active after this "self-calibration" and will continue to compensate for any circuit drift caused by changes in environmental conditions or charge leakage from the capacitor. The latter is particularly important as many compensation techniques suffer from problems in the permanent storage of calibration values.

C. Test Results

When the circuitry was fabricated, using the AMS 0.35 μm CSI process, a copy of the predictive and adaptive circuit was laid out with voltage controlled inputs to allow testing in isolation from the pixels. This was also the circuit that was tested with $V_{dd,mirr}$ varying between 3.28 and 3.31 V. Results were when (a) $\tau(2) - \tau(1) = 1$ ms and (b) $\tau(2) - \tau(1) = 5$ ms.

The oscilloscope traces in Fig. 8 are taken from one of the chips when the input neurons were fired with a 5 ms interneural delay. It can be seen that the STDP adaptation improves the prediction significantly. Fig. 12 shows part of the adaptive process. As the weight increases the resultant improvement in the prediction can be seen.

The circuit was further tested by activating the three input neurons with 1 and 5 ms interneural delays and measuring the prediction error, $\Delta t(3p) - t(3)$ before and after adaptation. This was done three times on eight different chips with $V_{dd,mirr}$ varying between 3.28 and 3.31 V. Fig. 13 shows the pre- and
postadaptation error when the interneural delay is (a) 1 ms and (b) 5 ms. These results compare favorably with the simulation results reported in [23].

V. SMALL ADAPTIVE PIXEL ARRAY

The combined pixel/STDP circuit was tested by stimulating it with moving light patterns generated by an array of flashing LEDs (10 lux) as shown in Fig. 14. The LED test patterns were set in such a way that transient-detecting pixels were illuminated chronologically. The optical part of the imaging system was a surveillance camera lens with a focal length of 6 mm and an f-number of 1.2. The LED array was placed at a distance of 15 cm from the lens. These experiments were repeated 10 times over five chips and conducted under the ambient lighting condition of fluorescent office lighting (ISO lux).

Fig. 15 shows an example of spike waveforms observed in the experiments before and after STDP adaptation. It is important to note that each pixel is able to detect the LED test pattern (high-frequency signal) while rejecting the ambient light (low-frequency signal).

After the generation of spikes had been verified the prediction delay was measured before and after adaptation. For this test Vdd.mirr was kept at 3.3 V and the interneural delay times used were 1 and 5 ms. Fig. 16 shows the resultant spread of the errors. It can be seen that adaptation improves the prediction substantially. When these results are compared with those taken from the voltage controlled circuit when Vdd.mirr was 3.3 V, Fig. 17, it can be seen that the pixel does not affect the spread of the errors. The pixel driven, pre-adaptation results have a less smooth distribution, as these results were taken from 5 chips rather than the 8 for the voltage driven circuit. The mean prediction error and the standard deviation was measured for each distribution and can be found in Table I.

The similarity of the numbers in Table I between the pixel and voltage driven circuitry confirms that pixel activation does not introduce additional error. Small differences should be expected as the results are being collected from a small sample of die.

The error when the interneural time delay is 5 ms will always be greater than the 1 ms error, because the prediction error is related to the mismatch in current and charging time. The mean values shown in Table I can be seen to have a positive bias. Transistors Ni and N3 in Fig. 7 will be affected by the early effect and this would cause a small positive bias but simulation results indicate it should not be as big as the value seen. We believe the majority of the bias is caused by connecting the drains of the current mirror, Vdd and Vdd.mirr, externally to the chip rather than with a direct metal connection. A voltage drop of a few mVs on the Vdd line would explain this systematic offset.

Two different types of error are included in the prediction: an offset error and a gain error. The offset error is introduced by the noninfinite gain of the comparator in Fig. 7 and the early effect, whereas the gain error is due to mismatch in the gmr of the current mirror transistors. Steps were taken to minimize offset errors and Monte Carlo simulations indicated that differences in gain would be the dominant source of prediction error.

This particular approach for prediction correction will correct for both types of error but only for one time interval at a time as it essentially applies an offset correction. Therefore if a new time delay is introduced the adaptive circuit must move to a new weight value. It is the long term goal of this work to implement the correction by adjusting the current sources in the current sink/source circuit (Fig. 7) so that the prediction can be correct over a range of time intervals. It is also worth noting that should a systematic error occur during spike generation at the pixels the prediction will adapt to accept that error. A random error will have no effect.

The STDP adaptation network has reduced the effect of process mismatch by "pulling together" spikes which are effectively coincident in real time, but have been spread on silicon by process imperfections.

VI. CONCLUSION

We have shown that STDP can be used to correct for process mismatch in an analogue VLSI system, using the signals that are naturally present in a spike-driven processing algorithm and without the need for an explicit calibration. We have demonstrated the success of the technique in the context of a neuro-morphic, spike-time driven vision-processing algorithm, but the results have potential implications for all spike-timing processes and algorithms on silicon.
Fig. 16. Distribution of prediction errors from pixel activated circuit. The error measurements were taken with $V_{dd,min}/2 = 3.3$ V. The current integrated on the LIF neurons came from the transient-detecting pixels. Results (a) were from a simulation when $t(2) - t(1) = 1$ ms and (b) $t(2) - t(1) = 5$ ms.

Fig. 17. Distribution of prediction errors from voltage controlled circuit. These results were recorded when $V_{dd,min}/2 = 3.3$ V. Results (a) were from a simulation when $t(2) - t(1) = 1$ ms and (b) $t(2) - t(1) = 5$ ms.
A. Adapted Steady State

We obtain the steady-state ON and OFF currents as

$$I_{ON} = I_{OFF}e^{-\frac{V_{AB}}{V_{TH}}}$$  \hspace{1cm} (3)

where $I_{ON}$ and $I_{OFF}$ are the current-scaling parameters of $M_{ON}$ and $M_{OFF}$, respectively, and $V_{AB}$ and $V_{TH}$ are the corresponding subthreshold slope factors. The bias voltage $V_{TH}$ for the class-AB differentiator can be expressed as

$$V_{TH} = \frac{kT}{q} \log \left( \frac{I_{AB}}{I_{TH}} \right)$$  \hspace{1cm} (5)

where $I_{AB}$ is the current-scaling parameter and $\kappa_{AB}$ the subthreshold slope factor of $M_{AB}$.

 Leakage currents in the transient pathway affect, primarily, the diodes to the substrate, i.e., the source and drain diodes of $M_{ON}$ and the well-to-substrate diode of $M_{OFF}$. The source diode of $M_{OFF}$ does not contribute a leakage current because it is shorted and the leakage current of the drain diode of $M_{OFF}$ is small. Furthermore, the parasitic currents at the drain diodes of $M_{ON}$ and $M_{OFF}$ do not influence the channel current, but add to the current drawn from subsequent devices. The source leakage current of $M_{ON}$ and the well leakage current of $M_{OFF}$, however, result in a parasitic current $I_{par}$ from the differentiator node into the substrate, which has to be balanced by an increased current through $M_{ON}$ and, therefore, an increased gate voltage of $M_{ON}$ with respect to $V_{ph}$. According to Kirchhoff's current law, $I_{par} = I_{ON} - I_{OFF}$. Since $I_{par}$ is typically large compared to $I_{ON}$ and $I_{OFF}$, it dominates those currents ($I_{par} \approx I_{ON} \gg I_{OFF}$). Therefore

$$I_{amp} = \frac{V_{amp}}{V_{TH}} \log \left( \frac{I_{AB}}{I_{TH}} \right) - \frac{kT}{q} \log \left( \frac{I_{AB}}{I_{TH}} \right).$$  \hspace{1cm} (6)

If $M_{ON}$ and $M_{OFF}$ are implemented in the vicinity of the photodiode on the same silicon substrate, photo-induced minority carriers also contribute to the leakage and dominate for large irradiance, such that it becomes roughly proportional to the photocurrent, i.e., $I_{par} = \delta I_{ph}$, where $\delta$ denotes the ratio of the electrons collected by the photodiode. The dependence of $I_{par}$ on $I_{ph}$ can be determined from the slope of the $V_{amp}$ versus $V_{ph}$ characteristic.

B. Transient

In the following, we will make a transient analysis of the circuit without considering parasitic capacitances and the effects of leakage currents in the transistors. The analysis presumes that the circuit variables have reached an equilibrium state before a transient change in the photocurrent is applied, and that no adaptation occurs in the considered time window.

The absolute value of the gain of the inverting amplifier is determined by the Early effects of $M_{A}$ and $M_{B}$, and is given by

$$A_{amp} = -\frac{\partial V_{amp}}{\partial V_{ph}} = \frac{\kappa_{A}}{V_{TH}} \left( \frac{V_{E}}{V_{E} + V_{OE}} \right)^{-1}$$  \hspace{1cm} (7)

<table>
<thead>
<tr>
<th>Before Adaptation</th>
<th>After Adaptation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (ms)</td>
<td>Std (ms)</td>
</tr>
<tr>
<td>Pixel Driven 1ms Delay</td>
<td>0.65</td>
</tr>
<tr>
<td>Voltage Driven 5ms Delay</td>
<td>2.02</td>
</tr>
</tbody>
</table>

**TABLE I**

**MEAN AND STANDARD DEVIATION OF ERROR SPREAD STATISTICS**

While the STDP circuits are not small, they will shrink as process geometries shrink and the problem of mismatch becomes ever more bothersome. Furthermore, pixel-array applications are particularly area-sensitive and the technique may have immediate applications in tasks where the spike-processing circuits are themselves relatively large and the "overhead" of the STDP augmentation less of a concern.

This paper's primary conclusion is, however, that STDP can be used to adapt system characteristics, in this case temporal characteristics on the fly, to improve system performance. We have demonstrated that capability in 0.35 \mu m CMOS aVLSI.

**APPENDIX**

**PIXEL CIRCUIT ANALYSIS**

**A. Adapted Steady State**

The transistor $M_{ph}$ is operated in saturation and, for typical irradiance, in weak inversion. When the circuit is fully adapted to background illumination ($V_{ph} \approx V_{diff}$) and neglecting early effects, we obtain

$$V_{ph} = \frac{kT}{q} \left( \frac{I_{ph}}{I_{th}} \right) \log \left( \frac{I_{ph}}{I_{th}} \right)$$  \hspace{1cm} (1)

where $I_{ph}$ is the current-scaling parameter and $I_{th}$ the subthreshold slope factor of $M_{ph}$. $V_{ph}$ denotes the thermal voltage $kT/q$, given by the absolute temperature $T$, the Boltzmann constant $k$ and the elementary charge $q$. The voltage $V_{ph}$ is set by the bias current through the inverting amplifier. Assuming a bias voltage $V_{th}$ that puts $M_{ph}$ and $M_{p}$ into weak inversion and again neglecting early effects we obtain

$$V_{ph} = \frac{kT}{q} \left( \frac{I_{ph}}{I_{th}} \right) \log \left( \frac{I_{ph}}{I_{th}} \right) \left( \frac{V_{th}}{V_{TH}} \right)$$  \hspace{1cm} (2)

where $I_{ph}$ and $I_{th}$ are the current-scaling parameters of $M_{ph}$ and $M_{p}$, respectively, $\kappa_{p}$ and $\kappa_{ph}$ are the corresponding subthreshold slope factors and $V_{TH}$ is the potential of the positive power rail. In this approximation, $V_{ph}$ is independent of $I_{ph}$. The actual dependence is due to the Early effects of $M_{ph}$ and $M_{p}$, i.e., to the limited gain of the inverting amplifier.

Neglecting the leakage currents of $M_{ON}$ and $M_{OFF}$ and assuming weak inversion and saturation for these transistors, we can compute the steady-state ON and OFF currents as

$$I_{ON} = I_{OFF}e^{-V_{AB}/V_{TH}}$$  \hspace{1cm} (3)

$\quad$
where $V_{BE}$ and $V_{BE}$ are the Early voltages of $M_1$ and $M_2$, respectively. Differentiating (1) and substituting $V = -A_{MPP}$ for $V_{MPP}$ yields

$$I_{ph} = \frac{V}{V_{T}} + A_{MPP} \frac{V_{MPP}}{V_{T}}$$

Differentiating (3) and (4), respectively, gives

$$I_{ON} = \frac{V_{ON}}{V_{T}} + \frac{V_{AB}}{V_{T}}$$

$$I_{OFF} = -\frac{V_{OFF}}{V_{T}} - \frac{V_{MPP}}{V_{T}}$$

If leakage currents in the differentiator stage are neglected, the capacitor current is given by

$$I_{ON} - I_{OFF} = CV_{MPP}$$

It follows from (1) that:

$$I_{ON} - I_{OFF} = C \frac{V_{ph} + \frac{d}{dt} \log \left( \frac{I_{ph}}{I_{MPP}} \right)}{V_{ph}}$$

In the closed-loop domain, where the feedback loop is activated, the $V_{MPP}$ term can be neglected if the loop gain is much larger than unity ($V_{ph} \gg V_{MPP}$). The difference in the transient currents is then proportional to the temporal derivative of the logarithm of the photocurrent, i.e., to the relative transient of the photocurrent.
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Abstract—We propose a simplified depth-from-motion vision model based on leaky integrate-and-fire (LIF) neurons for edge detection and two-dimensional depth recovery. In the model, every LIF neuron is able to detect the irradiance edges passing through its receptive field in an optical flow field, and respond to the detection by firing a spike when the neuron’s firing criterion is satisfied. If a neuron fires a spike, the time-of-travel of the spike-associated edge is transferred as the prediction information to the next synapse-linked neuron to determine its state. Correlations between input spikes and their timing thus encode depth in the visual field. The adaptation of synapses mediated by spike-timing-dependent plasticity is used to improve the algorithm’s robustness against inaccuracy caused by spurious edge propagation. The algorithm is characterized on both artificial and real image sequences. The implementation of the algorithm in analog very large scale integrated (aVLSI) circuitry is also discussed.

Index Terms—Integrate-and-fire neurons, monocular depth recovery, neuromorphic vision model, synaptic plasticity.

I. INTRODUCTION

Disparate elements of the primate visual pathway, comprising, largely, the retina, thalamic relay neuronal network and visual cortex, cooperate to give rise to perceptive mapping of external stimuli. These perceptual properties have been attributed to complex brain activity at the cellular and network level [1]–[4]. In addition, experimental evidence on the activity-dependent firing behaviors of mammalian hippocampal pyramidal cells in vitro [5]–[7], tectal cells of a type of frog’s visual system [8] and cortical neurons of rats [9] indicate that hippocampal, retinotectal and cortical neurons encode and process biological information by coordinating postsynaptic spikes with presynaptic inputs within a critical time window. The pre- and post-synaptic spike timing can thus decide the modification of input synaptic strengths, now called spike-timing-dependent plasticity (STDP). STDP suggests that long-term strengthening of synapses occurs if presynaptic action potentials precede postsynaptic firing by no more than about 50 ms, and long-term weakening of synapses occurs if presynaptic action potentials follow postsynaptic spikes in the same time scale. This temporal correlation-based adaptation is speculated as a major learning rule in the nervous system (for reviews see [10], [11]).

Extensive theoretical and computational studies, based on the experimental results, have characterized the behavior of single neurons [12]–[15] or neuronal populations [16]–[20] in response to sensory stimuli. Many of these models are based on the widely used leaky integrate-and-fire (LIF) neuron model which, despite its simplicity, is capable of emulating some of the complex behavior of cortical spiking neurons [21]–[23]. Meanwhile, the effects of synaptic changes by STDP have become well established [24]–[26]. There are, however, few studies in which LIF networks with STDP adaptation mimic the biological perceptual functions for practical applications. Considering that vision processing is one of the most important functions of the primate brain, we explore in this paper one possible approach that mimics the early visual system.

Animal and human vision is able to detect moving irradiance edges and infer their associated depth in the image. It is well established that neurons in the primary visual cortex (area V1), a major part of the early visual cortex of primates, are able to detect edges in the visual field through their receptive fields [27], [28]. These neurons in V1 are retinotopically organized, following a roughly polar coordinate system [29]–[31]. Recent experiments also demonstrate that visual cortical neurons in V1 have the computational power to encode information about the three-dimensional (3-D) position of a stimulus in space [32], [33]. The outputs of V1 neurons contribute to the stereoscopic depth perception in the higher visual cortical areas [34], [35]. Although binocular stereopsis [36]–[38] is the most obvious way to recover depth, we can infer depth information using a single eye. In a dynamic environment, motion is a crucial cue in monocular depth recovery.

In applications of machine vision with motion, the scene is often modeled as an optical flow field, which may, in turn, be mapped onto a neuronal network [39]. One such simple network structure has neurons placed along axes arranged radially to the optical flow field center with only nearest-neighbor, on axis connections [40]. We aim to mimic the early visual processing in V1 with a simplified, continuous time vision model. The model uses a large-scale LIF neuronal network for edge detection and associated depth inference in a dynamic scene. The placement of LIF neurons in a polar coordinate arrangement bears some resemblance to the organization of V1 neurons. The characteristics of a dynamic scene are then reconstructed through local spike-timing computations along these radii.
For computational simplicity, a neuron has only one synapse connecting with the photoreceptor adapted using an STDP rule. The advantage of employing STDP in this study is twofold. First, spike-timing related plasticity is a possible mechanism for pairing pre- and postsynaptic activities in a population of pulse-coded spiking neurons. In our algorithm, the postsynaptic firing depends on the timing of two excitatory inputs. Therefore, we will show that STDP is also able to optimize this form of vision model by adapting synapses online. As a result, neurons can process genuine edges while rejecting spurious edges that result from noise or the effects of an ill-conditioned optical flow field. Second, STDP can be implemented in analog very large scale integrated (aVLSI) circuits [41]-[43], and is capable of compensating for the inevitable transistor mismatch in aVLSI chip fabrication [44].

In summary, our neuron is fundamentally a simple detector of coincidence within a time window. The window size is determined by the neuron's dynamic threshold and input synaptic strength, which is adapted by the STDP rule. STDP adaptation improves the performance of this novel LIF-based network. It is also a neuromorphic system that mimics some aspects of the early visual pathway, especially the area V1 properties, in a new and interesting form. The experimental results will inform the development of aVLSI circuitry in subsequent works.

II. MONOCULAR DEPTH INFERENCE

Recently, Wörgötter et al. [40] devised a feature-based approach to monocular depth recovery from radial flow fields. The two key steps in their algorithm are: 1) calculation of the object coordinates in the environment and 2) a predictive mechanism to compare the predicted and actual time-of-arrival of an edge to improve noise rejection.

In their algorithm, the ego or object motion is restricted to a straight line along the optical axis with constant velocity. Neurons are aligned along the radial axes from the visual plane center to the periphery (see Fig. 1 for the geometric light ray projection and neuron layout). Upon the projection of a new edge at a neuron, say \( n-1 \), neuron \( n-1 \) simply passes the gray level of that new edge to its succeeding neuron \( n \), where it is saved. After some time, when the edge arrives at neuron \( n \), the neuron compares its gray level with the saved one. If both levels match, neuron \( n \) treats the edge as having been successfully "confirmed once" and calculates the time-of-travel of the edge from neuron \( n-1 \) to \( n \). From a known velocity, the distance that has been passed within the time-of-travel can be computed by neuron \( n \), i.e., \( \Delta Z \) in Fig. 1(a). Meanwhile, based on the temporal history of that edge, neuron \( n \) makes a prediction as to when neuron \( n+1 \) can expect the edge. This predicted time is transferred to neuron \( n+1 \) together with the gray level, and saved. On receiving the edge, neuron \( n+1 \) then compares it with the saved one. If both gray levels match, neuron \( n+1 \) continues to compare the predicted time and the actual time of its counter. If both predicted and actual time-of-travels match within a chosen tolerance, then the edge is treated as confirmed twice and is thus a more reliable edge. In the same way, neuron \( n+1 \) estimates the prediction time for neuron \( n+2 \) and enables the prediction-confirmation process to be repeated along the axis of neurons.

Clearly, a temporal tolerance or "window" is associated with the neurons. At an individual neuron, an edge is accepted if the predicted and actual time-of-travel of that edge are within the neuron's tolerance window. Otherwise the edge is rejected as spurious. Based on this monocular model, we present an early visual model incorporating STDP adaptation by using LIF neurons. We assume that the scenes will be mapped onto a visual plane to form an optical flow field through the retina. The optical flow field has edges flowing radially along axes of neurons, it comprises the spatio-temporal cues of objects in the three-dimensional space.

We consider a similar dynamic scene in which an observer moves along the optical axis toward the target objects at a constant velocity. The velocity of the projected edges on the visual plane increases with the distance from the visual plane center. The neurons in the visual plane are therefore arranged on the radial axes such that the distance between the consecutive pairs of neurons increases hyperbolically with increasing radius. With
A. Spiking Neuronal Model

In the model we use a 512 x 512 pixel array to simulate the visual plane, higher pixel resolution, which records the input image sequence at the same resolution. The depth information for a neuron is derived from simple geometric calculations [40]. In cylindrical polar coordinates we have

\[ Z = \frac{\Delta Z}{k_n - 1} \]  

where \( Z \) is the depth of a point object in the 3-D space, \( \Delta Z \) is the distance moved from when the point activates neuron \( n \) until it reaches neuron \( n+1 \). The only part of the right-hand side of this depth equation that is not fixed for each neuron is \( \Delta Z \). Assuming that the ego or object motion velocity is constant and known, then \( \Delta Z \) is also available by counting the time-of-travel of the projected edge between two successive neurons, and depth information can thus be recovered easily.

III. MODEL

We chose to use 400 identical radial axes to achieve a balance between image resolution and simulation time (and, ultimately, hardware cost). The LIF neurons have only nearest-neighbor, on axis connections. In the model we use a 512 x 512 pixel array which records the input image sequence at the same resolution. Forty-eight neurons are aligned on every axis for the simulation involving artificial data and 74 neurons per axis for the real image sequences. An edge is detected if a pixel has more than 10% irradiance difference compared to its surrounding pixels.

### TABLE I

<table>
<thead>
<tr>
<th>Scene Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution</td>
<td>512x512 pixels</td>
</tr>
<tr>
<td>Gray level</td>
<td>8 bits</td>
</tr>
<tr>
<td>Edge contrast</td>
<td>0.10</td>
</tr>
<tr>
<td>Velocity</td>
<td>Constant</td>
</tr>
<tr>
<td>Direction</td>
<td>Optical axis</td>
</tr>
</tbody>
</table>

Neuron per axis: 48 (artificial test)

Neuron per axis: 74 (real test)

Right retina radius: 250 pixels

### Fig. 2

Architecture of an axis of LIF neurons of the vision model. The photoreceptors align radially in the receptive field, they transfer the irradianc flow to electrical pulse stimuli for the LIF neuron layer; the dotted photoreceptors have an actual connection with a corresponding neuron. A neuron is a basic computational unit with a memory. There is a layer of interneurons between the layers of photoreceptors and LIF neurons.
Fig. 3. Schematic diagram of an axis of spiking neurons and the possible membrane states. (a) Chain of neurons. Three synapses converge to a LIF neuron which has two outputs. (b1) EPSP on the membrane of neuron i - 2 caused by a spike from the receptive synapse representing the arrival of a new edge. (b2) Plateau membrane potential of neuron i - 1 caused by activation of the interneuron of neuron i - 2 and the subsequent firing due to the arrival of an edge at the photoreceptor; the spike encodes the time-of-travel of the edge starting from the onset of the plateau potential. (b3) Neuron i fires a spike from its flow synapse, encoding the prediction of its firing in, say 76 ms; if an edge arrives at the photoreceptor but out of a tolerance time window of [53, 99], then neuron i does not fire. (b4) In a similar case, an edge arriving at 64 ms activates neuron i.

**receptive synapse.** $S_j(t)$ is a series of input spikes to synapse $j$ that signal edges occurring at times $t^j_k$ in the optical flow

$$S_j(t) = \sum_k \delta(t - t^j_k).$$ (5)

The concept of a dynamic threshold for pattern formation is biologically plausible [45], [46] and has already been used for synchronous spike generation in a neuronal network [18]. In our design, the threshold of a LIF neuron, $V_{th}$, is the greater of an exponentially decaying threshold $V_{th}^{exp}(t) = \alpha_1 \exp\left(-\frac{t}{\tau_1}\right)$ and an intersecting constant threshold $V_{th}^{int}(t) = V_T$

$$V_{th}^{int}(t) = \max\left(V_T, \alpha_1 \exp\left(-\frac{t}{\tau_1}\right)\right).$$ (6)

Here, $\alpha_1$ is the threshold value at $t = 0$, the time when the preceding neuron $i - 1$ fires, $\tau_1$ is the exponential threshold decay rate and $V_T$ is the constant threshold value.

The intersection between $\alpha_1 \exp\left(-\frac{t}{\tau_1}\right)$ and $V_T$, $t^\text{pred}_i$, is the time when neuron $i - 1$ predicts that an edge will reach neuron $i$. Since at that instant, $\alpha_1 \exp\left(-\frac{t}{\tau_1}\right) = V_T$, we thus have

$$t^{\text{pred}}_i = -\tau_1 \ln \frac{V_T}{\alpha_1}.$$ (7)

and the threshold of a spiking neuron can be described in terms of $t^{\text{pred}}_i$

$$V_{th}^{(t)}(i) = \begin{cases} \alpha_1 \exp\left(-\frac{t}{\tau_1}\right), & \text{if } 0 \leq t \leq t^{\text{pred}}_i \\ V_T, & \text{if } t > t^{\text{pred}}_i. \end{cases}$$ (8)

An edge flowing along an axis of neurons is shown in Fig. 3. The interneurons are used to initialize the algorithm in the presence of new edges. If a new edge arrives at a photoreceptor connecting with neuron $i - 2$, then that neuron does not fire because it has not been depolarized by its flow synapse. In this case, the corresponding interneuron is activated and, hence, emits a spike to stimulate the succeeding neuron $i - 1$. Upon receiving a stimulus from the interneuron, the membrane of neuron $i - 1$ is depolarized to a plateau potential. This neuron will fire a spike whenever it receives a stimulus from its receptive synapse. If neuron $i$ is depolarized by its flow synapse at time $t$, it is expected to be further depolarized by its receptive synapse within a time range of $(t + t^{\text{pred}}_i, t + t^{\text{pred}}_i + \Delta t_i)$, where $\Delta t_i$ is the tolerance window size of neuron $i$ to be determined by the adaptation mechanism. If the depolarization from the receptive synapse is within the expected window, neuron $i$ spikes and resets its membrane potential. The relative edge is then confirmed as a genuine feature by neuron $i$, and continues to flow along the axis.

$t^{\text{pred}}_i$ is taken as the center of the tolerance window within which neuron $i$ should receive an edge. We define the maximum and minimum tolerance window lengths as 60% and 10% of $t^{\text{pred}}_i$, respectively. Thus, we have $\Delta t^{\text{max}}_i = 0.3 t^{\text{pred}}_i$, $\Delta t^{\text{min}}_i = 0.1 t^{\text{pred}}_i$. 
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Fig. 4. Membrane dynamics of a neuron shows the temporal correlation of stimuli and response, and the effect of the STDP mechanism. The dynamic threshold consists of an exponential part and a constant part, they intersect at the prediction time when the neuron expects an edge from its receptive synapse. The first membrane depolarization is caused by the flow synapse spike, and the second by the edge from the receptive synapse. If the edge comes within a time window, then the neuron spikes. (a) Edge arrives at 52 ms. (b) Edge arrives at 60 ms. (c) Edge arrives at 71 ms. (d) Edge arrives at 87 ms. A time window of (33, 99) is applied for (a)-(b), and (58, 86) for (c)-(d). The prediction time for all figures is 75 ms. The test parameters are, the prediction parameter pair \( (I_{th}, \tau_{mem}) = (26 ms, 13.51) \) for (a) and (b), \( (26 ms, 13.20) \) for (c) and (d), the flow synapse \( \tau_{syn} = 70 \), the membrane time constant \( \tau_{mem} = 40 ms \), the synapse time constant \( \tau_{syn} = 2 \) ms, the constant threshold \( V_t = -56 \) mV, the neuron reset potential \( V_{reset} = -65 \) mV, and the resting potential \( V_{rest} = -70 \) mV.

0.05\( r^{\text{prod}} \), the maximum possible firing window of neuron \( i \) is \( (t + 0.7r^{\text{prod}}) < t + 1.34r^{\text{prod}} \), and the minimum window is \( (t + 0.95r^{\text{prod}}) < t + 1.05r^{\text{prod}} \). For simulation simplicity, we only have the receptive synapse adaptable. An optimized window size for neuron \( i \) can then be determined by STDP adaptation of the receptive synapse (see Section III-C). If neuron \( i \) receives an edge from its photoreceptor before the predicted time \( t^{\text{prod}} \), then its receptive synapse is increased and the window expanded. Otherwise its receptive synapse is depressed and the window narrowed. The selection of appropriate exponential threshold decay time constants \( r^{\text{th}} \) and receptive synaptic strengths are critical for the model. These two parameters are chosen and encoded by the preceding neuron \( i = 1 \) based on the prediction of time-of-travel of an edge. We simulate the spiking activities of a LIF neuron with a dynamic threshold first and then choose suitable values of \( r^{\text{th}} \) and receptive synaptic strength to form the prediction parameter pairs, \( (r^{\text{th}}, \tau_{mem}) \), for each possible predicted time in the prediction range. These parameters then determine the learning dynamics of the full vision model. Fig. 4 shows an example of the selected prediction parameter pairs, \( (r^{\text{th}}, \tau_{mem}) \), with arrival of a sensory spike outside (a) and (d) or inside (b) and (c) a tolerance window whose size has been adjusted by changing the receptive synaptic strength alone.

B. Vision Algorithm Based on Spiking Neurons

Each model neuron unit has five major components: an edge-sensitive photoreceptor, a LIF neuron, flow and receptive synapses, and a dynamic short-term memory. The memory has the same basic function as the membrane capacitor of a LIF neuron in terms of recording a spike event. Besides, we can use it to memorize some characteristics of a spike event such as an edge’s gray level to facilitate software simulation. A LIF neuron also has a counter for the time course of the dynamic membrane threshold, and an additional input from an interneuron whose spiking status is determined by the states of the preceding LIF neuron and associated photoreceptor (Figs. 2 and 3). Image sequences with 512 x 512 pixel arrays (resolution) are used as the inputs.

Since the LIF neurons are sparsely allocated along radial axes, some photoreceptors have no connections with the LIF neurons, see the unfilled circles in the receptive field in Fig. 2. These photoreceptors are defined as the invalid photoreceptors. Accordingly, those photoreceptors connecting with LIF neurons are defined as the valid photoreceptors. In an initial period represented by a series of image frames starting from the first frame, there may be an edge, namely \( e_1 \), projected onto the invalid photoreceptors which are located between two valid ones, \( p_1 \) and \( p_2 \). This edge has never passed \( p_1 \), and it will pass \( p_2 \). Before it arrives at \( p_2 \), it is possible that the LIF neuron of \( p_2 \) has had a plateau membrane potential which is induced by a new edge arriving at \( p_1 \). In this case it is clear that, when edge \( e_1 \) arrives at \( p_2 \), it will, erroneously, force the LIF neuron of \( p_2 \) to fire a spike based on the plateau potential which is not induced by \( e_1 \) itself. We, hence, define the edges like \( e_1 \) as the intermediate edges, and those edges which make the LIF neuron fire based on the plateau potential induced by themselves as the normal edges. After the algorithm starts, an initial self-organization stage can be seen. The convergence of depth inference occurs as soon as
all the intermediate edges become normal ones. We offer a proof of convergence of the algorithm in an Appendix.

When an edge, either normal or intermediate, arrives at the photoreceptor of neuron \( i \), it induces an EPSP on the neuron's membrane. The sum of this EPSP, together with any EPSP induced by the flow synapse, determines the neuron's activity. If the total membrane potential is above the neuron's dynamic threshold, then the neuron emits a spike encoding the predicted time-of-travel after which that edge should arrive at the subsequent neuron, \( i+1 \).

The predicted time-of-travel, \( t_{\text{pred}} \), is defined by the temporal history of an edge arriving at neuron \( i \), which can be described with the recursive equation

\[
\Delta W_i(t) = \begin{cases} 
A_+ \varepsilon \left( t - t_{\text{pred}}^i \right) & \text{if } t < t_{\text{pred}}^i \\
A_- \varepsilon \left( t - t_{\text{pred}}^i \right) & \text{if } t > t_{\text{pred}}^i \\
0 & \text{if } t = t_{\text{pred}}^i
\end{cases}
\]

where \( t_{\text{pred}}^i \) and \( t_{\text{actual}} \) are the predicted and actual time-of-travel of an edge arriving at neuron \( i \) from \( i-1 \) respectively. \( P \) is the number of times that an edge has been correctly predicted as it propagates along the corresponding axis to neuron \( i \). Upon receiving the prediction, neuron \( i+1 \) then has \( t_{\text{pred}}^{i+1} = -r_{\text{th}}^i \ln(V_r / \alpha_{i+1}) \) to determine the values of \( -r_{\text{th}}^i \) and \( \alpha_{i+1} \) for an appropriate dynamic threshold.

If no spike is emitted by neuron \( i \) upon arrival of an edge from its photoreceptor, then there are two possible reasons: 1) the edge is a new one, and the neuron's membrane has not yet been facilitated by a spike stimulus from its flow synapse and 2) the edge has arrived too early, or too late and is outside the tolerance window.

In either case, the relative interneuron emits a spike to neuron \( i+1 \). The membrane of neuron \( i+1 \) is thus facilitated, and the facilitation results in a plateau potential on the membrane of neuron \( i+1 \) which will activate \( i+1 \) on receiving an edge, intermediate or normal, from the photoreceptor at any time. The plateau potential is sustainable for a maximum duration of the time-of-travel of an edge from neuron \( i \) to \( i+1 \).

C. Adaptation

We use STDP adaptation to improve this algorithm's robustness against inaccuracies caused by the collective behavior of edge flow, nonlinear positioning of pixels as an array on the visual plane and inaccuracies from fabrication tolerances in an aVLSI implementation. The weight of the receptive synapse of each neuron is increased by a small amount if the receptive synapse fires before the predicted time instant and decreased if the receptive synapse fires late. The flow synaptic weight is held constant for simplicity. The adaptation scheme is

\[
\Delta W_i(t) = \begin{cases} 
A_+ \varepsilon \left( t - t_{\text{pred}}^i \right) & \text{if } t < t_{\text{pred}}^i \\
A_- \varepsilon \left( t - t_{\text{pred}}^i \right) & \text{if } t > t_{\text{pred}}^i \\
0 & \text{if } t = t_{\text{pred}}^i
\end{cases}
\]

where \( \Delta W_i(t) \) is the receptive synaptic weight change of neuron \( i \), \( A_+ \) and \( A_- \) are the amplitude and decay constant of potentiation and depression, respectively and \( t_{\text{pred}}^i \) is the predicted time instant when neuron \( i \) should fire. The receptive synaptic weights are initialized to random values that correspond to a tolerance window width within the dynamic range, i.e., \( t + t_{\text{pred}}^i \pm 4\Delta t \). If an edge arrives at the photoreceptor earlier than predicted, that edge has the potential to activate the neuron and the window is expanded to try to include such stimuli. If, however, an edge arrives later than predicted, it is likely to be uncorrelated with the predicted postsynaptic spike and the window is narrowed to exclude it.

During the operation of the vision algorithm, the STDP process widens or narrows the tolerance window in order to include the correlated stimuli and exclude uncorrelated ones.

IV. SIMULATION RESULTS

This spike-based algorithm has been tested in both artificial and real environments. The neuron parameters are shown in Table II and we use 48 and 74 neurons per axis for the artificial and real images, respectively. All of the neuron parameters except the amplitudes of learning curves \( A_+ = 0.2 \) and \( A_- = -0.3 \) are chosen to be neurobiologically plausible. We choose \( A_+ \) and \( A_- \) to be larger than the values used in [24], as our pixel stimuli are considerably sparser. We use Euler integration as the numerical method [47] and the step is updated with each image frame.

A. Artificial Images

The artificial scene shown in Fig. 5 is constructed using OpenGL. Three objects, a cylinder, a cone and a sphere, are located at distances of 1500, 1100, and 700 cm, respectively, in front of a white background at 1600 cm. The observer is at a height of 1.6 m and moves toward the scene at a constant velocity of 1 cm per frame.

During motion, edges flow along the radial axes of neurons. Initially, in Fig. 5(a), the membrane of any LIF neuron whose photoreceptor detects a new edge is facilitated only by the receptive synapse. When a new edge is detected, the detecting neuron sends a spike representing the new edge to its neighboring neuron via the relative interneuron, which induces the plateau potential on the membrane of the neighboring neuron.

The neighboring neuron then issues a spike when it receives a sensory edge at any time. The spike encodes and transmits the predicted time-of-travel of that sensory edge to the subsequent neuron on the axis. As the motion continues, any neuron activated by the correlated receptive and flow synaptic inputs issues
a spike, which represents the agreement of the actual and predicted time-of-travel of the edge. The position of the detecting neuron is shown with black dot in Fig. 5(e) and (f), which forms the reconstructed images corresponding to the scene before motion. We define these dots as the “effective pixels” and the images of these dots as the pixel maps.

Fig. 5(e) and (f) are examples of pixel maps for the artificial image test. Few edges appear in the early pixel maps, shown in Fig. 5(e), while the model is self-organizing (see appendix for details). After the initial settling period, all intermediate edges have become the normal edges in the sense that any predicted time-of-travel of an edge, given by the preceding neuron, matches the actual time-of-travel of an edge arriving at neuron. It implies that an edge arriving at neuron facilitates the membrane of neuron and then, after a time-of-travel, the same edge will cause neuron to fire. The detecting neuron of the confirmed edge is then included in the pixel map. The counter of the firing neuron records the time-of-travel of the edge between the successive neurons. As the velocity is known, in (2) is available and the depth of that edge can be recovered.

We can study the depth recovery process in more detail by concentrating on a single radial axis. In this simple example only one edge feature, the line where the left side wall and the back wall meet, will propagate along the chosen axis. The initial location of this edge feature is 16 m away from the camera. The depth information recovered by the neurons on the 210th axis is shown in Fig. 6(a) alongside the actual known depth of the edge in the image. The estimated depth matches the actual depth well, after an initial self-organizing process. The effect of the STDP mechanism can also be seen more explicitly through the distribution of the receptive synapse weights before and after adaptation. Initially weights are distributed randomly between maximum and minimum values [Fig. 6(b)]. After online STDP adaptation the initial uniform distribution converges toward the bimodal distribution of Fig. 6(c).
The performance of the vision model can be shown quantitatively by comparing the number of effective pixels generated by the models with and without STDP adaptation. The comparison of performance of two models is shown in Fig. 7(a).

It is clear that, after the period of self-organization, both models reach a saturated stable state in which there are no significant changes in the number of edges detected by both models. The model with STDP adaptation is always superior. Both models take approximately 220 time units, equivalent to 2.2 m, to converge. After convergence, the model with adaptation has detected an average of 492 effective pixels, or 92.3%, out of a total sum of 533 effective pixels. The model without adaptation has detected an average of 468 effective pixels, or 87.8% out of the same sum. The slight fluctuation observable after self-organization can be quantified as the mean and standard deviation of the number of effective pixels, (492, 4) for the model with adaptation, and (468, 5) for the model without adaptation. Although the performance of a model with adaptation is always better than that without adaptation, the difference is not worthy of note in the artificial test. This is intuitively correct, as the artificial image is, effectively, "perfect" and noise-free. The irregularities that our STDP adaptation process aims to reduce are, therefore, essentially absent.
B. Real Images

In a real scene (Fig. 8), a book, a set of pliers, a maze board, a toy pendulum and a badminton racquet are arranged 1205, 1150, 2424, 1102, and 2424 mm away, respectively, from the initial camera plane. The lighting is primarily daylight, with two 150-W fluorescent lamps fixed on the ceiling and an additional 500-W studio light source to improve the recording contrast. A manually focused progressive scan NTSC CCD camera (model CV-M7 of JAI corporation, Japan) with Pentax Cosmicar 16-mm TV lens is mounted on a small board which is pulled by a small motor toward the objects. Before testing, the white balance of the camera is adjusted empirically. No other special procedure is adopted to adjust the camera optical and focus characteristics. The real scene is recorded in 250 frames with the camera motion speed approximately 1.1 mm/frame. The image frames are saved in a bitmap format with a resolution of 1276 x 1016 and 24 bits of color. The recording speed is 24 frames per second. The image frames are thereafter preprocessed to fit the final resolution of 512 x 512 and 8 bits of gray level, and transferred to a SUN Blade 100 workstation for analysis.

The contours of the toy pendulum and book are easily recognizable from the pixel maps in Fig. 8. However, as the distance between edges in the maze approximates that of the pixel layout resolution, significant detail cannot be seen. The late appearance of the badminton racquet is caused by its location which is in the peripheral area of low neuron and pixel density. Depth information is recovered, as before, from the image sequence and the object depths are shown in Fig. 8. These results demonstrate that the algorithm works under real world conditions, once again assuming stable optical flow.

The ubiquitous noise and disturbance of optical flow can prevent the individual spiking neurons in a population corresponding to an object from having the equal inferred depth. A reliable method is to use the arithmetic average of the depth values computed by a group of neurons to depict an object's depth information. After an initial convergent period, the actual and estimated depth values agree quite well, see Fig. 8(f).
A performance comparison of the model working on the real image sequence, with and without STDP adaptation, is displayed in Fig. 7(b). After convergence, the model with adaptation has detected an average of 3689 effective pixels, or 83.4%, out of a total sum of 4421 effective pixels. The model without adaptation has detected an average of 2734 effective pixels, or 61.8% out of the same sum. Clearly the STDP adaptation plays an important role in improving the model performance.

The fluctuations in the number of effective pixels are a result of the inclusion and deletion method of the detecting neurons in the pixel map. A detecting neuron is included in the pixel map as long as the predicted time-of-travel of the relative edge is confirmed; it is excluded if any further confirmation fails in the subsequent neurons. The imperfect behavior that STDP ameliorates in this real image includes effects of camera tremble and disturbances of the scene context. We describe the fluctuations quantitatively with the mean and standard deviation of the number of effective pixels, (3689, 55) for the model with adaptation, and (2734, 181) for the model without adaptation. Our experiment shows that the model with adaptation is remarkably more robust in the real scene, where there are some imperfections to deal with.

The tests on both artificial and real images show that the distribution of all receptive synaptic strengths will display the bimodal mode after adaptation; some of the receptive synapses tend to be depressed while the others potentiated. It implies that, given the radial neuron layout, the actual time-of-travel of edges between adjacent neurons may be consistently shorter (or longer) than the preceding neuron's prediction. This mismatch, namely layout mismatch, is caused by the inaccurate assignment of pixels (i.e., photoreceptor input) to the neurons during Cartesian to polar coordinate transform. This transform is necessary because the image sequences are in 512 × 512 Cartesian description while the visual plane uses polar coordinate to align neurons. Comparing the model performance with and without adaptation (Fig. 7), clearly STDP can compensate for this kind of mismatch remarkably well.

V. DISCUSSION

Using delays and coincidences, neural timing networks can perform time-domain signal processing operations to compare, extract and separate temporal patterns [48]. Temporal coding characteristics of spiking neuronal networks have been implemented in silicon circuits [49] to simulate some primitive functions of the early visual system, e.g., the orientation selective response of V1 cells [50], [51], and common recurrent networks [52]. Following this research trend, this study aims to provide a spike-timing dependent neuromorphic early visual model that emulates the function of the retina and area V1, which is thought to be capable of detecting edges and initiating depth inference. The model also aims to point toward a neuromorphic VLSI realization of the early visual processing in a dynamic scene. We therefore discuss other approaches to a VLSI motion detection along with the biological plausibility and neuromorphic feasibility of our model.

A. Some Two-Dimensional Neuromorphic Visual Motion Models

There are two major classes of motion detection algorithms, i.e., token-based and intensity-based approaches [53]. The correlation algorithm, a subdivision of the intensity-based class, measures spatio-temporal correlations caused by moving objects or ego-motion. Since correlation is based on multiplication, the correlation algorithms show superior numerical stability. However, most of these algorithms are unsuitable for implementation in integrated circuits that compute extended optical flow fields, because they are tuned to a narrow velocity range and tend to be expensive in silicon area [54].

For example, Delbrück's correlation-based, velocity-tuned retina was built on a hexagonal neuron grid and incorporated delay lines in three directions [55]. If the velocity of a moving edge matched a pre-set delay time of the delay line, the output signals grow in strength; otherwise, they shrink. As the tuning is very narrow, the sensor is fairly limited, and considerable chip area is required to measure motion over a large velocity range. Similar work was also reported [56], but with the same limitations and is, hence, not suitable for the monolithic implementation of dense velocity-sensing arrays [54].

An arguably more practical system was proposed by Kramer et al. [57], [58] in the time domain. They presented two different circuits to measure the time-of-travel of an edge between two adjacent photoreceptors. One of which, i.e., the facilitate-and-sample (FS) motion method, is similar in principle to the decaying threshold mechanism in our vision algorithm. An equivalent approach was also implemented by Etienne-Cummings et al. [59], who suggested that this form of motion sensor may be more compact and thus suitable for use in a dense neuromorphic visual array.

Similarly, our algorithm measures the time-of-travel of an edge between two photoreceptors. This kind of method is more attractive for implementation in compact arrays [54]. Moreover, our model includes global edge detection at system level, as well as depth inference. Meanwhile, the study incorporates the real time synaptic strength adaptation mechanism to deal with the ubiquitous noise and mismatch problems, and the model performance is favorably displayed. None of the above methods address these issues.

B. Biological Plausibility

In different species of animals, different mechanisms reduce the optical flow to, if possible, a single component. Airborne animals such as birds and flies, tend to fly in straight lines. Under these conditions, only forward motion exists and optical flow is reduced to its radial components. Edges in the visual plane then move radially outwards from the focus of expansion with a velocity proportional to the radial distance from the focus of expansion but inversely proportional to their depth in the scene [40]. Hence, the depth can be inferred from this edge expansion which contains the temporal cues, i.e., the time-of-travel between adjacent photoreceptor locations in a retinotopically organized vision model.

Our model, which aims to simulate early visual mechanisms without the mediation of higher visual organizations, can be
seen to imply significant simplification of reality. Nevertheless, due to the adoption of an error-tolerance window mediated by STDP adaptation, we hope to relax the restriction of 100% constant velocity without compromising the model performance unduly.

C. Neuromorphic Feasibility

Presently the preliminary circuit simulation using Hspice in Cadence EDA tool has shown the possibility of neuromorphic realization of our model. We have included four new elements: plateau membrane potential, dynamic membrane threshold, counter and short-term memory, to the traditional LIF neuron. Three of them, except the memory, are essential for the hardware implementation of the algorithm. The memory is introduced to memorize the facilitation, either decaying EPSP or plateau potential, caused by an edge arriving at the preceding neuron. Considering that a silicon LIF neuron has a membrane capacitor which serves as a short-term memory to integrate input currents, we can simply ignore the memory design in the silicon neuron without undermining the vision model. The algorithm remains convergent, the proof in the Appendix still holds.

The concept of plateau potential is used to initiate the edge flowing along an axis of neurons. It is motivated by the experimental and analytical works revealing that a plateau potential can be triggered by depolarization in preceding neurons [60], [61]. In simulation, we use the output of an interneuron to generate the plateau potential on the membrane of a LIF neuron. In hardware the effect of the interneuron can be replaced by an AND logic with two inputs from the output of neuron $i-1$ and its associated photoreceptor, respectively. The output current of the AND logic charges the membrane capacitor of neuron $i$ to an appropriate plateau voltage just below its (constant) threshold. Then neuron $i$ can fire if it receives an edge from its receptive synapse.

When an edge is confirmed by a preceding neuron $i-1$, the membrane potential of neuron $i$ is facilitated by its flow synapse. The dynamic threshold is used to refrain neuron $i$ from firing earlier than expected. For instance, starting from the firing time of neuron $i-1$, neuron $i$ should not be permitted to fire during an initial period to allow a time-of-travel of the relative edge. It is clear that the concept of dynamic threshold is closely related to the time-of-travel of an edge, which is measured by a counter. Suppose that the time-of-travel has been measured, in neuromorphic engineering the complementary metal-oxide semiconductor (CMOS) transistor circuits can be designed as a switch to restrict the firing window of a neuron. The window width can be adjusted by including the adaptation circuitry mediated by STDP.

The counter circuit of a neuron is the real concern in the neuromorphic implementation. As we introduced, many aVLSI circuits have been presented to measure the time-of-travels or velocities of edges between neurons during motion [55]-[59]. However, most of them are just the representation of the time durations or velocities in the sense that they have not used these values for further computing. In depth recovery we need the concrete time-of-travel information. Therefore, one option is that, for every neuron, we use an analog, calibrated current source charging a capacitor as the time counter activated by a universal clock pulse generator, which generates a constant number of spikes per second, acting like a frame generator in a video camera device. The voltage of the capacitor can thus represent the time-of-travel of an edge, and can be used for further computing.

In summary, the proposed numerical model provides a possible approach to implement a monocular edge detector in aVLSI hardware, and certainly some modifications are necessary to implement the new elements which are not the traditional parts of a LIF model neuron. The output of the photoreceptors is binary, i.e., black and white, where black values for edges. The test results show that STDP adaptation can minimize the effects of process mismatch in the context of a spike-timing processing scheme for visual scenes. Further works will be focused on the two dimensional design of visual plane, including, e.g., communication between the photoreceptor array and visual plane processing circuit module and measurement of time-of-travel of edges.

VI. CONCLUSION

This study presents a neuromorphic approach to a large-scale, asynchronous, spiking network that will perform useful computation on a real visual scene. We have explored an artificial vision model based on LIF neurons for edge detection and depth analysis. The postsynaptic LIF neuron’s activity depends on the correlation of two synaptic inputs. We demonstrate that the internal neuron parameters determine a temporal tolerance window within which the effect of correlations between the neuron’s inputs affects its output. The window size is adjustable through synaptic strengths and membrane threshold time constants which are directly related to circuit parameters, rendering the model amenable to aVLSI application. As STDP is a likely adaptation mechanism underlying the visual cortical activities, we have introduced synaptic weight adaptation based on STDP, leading to a useful improvement in the model performance. Our approach to using STDP to ameliorate real system imperfections and deal with real data is general and is likely to have applications in other domains where timing is an intrinsic part of computation, such as audition.

APPENDIX

Hereby, we prove our belief that the optical flow of edges on the visual plane of spiking neurons will always converge, i.e., after a possible self-organizing period an edge passed spiking neuron $i$ will be surely recognized by neuron $i+1$ on the same axis in its traveling time of $\Delta i$, between neurons $i$ and $i+1$.

For simplicity, in the proof we assume that the traveling time between neuron pairs is the same, i.e., $\Delta i = \Delta i+1 = \Delta i$. For cases in which this assumption does not hold, the proof is still valid.

Proposition 1: In the proposed spiking neuron-based vision algorithm, the optical flow of edges in the visual plane of spiking neurons will always converge.

Proof: Without loss of generality, we have two assumptions: 1) in an ideal, continuous and real scene each edge will pass, rather than skip over, a neuron before it can reach the next
neuron on an axis, and 2) no edges can escape from the axis or no new edges can add into the axis during the propagation of edges which initially exist on an axis.

The simplest case is that, at the starting time of the algorithm, there is no edge on the invalid photoreceptors. If the valid photoreceptor of neuron \( i \) detects an edge for the first time, neuron \( i + 1 \) has a plateau potential on its membrane and will be activated by any stimulus from its receptive synapse. It is clear that the edge coming from neuron \( i \) will be confirmed as a predicted edge as it propagates further from neuron \( i + 1 \). Since all the consequent neurons on the same axis after neuron \( i + 1 \) will sum up the receptive synapse induced EPSP with the flow synapse induced EPSP on their membrane, it is obvious that the edge sourced from neuron \( i \) will be consistently confirmed as the predicted edge as it propagates further from neuron \( i + 1 \).

The more general case is that, after the algorithm starts, the valid photoreceptor of neuron \( i \) detects an edge for the first time whilst more edges are also detected by the invalid photoreceptors between neuron \( i \) and \( i + 1 \) where \( i = 0, 1, \ldots, k - 1 \) and \( k \) is the total neuron number. In this case the key is to prove that a plateau potential event in a neuron’s memory will finally be matched by its initiator edge rather than by other edges from the receptive synapse. In order to achieve that, we assume a series of neurons \( \{n, n_1, n_2, \ldots, n_k, \ldots\} \) on an axis \( \{a, b\}_{n_i} \) represents an EPSP event on the membrane of neuron \( n_i \), \( a = -1 \) for a plateau potential event, or \( a \) equals to any positive number for the time after which neuron \( n_i \) expects an EPSP from its receptive synapse. \( b \) is the time when the event itself is created on the membrane of neuron \( n_i \). At the start of the algorithm, the membrane potentials of all neurons are at the resting value. If an edge arrives at the photoreceptor of \( n_i \), we mark this time instant as \( \Delta t_i \). As the algorithm runs, the EPSP events on the membrane of the subsequent neurons will be \( \{-1, \Delta t_i\}_{n_{i+1}}, \{-1, \Delta t_i\}_{n_{i+2}}, \ldots, \{-1, \Delta t_i\}_{n_{n_k}}, \{-1, \Delta t_i\}_{n_{n_k+1}}, \ldots, \{-1, \Delta t_i\}_{n_{n_k+i}} + (-1)^{i+1}(\Delta t_{k+2} - \Delta t_{k+i}), \ldots, \{-1, \Delta t_i\}_{n_{n_k+i}} + (-1)^{i+1}(\Delta t_{k+2} - \Delta t_{k+i+1}) \} \) which satisfy

\[
\Delta t > \Delta t_{2n+1} > \Delta t_{2n} > \Delta t_{2n-1} \tag{11}
\]

where \( n = k/2 \) if \( k \) is even, and \( n = k - 1/2 \) if \( k \) is odd. Thus, we know that the time sequence, when the receptive synapse induced EPSP’s occur, \( \{\Delta t_i\}_{i = 0, 2, \ldots, k-1} \) is a monotonically increasing sequence with the upper limit of \( \Delta t \). Hence, we have

\[
\lim_{i \to \infty} \Delta t_i = \Delta t \tag{12}
\]

Since every new edge passing the photoreceptor of neuron \( i \) will generate a plateau potential event to neuron \( i + 1 \), the above equation means that gradually a plateau potential event on a neuron’s membrane will finally be matched by its initiator edge, hence, the algorithm converges after a self-organizing period.
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A novel depth-from-motion vision model based on leaky integrate-and-fire (I&F) neurons incorporates the implications of recent neurophysiological findings into an algorithm for object discovery and depth analysis. Pulse-coupled I&F neurons capture the edges in an optical flow field and the associated time of travel of those edges is encoded as the neuron parameters, mainly the time constant of the membrane potential and synaptic weight. Correlations between spikes and their timing thus code depth in the visual field. Neurons have multiple output synapses connecting to neighbouring neurons with an initial Gaussian weight distribution. A temporally asymmetric learning rule is used to adapt the synaptic weights online, during which competitive behaviour emerges between the different input synapses of a neuron. It is shown that the competition mechanism can further improve the model performance. After training, the weights of synapses sourced from a neuron do not display a Gaussian distribution, having adapted to encode features of the scenes to which they have been exposed.
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1. Introduction

Synchronised spiking neuron activity has been observed in the cerebral cortex and in the hippocampus, and postulated to be essential for animal and human cognitive behaviour.1,2 Experiments have demonstrated that blind patients can see a pattern of light, which corresponds to the pattern on an array of synchronised electrodes directly imposed on to their visual cortex.3 Analytical approaches4,5 and further experiments7,8 have therefore been undertaken to investigate whether neural populations can propagate time-locked or synchronous spikes for neocortical information processing. Some such studies link synchronisation to object representation in the visual cortex.6 This paper draws directly upon recent experiments on activity-dependent firing behaviour in mammalian hippocampal pyramidal cells in vivo7,9,10 and tectal cells of Xenopus tadpoles11 which indicates that neocortical neurons encode and process biological information by coordinating postsynaptic spikes with presynaptic inputs within a critical (milliseconds-scale) time window. This temporal relationship between stimulus and response can be generated by adaptation of input synaptic weights, via a family of algorithms known as Temporally Asymmetric Hebbian Learning (TAH) or Spike-Timing-Dependent (synaptic) Plasticity (STDP).

Modelling studies, many of which employ integrate-and-fire (I&F) model neurons, have demonstrated the ability of neural networks to emulate...
some neocortical phenomena. Furthermore, STDP adaptation in networks of neurons has been shown to improve temporal sequence learning, propagation and prediction. The synfire chains model, for example, consisting of groups of feedforward I&F neurons, is able to propagate synchronised spike volleys through neuron pools without loss of synchrony. The Suri model also shows that synchrony of spike propagation can be enhanced by STDP in a recurrent I&F network. These models are fundamentally related to the hierarchical cortex model originated by Hubel and Wiesel in the sense that their structure has an input layer which receives the input spike volleys and then transmits them into the processing layers.

Recent studies of the retinotopic mapping of the visual cortex have revealed that different areas of the visual cortex may be stimulated by different retinal sites, possibly due to the fact that receptive fields lie on a continuum across the surface of the visual cortex. This hypothesis provides a novel way of understanding the relationship between the external stimulus of a moving scene and cortical responses without a hierarchical cortex structure. Rao and Sejnowski presented a biophysical model capable of dealing with moving input stimuli without hierarchical structures. However, the model is focused on simulating detailed neuronal dynamics rather than modelling visual cortical functionalities.

Based on Wörgötter et al.'s optical flow algorithm and our previous study, we continue to explore event-driven neocortical circuitry for object discovery and associated depth estimation in a real scene. We have been shown that the temporal sequence of edges may be predicted and the prediction accuracy improved through STDP adaptation of interconnecting synapses. Given that in our previous model, a neuron has only one synapse connecting to its preceding neuron, it is natural to ask how the model will perform if a neuron has additional synaptic connections to different neurons on the preceding concentric layer. This paper investigates whether a vision model based on a more extensively-connected I&F neural net, with an additional competition mechanism between the input adaptive synapses, will result in a different (better or worse) performance. The motivation of such a model is twofold. Firstly, a multi-connected neural network is almost certainly more biologically plausible. Secondly, earlier experiments showed that a neuron may predict an incoming edge wrongly while its neighbouring neurons on the same concentric layer are able to make correct predictions on a correlated edge. If they can be caused to "compete" to control the state of their successor neuron to cancel out the spurious prediction, then the model performance should be improved. It is this hypothesis that we set out to test.

The basic component of the model is a simplified I&F model neuron with multiple excitatory input synapses. Each I&F neuron has one synapse activated by an edge sensitive image sensor, to capture moving edges, representing intensity differences, in a dynamic scene. The remaining input synapses receive pulses from neighbouring neurons. Through adaptive synaptic weights and appropriate decay rate of the dynamic membrane threshold, a neuron is able to encode the edge propagation. A spiking "window" mechanism exists within which a neuron can fire a spike provided that its membrane capacitor is charged above its dynamic threshold. The window size is determined through competition of input synaptic weights which are adapted by STDP rule.

This paper is organised as follows. The optical flow algorithm, together with the details of the visual plane architecture, are described in Sec. 2. Section 3 provides numerical simulation results of the model performance on a real image sequence. This is followed by a brief discussion and conclusions regarding the model properties, simulation outcomes and their biological links in Sec. 4.

2. Methods

The I&F neurons are distributed on concentric layers of a visual plane, and along axes arranged radially from the optical flow field centre with connections to their nearest-neighbours on the preceding concentric layer (see Fig. 1). Each of the neurons receives input stimuli from its corresponding image sensor. When a point edge is moving with a constant speed toward the visual plane, it passes space locations $i$, $i+1$, $i+2$, and is thus projected onto neurons number $i$, $i+1$ and $i+2$ on the visual plane. The distances between the neighbouring neurons, $i$ to $i+1$, and $i+1$ to $i+2$ are arranged in the way that the time of travel of the projected edge from neuron $i$ to $i+1$ is equal to that from neuron $i+1$ to $i+2$. 
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The derivation of the depth information for a neuron is a straightforward geometrical calculation.\textsuperscript{24} In a 3-D space the depth of a point object to the visual plane is given by

\[ d = \frac{\Delta d}{k_i - 1} \]  

where \(\Delta d\) is the distance moved in the 3-D space from when the edge activates neuron \(i\) until the edge reaches neuron \(i + 1\), \(k_i = \frac{r_{i+1}}{r_i}\), \(r_i\) is the distance from neuron \(i\) to the visual plane center. The only element on the right hand side of this polar coordinate equation that is not fixed for each neuron is \(A_d\). Assuming that the ego/object velocity is constant and known, \(A_d\) is then available and depth information can be recovered readily. Once the depth has been recovered, a prediction of the time that the edge will reach \(i + 2\) can be calculated. The edge is only accepted as genuine if neuron \(i + 2\) fires within a given time window of this prediction. If neuron \(i + 2\) fires due to the arrival of an edge outside the time window, then that edge is rejected as a noisy signal.

2.1. Visual plane model

As it is shown in Fig. 1, every neuron in the visual plane model receives inputs from three different sources: its neighbouring neurons on the preceding concentric layer, the image sensor, and its neighbouring neurons on the same concentric layer.

The synapses connecting these different sources are referred to as flow, receptive and lateral synapses, respectively. Furthermore, the flow synapses are composed of direct flow synapses (i.e., on-axis connections) and off-axis flow synapses (see Fig. 2).

This visual plane model has a different architecture from that proposed previously\textsuperscript{25,26} in that neurons are now interconnected by two additional forms of synapses, i.e., the lateral synapses and off-axis flow synapses, whose functions will be described in detail later. In this new model, edges transmitted by the off-axis flow synapses are correlated with those transmitted by the corresponding direct flow synapse such that the off-axis flow synapses can widen the effective "capture area" of edges from the preceding concentric layer and improve rejection of spurious single-point effects. The lateral synapses are inhibitory which cancel out the excitatory effects of the relative off-axis flow synapses to allow the latter to contribute to adaptation for a better time prediction, without exciting the target neuron.

We assume a homogeneous visual model with notionally identical neurons which are leaky integrators whose subthreshold membrane state is

\[
\frac{dC_{\text{mem}}}{dt} = g_{\text{mem}}(v_{\text{rest}} - v(t)) + \sum_i I_i^\text{flow}(t) - \sum_j I_j^\text{lateral}(t) + I_{\text{recept}}(t)
\]  

\(1\)
where $C_{mem}$ and $g_{mem}$ are the membrane capacitance and conductance of the neuron, respectively. The last three terms of right hand side denote the sum of input currents from the flow, lateral and receptive synapses, respectively. In the absence of all input currents, the membrane potential $v(t)$ will drift to its resting value $v_{rest}$. As the inputs drive the membrane potential above its threshold $V_{th}$, the neuron produces a short action potential and resets its potential to $v_{reset}$. In simulation we set $V_{th} > v_{reset} = v_{rest}$, and the refractory period $t_{ref} = 0$. When the synaptic time constants of all synapse types are equal, the dynamics of the three input current types are described by

\[
\begin{align*}
\tau_{syn} \frac{df_{flow}(t)}{dt} &= -f_{flow}(t) + w_{i}^{f} S_{i}^{flow}(t) \\
\tau_{syn} \frac{dlateral(t)}{dt} &= -lateral(t) - w_{lateral} S_{i}^{lateral}(t) \\
\tau_{syn} \frac{drcept(t)}{dt} &= -rcept(t) + w_{rcept} S_{i}^{rcept}(t)
\end{align*}
\]

Fig. 2. A close view of four types of inter-neural connections in Fig. 1. (a) Side view of the connection structure of two neurons on an axis. (b) Top view of the connection structure of two neurons on an axis.

where $S_{i}(t)$ is the temporal sequence of spikes to the receptive synapse, whose weight is fixed in this study, $S_{i}^{flow}(t)$ and $S_{i}^{lateral}(t)$ are those to the flow and lateral synapses of neuron $i$. All spikes are modelled as events with a duration of zero. When a neuron fires, it issues a spike simultaneously to its on-axis neighbour and to the nearest off-axis neighbours on the next concentric layer, namely the on-axis neuron and off-axis neurons.

The weights of the off-axis flow synapses of neuron $j$ are initialized to a Gaussian function of distance with regard to the weight of the direct flow synapse of neuron $j$. Thus the weight of a synapse sourced from neuron $j$ to any interconnected neurons, say $i+1$, on the succeeding concentric layer has a general description, $w_{i+1}^{f} = \frac{w_{i}^{f}}{2\sigma \sqrt{\pi}} \exp\left(\frac{-d_{i+1}^{f} - d_{i}^{f}}{2\sigma^{2}}\right)$ (see Fig. 3). Here $d_{i+1}^{f}$ and $d_{i}^{f}$ are the Euclidean distances from a firing neuron to its on-axis neuron and to one of its off-axis neurons, respectively. If the Gaussian function has mean $\mu = 0$ and standard deviation $\sigma = \frac{1}{\sqrt{2\pi}}$, then we have

\[
\begin{align*}
w_{i+1}^{f} &= w_{i}^{f} \\
w_{i+1}^{f} &= w_{i}^{f} \exp\left(-\pi d_{i+1}^{f} - d_{i}^{f}\right)
\end{align*}
\]

Fig. 3. Inter-neural connections in two neuron axes. Open circles represent neurons. Neuron $j + 1$ is neuron $j$'s on-axis neuron, $i + 1$ is $j$'s off-axis neuron, and vice versa. The synapses sourced from a neuron in the untrained visual net have a Gaussian weight distribution, $w_{i+1}^{f} > w_{i}^{f} \geq 0$. Lateral inhibition (dashed arrow line) with weight $w_{i+1}^{l}$ acts to cancel out the activation effect of the off-axis flow synapse $w_{i+1}^{f}$ to neuron $i+1$, i.e., $w_{i+1}^{l} = -w_{i}^{f}$. By using $w_{i+1}^{l} = w_{i}^{f}$, the EPSP state of neuron $i + 1$ is actually determined by the direct flow synaptic weight $w_{i}^{f}$. In simulation we set the
receptive synaptic weight as a constant dimensionless value of 20 for simplicity, and the initial direct flow synaptic weight $w_j = 15.8$. The model uses a biologically plausible, dynamic threshold for pattern formation. The threshold of an I&F neuron, $i$, is the greater of an exponentially decaying threshold $V_i^{th1}(t) = a_i \exp(-\frac{t}{\tau_{th}})$ and an intersecting constant threshold $V_i^{th2}(t) = V_T$, i.e.,

$$V_i^{th}(t) = \max\left(a_i \exp\left(-\frac{t}{\tau_{th}}\right), V_T\right)$$

where $a_i$ is the membrane threshold value at $t = 0$, the time when the preceding neuron $i-1$ fires, $\tau_{th}$ is the exponential membrane threshold decay rate and $V_T$ is the constant membrane threshold value. The exponentially decaying membrane threshold represents a relative refractory period to refrain neuron $i$ from firing immediately after the activation of neuron $i-1$. In our model design, the intersection between $a_i \exp(-\frac{t}{\tau_{th}})$ and $V_T$, $V_i^{th}(t)$, is the time when neuron $i-1$ predicts, through its experience of edge arrival (see eqn.7), that an edge will reach neuron $i$. Since at that instant, $a_i \exp(-\frac{t}{\tau_{th}}) = V_T$. We thus have

$$t_{i}^{pred} = -\tau_{th} \ln \frac{V_T}{a_i}$$

If a neuron is de-polarised by its direct flow synapse at time $t$, we would expect it to be further de-polarised by its receptive synapse in a time window $(t + t_{pred} \pm \Delta t)$, where $\Delta t$ is the window length to be determined by the adaptation mechanism. If the de-polarisation from the receptive synapse is within the expected response window with respect to the spike from the direct flow synapse, then the neuron spikes and resets its membrane potential (see Ref. 26 also for details).

### 2.2. A vision prediction-confirmation scheme based on multi-connected spiking neurons

When an edge arrives at an image sensor connecting to the receptive synapse of neuron $i-1$, it induces an EPSP on the neuron membrane. The sum of this EPSP, together with the EPSP induced by the direct flow synapse, determines the neuron's activity. If the total membrane potential is above the neuron's dynamic threshold, then the neuron issues a spike to inform its succeeding neuron, $i$, that an edge will arrive.

Meanwhile, neuron $i-1$ is able to estimate the predicted time of travel of the edge, $t_{i}^{pred}$, for neuron $i$. This temporal information is defined by the temporal history of the edge arriving at neuron $i-1$, which can be described with the recursive equation

$$t_{i}^{pred} = \frac{t_{i-1}^{total} + C_{i-1}^{pred}}{C + 1}$$

where $t_{i-1}^{pred}$ and $t_{i-1}^{total}$ are the predicted and actual time of an edge arriving at neuron $i-1$ from $i-2$ respectively. $C$ is the number of "confirmation times" that an edge has been correctly predicted as it propagates along the corresponding axis to neuron $i-1$.

Although in our model neuron the excitatory effect of off-axis flow synapses is cancelled out by the inhibitory lateral synapses, off-axis flow synapses still have influence on the postsynaptic neuron parameters. That means, the predicted time of travel of an edge, now $t_{i}^{pred}$, is decided by spikes from both direct flow synapse and off-axis flow synapses

$$t_{i}^{pred} = \frac{w_{i-1}^{total} t_{i}^{pred} + \sum_{offaxis} \frac{w_{offaxis}^{total}}{w_{total}} t_{i}^{offaxis, pred}}{w_{total}}$$

where

- $offaxis$ denotes the set of off-axis flow synapses which contribute to the modification of the predicted time of travel of an edge
- $w_{i-1}^{total}$ is the synaptic weight from neuron $i-1$ to $i$
- $w_{offaxis}^{total}$ is the synaptic weight from one of the off-axis neurons on the preceding concentric layer to neuron $i$
- $w_{total}$ is the sum of all flow synaptic weights which contribute to that neuron's spike generation
- $t_{i}^{offaxis, pred}$ is the predicted time of travel of an edge sourced from one of the off-axis neurons on the preceding layer to $i$, which equals to the time from the off-axis neuron to its on-axis neuron.

The consequence of Eq. (8) is that a neuron's spiking activity depends upon all the states of the preceding neurons that are connected to it. It is then clear that Eq. (8) is a general case of Eq. (7) by incorporating off-axis synaptic inputs. Combining Eqs. (6)
and (8), it can be seen that all neurons that are "upstream" from a receiving neuron have an influence on its parameters

\[ -r_i^{\text{th}} \ln \frac{V_i}{a_i} = \frac{w_{i-1}}{w_{\text{total}}} \text{pred} + \sum_{\text{off-axis}} \frac{w_{i_{\text{off-axis}}}}{w_{\text{total}}} \text{pred} \]  

(9)

If we substitute \( \text{pred} \) for the recursive Eq. (7), we can obtain a solution to the I&F neuron's parameter pair, \( \{r_i^{\text{th}}, w_i \} \), and therefore the visual plane model, including the dynamic threshold mechanism of its neurons, can be fulfilled.

2.3. Adaptation

In this study, STDP adaptation is used to render the model robust against inaccuracy, and hence to improve its depth-estimation performance. Inaccuracies may be caused by the collective behaviour of edge flow, by non-ideal positioning of image sensors as an array on the visual plane and by mismatches that are bound to result from fabrication tolerances in a silicon process. We use an STDP learning rule, that responds to spike synchrony within a time window. The adaptation of each neuron potentiates or depresses its flow synapses by a small amount according to whether the depolarisation from a corresponding flow synapse is before or after the weighted prediction time instant. The receptive synapse weight is held constant. The adaptation of any individual flow synapse \( k \) converging to neuron \( i \) is

\[
\Delta u_k = \begin{cases} 
A_+ e^{-\frac{t_{\text{pred}} - \tau_+}{\tau_+}} & \text{if } t_{\text{pred}} < T_i^{\text{pred}} \\
-A_- e^{-\frac{t_{\text{pred}} - \tau_-}{\tau_-}} & \text{if } t_{\text{pred}} > T_i^{\text{pred}} \\
0 & \text{if } t_{\text{pred}} = T_i^{\text{pred}}
\end{cases}
\]  

(10)

where \( \Delta u_k \) is the synaptic weight change of synapse \( k \), which belongs to a set of synapses converging to neuron \( i \), this set consists of one direct flow synapse from neuron \( i-1 \) to neuron \( i \), and all off-axis flow synapses converging to neuron \( i \). \( \{A_+, \tau_+\} \) and \( \{A_-, \tau_-\} \) are the amplitude and decay constant of potentiation and depression, respectively. Initially, the untrained flow synaptic weights of each neuron are set to random values within the dynamic range of the neuron's spiking window. During learning, the STDP process adapts the effective window through modifying the flow synaptic weights.

3. Simulation Results

The proposed model is tested using a real image sequence. In the experiment, object edges excite the I&F neurons, each of which transmits a spike through one direct flow synapse and eight off-axis flow synapses. The parameters chosen for this study are shown in Table 1. All of the neuron parameters except the initial amplitudes of learning curves \( A_+ = 0.05 \) and \( A_- = -0.08 \) are chosen to be similar to neurobiological exemplars. We choose \( A_+ \) and \( A_- \) to be larger than those used in an earlier study, as our I&F neurons are considerably sparser. We use Euler integration as the numerical method and the time step is updated with each image frame.

In the scene, a book, a set of pliers, a maze board, a toy pendulum and a badminton racquet are arranged 1205, 1150, 2424, 1102, 2424 millimeters away, respectively, from the initial camera plane. The lighting is primarily daylight, with two 150W fluorescent lamps fixed on the ceiling and an additional 500W studio light source to improve the recording contrast. A manually focused progressive scan NTSC CCD camera (model CV-M7 of JAI corporation, Japan) with Pentax Cosmicar 16 mm TV lens

<table>
<thead>
<tr>
<th>Scene-retina parameter</th>
<th>Value</th>
<th>Neuron parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution</td>
<td>512 x 512 pixels</td>
<td>Membrane ( \tau )</td>
<td>20 ms</td>
</tr>
<tr>
<td>Focal parameter</td>
<td>4.025</td>
<td>Synapse ( \tau )</td>
<td>5 ms</td>
</tr>
<tr>
<td>Axes number</td>
<td>400</td>
<td>Rest potential</td>
<td>-70 mv</td>
</tr>
<tr>
<td>Neuron/Axis</td>
<td>74</td>
<td>Reset potential</td>
<td>-70 mv</td>
</tr>
<tr>
<td>Retina radius</td>
<td>250 pixel</td>
<td>Constant threshold</td>
<td>-56 mv</td>
</tr>
</tbody>
</table>
is mounted on a small board which is pulled by a small motor toward the objects. Before testing, the white balance of the camera is adjusted empirically. No other special procedure is adopted to adjust the camera’s optics. The real scene is recorded in 250 frames with camera motion speed of approximately 1.1 mm per frame. The image frames are saved in bitmap format with a resolution of 1276 x 1016 and 24 bits of colour. The recording speed is 24 frames per second. The image frames are thereafter preprocessed to fit the final resolution of 512 x 512 and transferred to a SUN Blade 1500 workstation for analysis.

During camera movement, edges flow along the visual plane axes. Initially, in Fig. 4(a), all I&F activations are caused by the receptive synapses only and new events are transmitted, subsequently, to the neighbouring neurons via the flow synapses. As movement continues, any neuron activated by both the correlated receptive and flow synaptic inputs issues a spike. When a new edge is detected its presence at the current neuron is recorded. After this edge has been confirmed the position of the first detecting neuron is added to the pixel map as a black dot, see Figs. 4(e) & (f). The black dots are known as effective pixels.

The algorithm undergoes a “self-organisation” period as it converges to a stable stage, after which the number of the effective pixels remains approximately unchanged (this follows the method in Ref. 26). The stimuli from the receptive synapses begin to depolarise the membrane of the neurons after their image sensors detect optical edges. If the EPSPs induced by both the correlated receptive and flow synapses of a neuron sum within the firing window to produce an activity that exceeds the combined threshold, then the neuron is activated, thus confirming the identification of the associated edge. The source neuron of the confirmed edge is then included in the pixel map and depth information can be calculated by the firing neuron according to Eq. (1). As further movement occurs in the scene and the confirmed edge continues to flow along the retinal axis it will be re-confirmed repeatedly as an ever more reliable representation of the edge. In the pixel map of Fig. 4(f), the geometrical shape of objects is clear, and depth information can be recovered as described in Sec. 2. We use the arithmetic average of the depth values computed by a group of neurons to recover an edge’s depth information. This simple method can help to reduce the impact of inevitable noise.

Weight-independent STDP is included to enhance the model’s adaptation, as described in Sec. 2.3 above. When weight modifications are independent of the weight value, a bimodal weight distribution emerges from the learning process with weights reaching either the maximum or the minimum hard limits of synaptic strength due to the competition between synapses. This balanced form of bimodal weight distribution helps to stabilise the output rate. Figure 5(a) shows a comparison of performance between 3 different vision models, A, B and C in Table 2.

In Model A, the off-axis flow synapses compete with the direct flow synapse to control the postsynaptic neuron parameters. This model therefore takes better account of the collective behaviour of multiple inputs with similar spatiotemporal characteristics. The competition potentiates the more reliable synapses while depressing the less reliable ones according to Eq. (10). It is clear that, after an initial self-organisation period, the performance of the 3 models has become stable. With adaptation added in Models A and B, it was expected that a significantly improved performance would be measured. Model B confirms this by identifying approximately 35% more effective pixels than Model C, which is a basic model without adaptation and off-axis connections. Model A shows consistently superior performance to that of Model B by adding a further 7% improvement in the total number of the effective pixels. For the real image sequence, with the ideal case of 4421 edges projected on the neurons of the visual plane at the beginning, after convergence Model C can identify a total number of 2734 (62%) edges, Model B identifies 3689 (83%) edges, and Model A identifies 3875 (88%) edges.

In order to explain this further performance improvement, the weight distributions of the direct and off-axis flow synapses are shown in Fig. 5(b)-(d). Without loss of generality, all the weights of both the direct and off-axis flow synapses are initialised to their maximum possible values so that their expressions can be normalised to 1. The synapses of one axis of neurons, the 230th axis in this study, are used for analysis. After the initial period the weights of the direct flow synapses of some neurons are driven to the minimum hard limit while the others stick to the
Fig. 4. The pixel maps of a real scene. (a)–(c) are the snapshots of image frames at the start, 60 and 200 steps respectively. The arrow represents the 230th axis which will be studied. (d) is the still contour of the first frame without running the spike-based algorithm, the short lines signifies the strength and direction of the optical flow in the 2D space. (e) and (f) are the pixel maps. The depth boxes correspond to the badminton racquet, toy pendulum, maze board and book, respectively, from left to right. Upper values in the boxes are the actual original depth of each object, lower values are the estimated depth, both described in millimeters.
Fig. 5. Characteristics of the model performance and weight distribution. (a) A comparison of the performance of three different vision models. All the models experience a convergence stage and remain approximately stable despite the fluctuation. The dashed line represents the optimal result in which all the effective pixels, i.e., the edges projected onto the neurons of the visual plane at the start, are shown in an ideal pixel map. (b) The normalised weight values of the direct flow synapses of the 230th axis. They are initialised to their maximum values. As adaptation proceeds, some attain their minimum possible values and remain there. Most of the direct flow synapses of the neurons on the first half axis retain their maximum values because no stimulus is detected and no adaptation occurs. (c) The weight distribution of the off-axis flow synapses of the 230th axis. The emergence of weights distributed at the minimum hard limit is the result of competition between the direct and off-axis flow synapses. (d) The weight distribution of the direct flow synapses of the same axis. More of these synapses are driven to their minimum limit.

maximum hard limit, see Fig. 5(b). Figure 5(d) shows the weight evolution of the direct flow synapses of the 230th axis from the maximum to minimum hard limit in 40 bins. As the adaptation drives weights of maximum hard limit to the minimum limit, the weight distribution gradually forms a stable, balanced bimodal format. The weight distribution of the off-axis flow synapses is shown in Fig. 5(c). Compared with Fig. 5(d), far fewer off-axis flow synapses are driven to their minimum hard limit after the initial period. This implies that a modest level of competition does occur between the direct and
Table 2. Characteristics of three different vision models.

<table>
<thead>
<tr>
<th></th>
<th>Model A</th>
<th>Model B</th>
<th>Model C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Off-axis synapses</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Adaptation</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Input competition</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

off-axis flow synapses. This allows us to explain the further performance improvement brought about by competition. Fundamentally, more competition leads to a more significant performance improvement because the competition mechanism strengthens synapses with the correct timing prediction, which then dominate the postsynaptic neuron parameters according to Eq. (9). The level of competition depends upon the image context and network structure. As an extreme example, in a scene with many feature curves whose curvature is the same as the curvature of the concentric neural layer, then multiple consecutive neurons on the same concentric layers can and will be activated simultaneously. They will then compete to determine the states of their succeeding neurons through their synapses. On the other hand, if a scene contains few feature curves that fall on or near the image sensor circles, the level of competition will be lower.

Normally, if an edge is correctly predicted and confirmed more than twice by the consecutive neurons on an axis, it can be treated as a genuine feature and hence its origin neuron location can be permanent in the pixel map. In this case the curves in Fig. 5(a) should be flat after the initial self-organisation period.

In order to test the influence of stochastic components in the optical flow field on performance, we have modified the edge inclusion criterion such that an edge is removed from a pixel map if it is judged by a neuron as a spurious edge, even if it has been confirmed by more than two neurons before. This criterion gives rise to the systematic fluctuation in the number of effective pixels in Fig. 5(a). The stochasticity can be caused by various reasons, such as tremble of the camera and disturbance of the scene context. However, our experiment shows that the stochastic fluctuation does not compromise the model's performance, and that, with the adaptation and competition mechanisms, the model is even more robust to such fluctuations.

4. Conclusions

We have introduced a new spike-based, adaptive visual plane algorithm that allows competition between on-axis and off-axis neurons to improve both the rate of acceptance of real edges and rejection of noise. We show that inter-synaptic competition results in a better model performance since the synapses carrying more "reliable" edge signals can win the competition to determine the activities of their postsynaptic neurons. It may therefore be desirable to have more synapses competing with their corresponding direct flow synapse. We are led to speculate that there are two factors which influence the level of competition in the model, i.e., the image context and neuron density on a visual plane. Clearly, the characteristics and curvature of the image can not be regarded as adjustable parameters. Neuron density seems, however, to be a major influence on the level of competition. If the neuron density is greater (i.e., there are many more axes), edges will inevitably create more off-axis signals and thus more competition.

When a neuron receives spike events from both the direct and off-axis flow synapses, weight-independent STDP included in the model introduces inter-synaptic competition to drive weights towards binodal limits. Thus the initial Gaussian weight function of the synapses sourced from a neuron may not be sustainable.

The form of the weight distribution is also, clearly, affected by the characteristics of the features in the image. In the case of an "archery target" image of concentric circles, for example, competition will be maximised and the off-axis weight distribution tends to a balanced, binodal form. In the case of an essentially random image, little competition will occur and the off-axis weights will remain at their initial (maximal) values.

In summary, we have presented a novel monocellular vision model for object recognition and depth inference. As the underlying algorithm is based upon spike-timing and synchronisation, we have incorporated STDP adaptation to improve performance. In this study, adaptation includes lateral inter-neuron synapses, to allow information that is off the most obvious neuron axes to have a (restricted) influence on the fundamentally-axial computation. To our knowledge, this study is one of the very few works incorporating STDP adaptation, a new synap-
tic plasticity rule, into a vision model which is subsequently applied and measured in a vision case study. If the hard maximum and minimum limits are imposed on the synaptic weights, and weight modification is independent of its value, then STDP-induced competition will drive the weights to form a bimodal distribution. This weight redistribution helps representing the various information in a scene. We have demonstrated in our model that both competition among developing retinotectal synapses, and towards 100%. 14. W. Gerstner and L. F. Abbott, Learning navigational maps through potentiation and modulation of hippocampal place cells, J. Comput. Neurasci. 4 (1997) 79-94.
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ABSTRACT

Analogue VLSI can be used to implement spike timing dependent neuromorphic training algorithms. This paper presents novel circuitry that uses spike timing to "adapt out" the effects of device mismatch in such circuits. Simulation results for the circuit implemented in a 0.35μm CMOS process are reported.

1. INTRODUCTION

As circuit geometries decrease, the problems caused by device mismatch increase [1]. When sub-micron devices are operated in sub-threshold mode the effect is exacerbated [2]. The effect of threshold (Vt) variation can clearly be minimised by the use of transistor dimensions greater than minimum size. However, other compensation mechanisms have been proposed, which allow the fabrication of devices such as current mirrors and dividers and comparators [3]-[5] with improved matching characteristics.

We present a new technique for device mismatch correction based upon a form of asymmetric Hebbian training, a neural algorithm implementing Spike Timing Dependent Plasticity (STDP). In STDP synaptic weight change is driven not by spike-rate correlations, but by individual inter-spike timings. This class of algorithms has been shown to recover different and potentially richer information from a spike train when compared to rate and population coding methods [6] and due to its relative simplicity has been successfully implemented in analogue VLSI [7]-[11].

We have chosen, as a context for this study, a spike-timing driven algorithm for visual scene analysis [12] which, if implemented in analogue focal-plane VLSI, will be degraded by unavoidable mismatches in the temporal characteristics of nominally identical circuits. The algorithm is thus an excellent demonstrator for any benefits that STDP adaptation may offer. The algorithm is based upon the comparison of two related inter-neural firing times, where the delay between them effectively measures the speed of motion of an object in the visual field. A simple analogue circuit has been designed that predicts a spike arrival time from the timings of two previous spikes. This circuit has been subjected to "process mismatch" simulation and an adaptation network has been added to attempt to compensate for the mismatch error.

This paper will present the circuit designed and Monte Carlo simulation results showing both the problems caused by mismatch and the benefits of the adaptation network. A 0.35μm CMOS chip is being fabricated to verify the simulation results.

Fig. 1. Neuron firing time and prediction. Neurons 1 to 3 fire at predetermined intervals. Neuron 3p fires at a time predicted from the firing time of neurons 1 and 2. If the neurons fire at equal intervals \( t(3p) = t(1) + t(2) \) where \( t(1) \) is the firing time of spike 1, \( t(2) \) for spike 2 etc. Spike 3p is the prediction of spike 3.

2. PREDICTION CIRCUITRY

The system chosen to use spike timing dependent training to adapt out device mismatch is that of Wörgötter et al [12] in which the time at which an edge passes a pixel in a visual radial flow field is used to predict further such events. This can be used to eliminate noise by accepting only events that have been predicted using signals from previous edge-sensitive pixels. In this paper, neuron firing times will replace the edge times. The details of the vision-processing algorithm are not relevant as the presented circuit implements the noise reduction part of the work and not the actual depth-from-motion algorithm.

The system block diagram is shown in figure 1. The spike firing circuit is made up of three "integrate and fire" neurons that are set to fire at predetermined intervals. For example, the delay between neurons one and two firing may be the same as the delay between neurons two and three. In a complete system the intervals would be determined by pixel spacing. The spikes from neuron 1 and 2 are passed to the prediction network which generates another spike, spike 3p (i.e. "predicted", not actual), at a time determined...
Fig. 2. Current sink/source circuit. C1 charges between t(1) and t(2) and discharges from t(2) to t(3p). The charging and discharging currents are matched to enable prediction of spike 3 at the time when C1 has returned to Vrampth.

Fig. 3. Simulation outputs for Vramp. The results of three process mismatch Monte Carlo simulations show a variety of possible shapes for Vramp by the firing times of the input spikes. The timing of this spike can then be compared to that of spike 3 by the spike confirmation block. Spike 3 will only be accepted as genuine if it arrives within a given time window of spike 3p. The adaptive STDP network is also shown. We will attempt to use it to adapt out the process-induced mismatch between the actual firing time t(3) and its predicted time t(3p). The circuit will be described in detail in section 3.

The circuit used to provide the prediction of t(3) is shown in figure 2. Capacitor C1 is charged and discharged by a nominally matched current source and sink. When the voltage across capacitor C1 returns to its initial value a spike is fired, at time t(3p), and if the process were perfect this spike would coincide with the actual spike at t(3). The sequence of events is as follows:

t(1) Spike 1 is fired and P6 and N6 act as a switch which sets the initial value of Vramp to Vrampth.

t(1)-t(2) P5 is on and C1 is charged through P3 and P4 which supplies a mirrored version of the current set by Vb.

t(2) P5 turns off while N5 becomes active.

Fig. 4. Excitatory/inhibitory synapse circuit. The synapse is excitatory if Vw is greater than Vsynth and inhibitory if Vsynth is greater.

3. ADAPTIVE CIRCUITRY

To compensate for the mismatch in the current source and sink, at t(2) a current path is opened and charge is injected/removed from the capacitor in figure 2. This effectively increases or decreases the discharge time by raising or lowering the peak signal voltage. The charge is injected/removed by the excitatory/inhibitory synapse designed in [16]. Figure 4 shows the circuit which is controlled by two inputs Vsynth and Vw. If they are equal the output current is zero. If Vsynth is greater than Vw the synapse is inhibitory. The synapse is excitatory when Vw rises above Vsynth. In this application Vsynth is set to 1.8V. Vfas is the bias for the cascoding transistors and is set at 1.37V.

The control of Vw is provided by the circuit in figure 5 which responds to the timing differences between t(3) and t(3p).
Fig. 5. Weight adaptation circuit and algorithm. $V_w$ is increased if spike 3p occurs before spike 3 and decreased if neuron 3 fires first. Weight change only occurs if spikes 3 and 3p happen within a specified time window. The weight change ($\Delta W$) is "capped" by $V_n$ and $V_p$ to prevent $V_w$ moving from one supply rail to the other. Three circuit blocks are highlighted. A: The circuitry setting the time window. B: The circuitry setting the amount of weight change. C: Combining the two together to create the negative part of the $\Delta W$ graph.

The circuit in figure 5 has two distinct parts. MOSFETs N1-3 and P1-3 control reductions in $V_w$ (depression) through N7, N8 and N9, while increases (potentiation) are achieved through transistors N4-6, P4-6, P7, P8 and P9. As the potentiation and depression circuits are mirror-images, with transistor polarities changed, we will present a detailed description of only the depression mechanism.

When spike 3 occurs C1 is discharged through N1 and then charges slowly to Vdd through P1. This results in a pulse at the gate of N8, whose width is determined by $Vb2$. This pulse defines the window within which weight change occurs. At t(3) C2 is discharged through N3 and then charged slowly to $V_n$ through P3. This voltage is N7’s gate voltage and controls the size of the weight change. As the voltage across C2 increases with time, the amount of weight change will increase the longer the delay between t(3) and t(3p) until the voltage reaches $V_n$. This defines the maximum weight change. If spike 3p occurs within the time window, $C_w$ is discharged through Ni, N8 and N9 by an amount related to the voltage across C2. When the weight voltage is decreased, the peak of $V_ramp$ decreases. This reduces the discharge time and spike 3p will occur at a time t(3p) that is closer to t(3).

The weight change is "capped" by $V_n$ and $V_p$ to prevent $V_w$ moving from one supply rail to the other. The window width is determined empirically from a priori knowledge as to when two spikes may be regarded as unrelated events.

When spike 3p is a good prediction of spike 3 no further weight change occurs. Therefore the adaptation network can be left active after calibration. It will then continue to compensate for any circuit drift caused by changes in environmental conditions or charge leakage from the capacitor. The latter is particularly important as many compensation techniques suffer from problems in the permanent storage of calibration values.

4. RESULTS

To test the circuit a 100-run Monte Carlo process mismatch simulation of the AMS 0.35μm CMOS CSI process was performed using Cadence Design Tools. During each run the transistor parameters are altered to simulate the process mismatch that occurs during manufacture. Usually this type of analysis is performed to check the robustness of a design but we use it to determine the circuit’s ability to compensate for mismatch. During each run the difference between t(3) and t(3p) was measured before and after STDP adaptation.

Figure 6(a) shows example results for three runs before adaptation. The timing of spike 3p can be seen to vary widely. After adaptation, figure 6(b), the spread of spikes has been decreased and the peak ramp voltage can be seen to change, on charge injection, to alter the discharge time. The first example is a good match before adaptation and is not affected adversely by it.

While Figure 6(b) is encouraging, a more statistically significant result can be obtained by examining the results for the full 100 runs. Figure 7 shows the spread of the estimation error $t(3) - t(3p)$ before and after STDP adaptation. $t(2) - t(1)$ is 1ms and 3ms in (a) and (b) respectively.

It can be seen very clearly that the standard deviation of the prediction error is reduced dramatically, indicating that prediction after adaptation is far more reliable. The STDP adaptation network has reduced the effect of process mismatch by "pulling together"
spikes which are effectively coincident in real time, but have been “spread” on silicon by process imperfections.

5. CONCLUSIONS

Simulation results show that spike timing adaptation can minimise the effects of process mismatch in the context of a spike-timing processing scheme for visual scenes. Our circuit predicts the timing of a third spike from the timing of two previous spikes. This prediction circuit’s accuracy depended on the degree of transistor parameter variation. To compensate for this, an adaptation network was added to reduce the prediction error.

The circuit was tested using a process mismatch Monte Carlo simulation. Process mismatch degrades the accuracy of prediction significantly. However, STDP adaptation affects a significant and useful reduction in the error spread. The circuit is being fabricated using a CMOS 0.35μm process to verify the simulation results.

It should be noted that this technique differs from dynamic techniques in that it will correct for other imperfections in the circuit, for example variation in neuron firing thresholds or track delay, and not simply mismatch within the current mirror. This technique can also be used when the charging current is a fraction of the discharging current allowing the non-uniform placement of pixels.

Further work will include the integration of the network with a pixel array to demonstrate the potential of a complete system.

The implications of this work are wide-ranging. It is now clear that inter-spike timing can be used both to perform useful processing on silicon and that the same spike timings can drive circuits that adapt to compensate for the unavoidable and ever-increasing mismatches between elements in real silicon chip. This may well prove a major tool in the drive towards reliable computation in an increasingly unreliable medium.
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ABSTRACT
This paper describes the implementation of a CMOS edge-detecting pixel array with on-chip adaptation that compensates for intrinsic variation between devices. The adaptation algorithm, based on asymmetric Hebbian training, uses spike timing to adapt out the effects of device mismatch and process variation. Each pixel adapts to background illuminance and provides high-pass filtering output with respect to local positive and negative illuminance transients. Sample chips have been manufactured using a 0.35μm CMOS technology, and the test results confirming the feasibility of the chosen approach are reported.

1. INTRODUCTION
The continuously expanding field of machine vision, e.g., automotive applications, demands for high-performance and low-cost image sensors and system implementations. CMOS technology allows to integrate sophisticated sensor technology with massively parallel image and signal processing. This motivated a plethora of image sensor implementations including designs with integrated preprocessing [1, 2, 3]. The high density of visual information in our environment makes real-time image processing a major challenge, in spite of the ever increasing speed of available electronic processing circuits. However, image data tends to be highly redundant and thus compressible without information loss. A very basic and useful image compression function is the enhancement of local brightness transients [4, 5].

Our research was motivated by the objective to develop an image sensor capable of recovering depth information. Our exemplar system was developed by Würgötter et al [6]. It is a spike-timing driven algorithm for visual scene analysis whose temporal characteristics will be degraded if implemented in analogue focal-plane VLSI. We have based our pixel upon the light transducing elements described in [7] and [8]. The technique for device mismatch correction is based upon a form of asymmetric Hebbian learning, a neural algorithm implementing Spike Timing Dependent Plasticity (STDP). This class of algorithms, driven not by spike-rate correlations but by inter-spike timings, has been shown to recover different and potentially richer information from a spike train when compared to rate and population coding methods [9]. STDP is a relatively simple algorithm which has been successfully implemented in analogue VLSI [10, 11, 12].

The system and STDP circuits are presented in section 2. The edge-detecting pixel is described in section 3. In section 4, experimental results demonstrate both the problems caused by mismatch and the benefits of the adaptation network.

2. SPIKE-TIMING DRIVEN CIRCUITS
The system block diagram is shown in Fig. 1. The spike firing circuit comprises three leaky integrate-and-fire (LIF) neurons [11]. These LIF neurons integrate output currents received from edge-detecting pixels (E) and fire when the accumulated signal reaches the threshold. The spikes from neurons 1 and 2 are passed to the prediction network which generates another spike, spike 3p (i.e. "predicted", not actual), at a time determined by the firing times of the input spikes. The timing of spike 3p can then be compared to that of spike 3 by the spike confirmation block. Spike 3 will only be accepted as genuine if it arrives within a
Current sink/source circuit. $C_1$ charges between $t(1)$ and $t(2)$ and discharges from $t(2)$ to $t(3p)$. The charging and discharging currents are matched to enable prediction of spike 3 at the time when $C_1$ has returned to $V_{\text{ramp}}$. (pC1)

The charge is injected or removed by the excitatory/inhibitory synapse designed in [14]. Fig. 3 shows the circuit which is controlled by two inputs $V_{\text{synth}}$ and the weight voltage $V_w$. If they are equal, the output current is zero. If $V_{\text{synth}}$ is greater than $V_w$, the synapse is inhibitory. The synapse is excitatory when $V_w$ rises above $V_{\text{synth}}$. $V_{\text{bias}}$ is the bias for the cascoding transistors.

The control of $V_w$, based on asymmetric Hebbian learning, is shown in Fig. 4. The weight-change curve responds to the timing differences between $t(3)$ and $t(3p)$. Weight change restricted by $V_{\text{bias}}$ and $V_{\text{synth}}$ to prevent $V_w$ moving from one supply rail to the other, only occurs if spikes 3 and 3p happen within a specified time window. The window width is determined empirically from a priori knowledge as to when two spikes may be regarded as unrelated events. Detailed description of the weight adaptation circuit has been given in [13].

### 3. EDGE-DETECTING PIXEL

Circuit diagram of the edge-detecting pixel is shown in Fig. 5. The circuit combines an adaptive photoreceptor [7] with a rectifying differentiating element [8]. It consists of a photodiode $D$ in series with a transistor $M_{\text{pd}}$ in source-follower configuration, and a negative feedback loop is created between the source and the gate of $M_{\text{pd}}$. The feedback loop consists of a high-gain inverting amplifier in common-source configuration ($M_n, M_p$) and a rectifying temporal class-AB differentiator stage ($M_{\text{on}}, M_{\text{off}}, M_{\text{ab}}, C$). In con-
Fig. 6. Irradiance step response of the edge-detecting pixel. These oscilloscope traces show $V_{\text{amp}}$, $V_{\text{diff}}$ and $V_{\text{out}} = 1 M \Omega \times (I_m + I_{\text{off}})$. $V_{\text{out}}$ trace is the temporal derivative of the input contrast step.

Contrast to [7], we employ an Nwell-to-Psubstrate photodiode as the light transducer because it has reasonably high quantum efficiency, small parasitic capacitance and low dark current [15].

An additional capacitive gain stage in the feedback loop gives enhancement to the response [7]. The voltage variations on the differentiator node $V_{\text{diff}}$ are amplified with respect to the variations of $V_{\text{fb}}$ by the capacitive divider ratio $A_C = (C_1 + C_2)/C_2$ and so are the transient currents $I_m$ and $I_{\text{off}}$.

The resistive element, constructed from two oppositely directed diodes in series, ensures that $V_{\text{diff}}$ eventually adapts to a dc value close to $V_{\text{fb}}$. In the ideal case, the current is limited to a low value by the reverse-biased diode, such that the element exhibits a symmetric saturating sigmoidal current-voltage characteristic.

4. EXPERIMENTAL RESULTS

The measured responses of the edge-detecting pixel is shown in Fig. 6. The measurements were done by illuminating the entire chip through a diffuser with a radiance-modulated light-emitting diode (LED), operating around an emission wavelength of 590 nm, while shielding the chip from ambient light. The power supply voltage was set to 3.3 V and the bias voltages $V_{\text{bl}}$, $V_{\text{fb}}$ and $V_{\text{bs}}$ were fixed for all measurements such that $M_p$ and $M_s$ were operated slightly above threshold. A radiance-voltage calibration was performed using a digital light meter.

As the pixel provides output in the form of current $I_m + I_{\text{off}}$, a 1MΩ resistor was connected between the output node and ground, enabling voltage readout for an oscilloscope. As a result, the output time constant was massivly increased and does not reflect the natural on-chip response of the pixel. The circuit was allowed to reach a steady state at a default illuminance of 1 lux. Saturation and adaptation effects can be observed in the $V_{\text{amp}}$ and $V_{\text{diff}}$ traces after high-contrast step of 100 lux.

The ability to adapt to process mismatch was tested by stimulating the combined pixel/STDP circuit with a moving light pattern generated by an array of flashing LEDs (10 lux). The LED test pattern was set in such a way that edge-detecting pixels were illuminated chronologically. The optical part of the imaging system was a surveillance camera lens with a focal length of 6 mm and an f-number of 1.2. The LED array was placed at a distance of 15 cm from the lens. The experiments were repeated 10 times over five chips and conducted under ambient lighting condition of ac-driven fluorescent office lighting (150 lux).

Fig. 7 shows an example of spike waveforms observed in the experiments before and after STDP adaptation. It is important to note that each pixel is able to detect the LED test pattern (high-frequency signal) while rejecting the ambient light (low-frequency signal). Fig. 8 shows the spread of the prediction error $t(3p) - t(3)$ before and after STDP adaptation. It can be seen that, after adaptation, the prediction error is reduced by at least 5 times. The prediction error when $t(2) - t(1) = 5$ ms is always greater than the error when $t(2) - t(1) = 1$ ms because it is related to the mismatch in current and the charging time. The STDP adaptation network has reduced the effect of process mismatch by “pulling together” spikes which are effectively coincident in real time, but have been spread on silicon by process imperfections.

5. CONCLUSION

An edge-detecting pixel array with on-chip adaptation that compensates for device mismatch has been presented and characterised. Our first chip was manufactured using a 0.35μm CMOS technology. Experimental results show that the pixels adapt to background illuminance and provide high-pass filtering output, and that spike timing adaptation can minimise the effects of process mismatch in the context of a spike-timing processing scheme for visual scene.

In future work, this approach will be extended to include the depth-from-motion algorithm. Our long term
goal is to achieve a specialised silicon retina that provides locally processed depth information, which either can be used for certain application segments, or which can serve as a building block for an intelligent application-specific chip in machine vision.
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Abstract—This paper presents some circuitry for use within a visual-processing depth-recovery algorithm based upon spike timing. The accuracy of the depth calculation relies on a prediction which, when implemented in analogue VLSI, will be degraded by transistor mismatch. An adaptive circuit based on Spike Timing Dependent Plasticity (STDP) was designed to reduce the effects of VLSI process variations on the algorithm's performance. Simulation Results for the circuitry, designed using a 0.35μm process, are reported.

I. INTRODUCTION

Spike Timing Dependent Plasticity (STDP) is a neural algorithm operating not on spike-rate correlations but individual inter-spike timings. STDP therefore has the ability to adapt synaptic delays [1]-[3] to improve or "tune" network performance. The interesting properties of STDP have been investigated and successfully implemented in analogue VLSI [4]-[8]. Furthermore, the Monte Carlo simulation results reported in this paper come from a design which is an extension of our previous work, fabricated in 0.35μm silicon [9], which showed the ability to correct for mismatch effects.

The problems of transistor mismatch are exacerbated as device sizes are driven further into sub-micron geometries [10]. With an increasing number of devices on chip the demand for lower power consumption encourages sub-threshold design where the problem of mismatch is even greater [11]. As mismatch can effect circuit time constants, we have chosen to exploit STDP's ability to adapt delays and investigate the use of a time dependent spiking algorithm which compensates for the mismatch error within an exemplar neural system.

This paper will present the circuitry designed and Monte Carlo simulation of the circuit extraction results showing both the problems caused by mismatch and the benefits of the adaptation network. The circuitry will be fabricated using a 0.35μm process to verify the simulation results. Although these results are based upon an explicitly spike-driven depth-from-motion algorithm, the techniques demonstrated are generic to any algorithm that is based upon inter-spike correlations. As a result, the results herein and the chip that implements the STDP process do not have a specific application. Rather, they aim to develop new forms of robust circuit for the noisy, mismatched and unreliable building nanoscale building blocks of future chips.

II. PREDICTIVE CIRCUITRY

We chose the vision-processing system described by Worgotter et al. [12] to show STDP's mismatch compensation ability. It is a depth-from-motion algorithm which uses relative neural spike timings to recover depth information from radial flow-fields. The algorithm was found to be susceptible to noise and a prediction mechanism was added to make it more robust. The prediction uses the timing of two spikes to determine when a third spike will arrive. If the spike arrives within a small time window of the prediction it is treated as genuine. Timing mismatches are therefore potentially very damaging to this algorithm, rendering it a good candidate for this study.

We used a prediction network (figure 1) designed for the condition where the time between spikes 1 and 2 was equal to that between spikes 2 and 3. In this case the time of the predicted spike 3, spike 3p, is \( t(3p) = t(2) + t(2) - t(1) \) where \( t(1) \) is the firing time of spike 1, \( t(2) \) for spike 2 etc. Spike 3p is the prediction of spike 3.

Fig. 1. System Block Diagram. Neurons 1 to 3 fire at predetermined intervals. Neuron 3p fires at a time predicted from the firing time of neurons 1 and 2. If the neurons fire at equal intervals, \( t(3p) = t(2) + t(2) - t(1) \) where \( t(1) \) is the firing time of spike 1, \( t(2) \) for spike 2 etc. Spike 3p is the prediction of spike 3.

Preliminary attempts to compensate for mismatch error are described in [9]. The original design suffered from the problem that most of the mismatch was caused by a gain error, i.e. differing \( g_m \), but no gain correction could be applied. Instead an offset correction, equivalent to addition or subtraction of time, was applied which was only applicable to a fixed time delay, in that case 5ms. When the delay was changed to 1ms the circuit had to adapt to a different level of correction.
The predictive circuitry was re-designed to address this issue and is shown in figure 2. The sequence of operation is:

t(1) Spike I is fired and N6 acts as a switch which sets the initial value of Vramp to Vrampth.

(t(1)-t(2)) P5 is on and C1 is charged through P3 and P4 which supplies a mirrored version of the current set by Vb.

(t(2)) P5 turns off while N5 becomes active.

(t(2)-t(3p)) C1 is discharged through N3 and N4 at a rate set by the voltage across Cslope. If the current source and sink are matched and Vb equals Vslope the time taken to discharge C1 should match the charging time.

(t(3p)) Vramp is compared to Vrampth using a differential pair. When Vramp crosses it, neuron 3p is "fired". This ends the discharge period.

The bias voltage applied to N1 is now no longer permanently connected to N3. The closing of N7 allows the voltage across Cslope to be initialised to Vb but it can be open to enable different bias voltages to be set. The W/L ratio for transistors N3 and N4, and therefore N1 and N2, was altered to reflect the driving of N3 by the voltage across Cslope. The length of the transistors determines their response to the changing voltage Vramp and was set at 3um. To reduce the capacitive coupling of Vramp to Vslope it was important to keep the gate-drain parasitic capacitance to a minimum. The width chosen to reduce this effect was 0.6um.

If N7 is closed the prediction accuracy demands that the matching between transistors be good. Should mismatch occur, the discharging current can be greater or less than the charging current resulting in an early or late prediction. The mismatch could be eliminated by post-fabrication trimming but this is expensive and time-consuming. Instead we minimise the effect of the mismatch by altering Vslope. The alteration is performed by the adaptive circuitry described in the next section based on the time difference between spikes 3 and 3p. Effectively, we use STDP to restore the near-perfect synchrony that has been corrupted by mismatch.

III. ADAPTIVE CIRCUIT DETAILS

Transistors N1 and N3 in figure 2 have sub-threshold gate voltages so any change in Vslope could potentially have a large impact on the discharging current. To ensure a small voltage change a switched capacitor technique is used as illustrated in figure 3. The HiLo circuit uses source followers to generate signals approximately 200mV above and below Vslope. If spike 3 arrives before the prediction, Vslope must be increased and the up signals, up, up1 and up2, are active. If spike 3p arrives first, the down signals are active but the operation is essentially the same. Therefore only the process of increasing Vslope is described here.

A capacitor bank, C(1)-3, is used to implement the change in Vslope in a time dependent manner, as opposed to merely direction dependent. It is used in a similar way to that described in [13]. If a single capacitor were to be used then the change in Vslope would always be by a fixed amount, either up or down, irrespective of the accuracy of the prediction. This would lead to a choice between either very slow convergence and high accuracy or fast convergence with low accuracy. The inclusion of the capacitors is controlled by CSI-3 which are reset when the up signal is generated at the arrival of spike 3. The NOR and NOT gates marked S are "current starved", by a sub-threshold biased transistor connected between VDD and the standard circuit configuration, and therefore have a slow rise time. After the up signal, the output of the NOR gate

[Diagrams and figures are not included in the text representation but are referenced in the text.]
Fig. 6. Distribution of prediction errors when \( t(2) - t(1) = \frac{1}{2}(t(3) - t(2)) \). The time difference, \( t(3p) - t(3) \), was measured before and after adaptation. The x-axis scale is set using the pre-adaptation range in (a) and the post-adaptation range in (b).

slowly rises until it reaches \( V_{thp} \), in this case 2.5V. At this point \( CS1 \) becomes high and the output of the first slow \( \text{NOT} \) gate starts to rise. With \( CS1 \) high, charge can be stored on the connected capacitor. \( CS2 \) and \( CS3 \) become high approximately 100ns after the preceding \( CS \) signal. When spike 3p arrives \( Up.t \) is generated and the \( \text{High} \) voltage from the \( \text{HiLo} \) circuit is stored across all active capacitors. Therefore the amount of stored charge is related to the time between spike 3 and spike 3p. \( Up.t \) is generated slightly later at which point the charge is shared between the capacitor bank and \( Cslope \) resulting in a rise in \( V_{slope} \). \( Cslope \) is a much large capacitor than the others therefore the voltage change is much smaller than the 200mV difference generated by the \( \text{HiLo} \) circuitry. Figure 4 shows the resulting change of \( V_{slope} \) with different time delays between the actual and predicted spikes. A windowing mechanism is used so that if a predicted spike arrives much earlier or later than the actual spike they are deemed to be unrelated. This results in the zero change at \( t(3p) - t(3) > 3ns \). As the adaptive network drives \( V_{slope} \) towards a particular point it can be left active after calibration. It will then continue to compensate for any circuit drift caused by changes in environmental conditions or charge leakage from the capacitor. The only constraint is that more correct spikes are present than incorrect ones.

IV. RESULTS

The circuitry was designed using the AMS 0.35μm C35 process. The testing was performed using Monte Carlo mismatch simulations of the circuit extraction in which the transistor and capacitor characteristics span the measured statistics of the fabrication process. 100 Monte Carlo simulations were run with a time delay between spikes of 5ms. The time difference, \( t(3p) - t(3) \), was measured before and after adaptation. The results are shown in figure 5(a) and the improvement in the prediction is clear. Figure 5(b) shows the same data but this time the x-axis scale has been set to reflect the post-adaptation error range.

It can be seen that very few pre-adaptation results are as good as the full range of post-adaptation results. It is also a significant improvement on the results from our previous design reported in [9]. The two separate distributions visible in (b) are caused by the shape of the voltage change curve in figure 4. Around \( t(3p) - t(3) = 0 \) there is a swing of approximately 1.4mV. This means that when the prediction is close to \( t(3) \) it tends to oscillate between "too fast" and "too slow" but is unable to get exactly to the zero point.

It is also possible to predict a time proportionate but not equal to \( t(2) - t(1) \) by ratioing the widths of transistors \( N1 \) and \( N3 \) in figure 2. We plan to fabricate a prediction circuit with a 5:6 ratio, i.e. a 5ms time delay will result in a prediction of 6ms, and the results of the extracted simulation are shown in figure 6.

While improving the prediction quality is important it was also an aim of this work to design a correction method that would work while the time delay between spikes 1 and 2 was varying, as it would when objects at different depths are being processed. Two spike trains were applied to both this circuit and the previous design [9] during Monte Carlo simulations. The first train had 25 sets of spikes and the time delay varied between 3 and 6ms. A set is defined as a spike 1, spike 2, spike 3 group. The second was a longer train of 33 sets with a larger delay range of 1 to 6ms. The time difference between every pair of spikes 3 and 3p was measured and the results of 5 simulations are shown in figure 7. In both cases the initial
that timing relationships are present in input signals from implemented on "unreliable" substrates. We use the knowledge a route to the production of reliable neural architectures. It also solves much of the problem when the input has a varying steady state input when compared to our previous design. It degraded by device mismatch and the temporal difference of device mismatch within the context of a neural processing circuitry can be used successfully to reduce the effects dent algorithms can be used successfully to reduce the effects of device mismatch.

Fig. 7. Prediction error during adaptation. Spike trains were applied during 5 Monte Carlo simulations with varying time delays to the current circuitry and a previous design. (a) 25 spike sets were applied over a range of 3 - 6ms. (b) 33 spike sets were applied over a range of 1 - 6ms.

applied delays varied only a small amount around 5ms with the larger swings at the end of the simulation. Note also that the initial adaptation of the new circuitry can be seen as the error converges around 0. In figure 7(a) it is clear that the new circuitry provides a consistently good prediction error as the delay time changes. This is a significant improvement when compared to the results for the previous design. In (b) there is a less dramatic improvement but it is still quite clear. For the new design the only time an error is registered outside of the range ±150μs is when the delay jumps from 1 to 6ms and the error has recovered by the next iteration. The difference between the results is partly due to the increased range of time delays and the number of spike sets applied. The 25 set simulation did not allow the original design to reach a particularly stable point before the delay began to vary. In one case this even resulted in a situation where no convergence took place. The 33 set simulation gave slightly more stability to the input and the old design results were better. While the gain correction provides a better result over changing time delays than the offset correction it is still not perfect. This is the result of the error in the prediction being composed of both a gain and an offset error.

V. CONCLUSION

We have shown through simulation that spike timing dependent algorithms can be used successfully to reduce the effects of device mismatch within the context of a neural processing system for visual scenes.

The circuitry generates a prediction for spike arrival from the timing of two previous spikes. This prediction can be introduced to the network in an initial calibration phase, within which autonomous self-calibration occurs. Approaches of this nature will be vital to robust systems using deep-sub-micron devices, to avoid a heavily-supervised calibration methodology that will be both time-consuming and a waste of circuit area.
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Early cognitive vision is one of the most important perceptive functions in the mammalian cerebral cortex. During information processing in the visual cortex, many bioelectrical signals are exchanged between cortical neurons, across their synaptic interconnections. When modelling visual cortex processing a dynamic scene can be modelled as an optical flow field, which can, in turn, be mapped on to a neuronal network. A possible, simple network structure has neurons placed along axes arranged radially from the optical flow field centre with only nearest-neighbour, on-axis connections. The characteristics of a dynamic scene can thus be reconstructed by local computation in neurons based upon the optical flow field.

We have modelled a large-scale leaky integrate-and-fire (LIF) neuronal network in precisely this network arrangement. The model uses edge-sensitive pixels to capture the position and speed of movement of features in a moving scene. Subsequently, object identification is achieved and depth information is recovered. In this example, we have restricted movement to a straight line, with a constant relative speed between a moving cognitive model and the static scene. Each neuron has two excitatory input synapses. One connects to the edge-sensitive pixel and is referred to as the receptive synapse. The second receives a prediction of the time-of-arrival of an edge from the previous neuron in the flow field, and is referred to as the flow synapse. The second receives a prediction of the time-of-arrival of an edge from the previous neuron in the flow field, and is referred to as the flow synapse. When an edge passes a pixel sensor, the corresponding LIF neuron will issue a spike provided that the sum of excitatory post-synaptic potential (EPSP) caused by flow and receptive synapses exceeds the neuron's threshold. In this case the spike potential propagates, in a decaying $\alpha$-function mode, to the flow synapse of its successor neuron. The estimated time when this successor neuron will fire, corresponding to the time taken for an edge to travel between sensors, is encoded in the time constant of an exponentially-decaying signal from the firing neuron. For simplicity we fix flow synapse efficacy while allowing the receptive synapse efficacy to adjust according to the online adaptation mechanism of spike-timing-dependent plasticity (STDP). The aim of this adaptation is to refine the "window" within which flow and receptive synapses must receive a signal to optimise both the recognition of real edges and the rejection of spurious edges. The numerical experiments are conducted in C++ by using Euler integration method and the update step is increased with each image frame.

Simulation results show that every neuron achieves an optimised window in signal propagation, i.e., only edges that arrive within a prescribed, specific timing window will activate the corresponding neuron. The results further demonstrate that, after an initial self-organising stage, the estimated and actual depth information agree well in both artificial and real images. Furthermore, receptive synapse weights converge from an initial random distribution towards a bimodal distribution. As our aim is to implement the LIF neuron in aVLSI, our model is therefore amenable to CMOS hardware and moves towards a demonstration of an autonomous on-chip adaptation procedure, based upon biological observations, with meaningful applications.
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Appendix B
Component Sizes and Bias Voltages

Unless otherwise stated the size of a PMOS is $W = 2\mu m$, $L = 1\mu m$ and of an NMOS is $W = 1\mu m$, $L = 1\mu m$. All transistor dimensions are in microns.

Figure B.1: Standard Circuits

If an inverter symbol is used in a circuit schematic it will look like B.1(a), without the transistor drawn with dashed lines, and the dimensions will be listed $W_P1$, $W_N1$ and $L_P1$, $L_N1$. If the inverter is marked $S$ indicating that it has a slow rise time, the extra transistor is included and the dimensions $W_S$ and $L_S$ will be added. The bias voltage will also be specified. For the differential pair, figure B.1(b), the dimensions will be listed $W_P1$, $W_P2$, $W_N1$, $W_N2$, $W_N3$ and $L_P1$, $L_P2$, $L_N1$, $L_N2$, $L_N3$. $V_b$, unless otherwise stated is 700mV. For the alternative configuration, figure B.1(c), the dimensions will be listed $W_N1$, $W_N2$, $W_P1$, $W_P2$, $W_P3$ and $L_N1$, $L_N2$, $L_P1$, $L_P2$, $L_P3$. Unless stated the bias for this configuration is 2.5V. For the NOR gate the dimensions will be listed as $W_N1$, $W_N2$, $W_P1$, $W_P2$ and $L_N1$, $L_N2$, $L_P1$, $L_P2$. The dashed transistor is again only applicable if the NOR symbol is marked by an $S$ and then the same conventions apply.
Component Sizes and Bias Voltages

Figure 3.2

<table>
<thead>
<tr>
<th>Component or Bias</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>W=3 L=3</td>
</tr>
<tr>
<td>N2</td>
<td>W=3 L=3</td>
</tr>
<tr>
<td>N4</td>
<td>W=3 L=3</td>
</tr>
<tr>
<td>Cm</td>
<td>3pF</td>
</tr>
<tr>
<td>Cfb</td>
<td>500fF</td>
</tr>
<tr>
<td>D1</td>
<td>type b, Vbdiff=700mV</td>
</tr>
<tr>
<td>Vleak</td>
<td>300mV</td>
</tr>
<tr>
<td>Vpw</td>
<td>1.2V</td>
</tr>
<tr>
<td>Vref</td>
<td>250mV</td>
</tr>
</tbody>
</table>

Figure 3.3

<table>
<thead>
<tr>
<th>Component or Bias</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vwfc</td>
<td>1.4V</td>
</tr>
<tr>
<td>Vleak</td>
<td>380mV</td>
</tr>
</tbody>
</table>

Figure 3.4

<table>
<thead>
<tr>
<th>Component or Bias</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vwf</td>
<td>2.5V</td>
</tr>
</tbody>
</table>

Figure 4.1

<table>
<thead>
<tr>
<th>Component or Bias</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1pF</td>
</tr>
<tr>
<td>C2</td>
<td>1pF</td>
</tr>
<tr>
<td>D1</td>
<td>type b, Vbdiff=700mV</td>
</tr>
<tr>
<td>Vb</td>
<td>2.85V</td>
</tr>
</tbody>
</table>
### Figure 4.3

<table>
<thead>
<tr>
<th>Component or Bias</th>
<th>Value - chip1 simulation</th>
<th>Value - chip2 fabrication</th>
</tr>
</thead>
<tbody>
<tr>
<td>N2</td>
<td>W=0.6 L=0.3</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>N3</td>
<td>W=0.6 L=0.3</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>P2</td>
<td>W=0.6 L=0.3</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>P3</td>
<td>W=0.6 L=0.3</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>C1</td>
<td>1pF</td>
<td>1pF</td>
</tr>
<tr>
<td>C2</td>
<td>1pF</td>
<td>1pF</td>
</tr>
<tr>
<td>D1</td>
<td>type b, Vbdiff=700mV</td>
<td>type b, Vbdiff=700mV</td>
</tr>
<tr>
<td>Vb</td>
<td>2.87V</td>
<td>2.79V</td>
</tr>
<tr>
<td>Vrampth</td>
<td>0.5V</td>
<td>0.5V</td>
</tr>
</tbody>
</table>

### Figure 4.5

<table>
<thead>
<tr>
<th>Component or Bias</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>W=3 L=3</td>
</tr>
<tr>
<td>N3</td>
<td>W=3 L=3</td>
</tr>
<tr>
<td>P1</td>
<td>W=6 L=3</td>
</tr>
<tr>
<td>P2</td>
<td>W=6 L=3</td>
</tr>
<tr>
<td>P3</td>
<td>W=6 L=3</td>
</tr>
<tr>
<td>P4</td>
<td>W=6 L=3</td>
</tr>
<tr>
<td>C1</td>
<td>1pF</td>
</tr>
<tr>
<td>D1</td>
<td>type b, Vbdiff=700mV</td>
</tr>
<tr>
<td>Vb</td>
<td>280mV</td>
</tr>
<tr>
<td>Vdd_mirr</td>
<td>3.28 - 3.31V</td>
</tr>
<tr>
<td>Vrampth</td>
<td>0.5V</td>
</tr>
</tbody>
</table>
**Figure 5.2**

<table>
<thead>
<tr>
<th>Component or Bias</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>W=3 L=30</td>
</tr>
<tr>
<td>N2</td>
<td>W=30 L=3</td>
</tr>
<tr>
<td>N3</td>
<td>W=3 L=3</td>
</tr>
<tr>
<td>N4</td>
<td>W=3 L=3</td>
</tr>
<tr>
<td>N5</td>
<td>W=30 L=3</td>
</tr>
<tr>
<td>N6</td>
<td>W=3 L=30</td>
</tr>
<tr>
<td>N7</td>
<td>W=30 L=3</td>
</tr>
<tr>
<td>P1</td>
<td>W=6 L=3</td>
</tr>
<tr>
<td>P2</td>
<td>W=6 L=3</td>
</tr>
<tr>
<td>P3</td>
<td>W=6 L=3</td>
</tr>
<tr>
<td>P4</td>
<td>W=6 L=3</td>
</tr>
<tr>
<td>Vcas</td>
<td>1.365V(^1)</td>
</tr>
<tr>
<td>Vsynth</td>
<td>1.8V</td>
</tr>
</tbody>
</table>

\(^1\)Generated by an inverter with its output connected to the input. W = 4, 3, L = 3, 3.
**Figure 5.4**

<table>
<thead>
<tr>
<th>Component or Bias</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>N4</td>
<td>W=3 L=3</td>
</tr>
<tr>
<td>P1</td>
<td>W=6 L=3</td>
</tr>
<tr>
<td>C1</td>
<td>1pF</td>
</tr>
<tr>
<td>C2</td>
<td>1pF</td>
</tr>
<tr>
<td>C3</td>
<td>1pF</td>
</tr>
<tr>
<td>C4</td>
<td>1pF</td>
</tr>
<tr>
<td>Cw</td>
<td>1pF</td>
</tr>
<tr>
<td>Vb1</td>
<td>280mV</td>
</tr>
<tr>
<td>Vb2</td>
<td>2.90V</td>
</tr>
<tr>
<td>Vb3</td>
<td>3.2V</td>
</tr>
<tr>
<td>Vb4</td>
<td>280mV</td>
</tr>
<tr>
<td>Vn</td>
<td>800mV</td>
</tr>
<tr>
<td>Vp</td>
<td>2.3V</td>
</tr>
</tbody>
</table>
Figure 6.1

<table>
<thead>
<tr>
<th>Component or Bias</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>W=0.6 L=0.35</td>
</tr>
<tr>
<td>N2</td>
<td>W=0.6 L=0.35</td>
</tr>
<tr>
<td>N3</td>
<td>W=0.6 L=0.35</td>
</tr>
<tr>
<td>N4</td>
<td>W=0.6 L=0.35</td>
</tr>
<tr>
<td>N7</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>P1</td>
<td>W=6 L=3</td>
</tr>
<tr>
<td>P2</td>
<td>W=6 L=3</td>
</tr>
<tr>
<td>P3</td>
<td>W=6 L=3</td>
</tr>
<tr>
<td>P4</td>
<td>W=6 L=3</td>
</tr>
<tr>
<td>P5</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>P6</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>I1</td>
<td>W=0.4, 0.4 L=0.35, 0.35</td>
</tr>
<tr>
<td>C1</td>
<td>1pF</td>
</tr>
<tr>
<td>Cslope</td>
<td>5.77pF</td>
</tr>
<tr>
<td>D1</td>
<td>type b, Vbdiff=700mV</td>
</tr>
<tr>
<td>Vb</td>
<td>325mV</td>
</tr>
<tr>
<td>Vdd_mirr</td>
<td>3.28 - 3.31V&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>Vramph</td>
<td>0.5V</td>
</tr>
<tr>
<td>Select_PS</td>
<td>3.3 or 0V</td>
</tr>
<tr>
<td>Adapt_off</td>
<td>3.3 or 0V</td>
</tr>
</tbody>
</table>

<sup>2</sup>While testing the chip the range was dropped to 3.25 - 3.26V suggesting that there was a voltage drop along the Vdd power line.
### Component Sizes and Bias Voltages

#### Figure 6.2

<table>
<thead>
<tr>
<th>Component or Bias</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>N2</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>N3</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>N4</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>N5</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>N6</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>N7</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>N8</td>
<td>W=0.4 L=0.35</td>
</tr>
<tr>
<td>C0</td>
<td>Moscap W=0.8 L=1</td>
</tr>
<tr>
<td>C1</td>
<td>4fF</td>
</tr>
<tr>
<td>C2</td>
<td>4fF</td>
</tr>
<tr>
<td>C3</td>
<td>4fF</td>
</tr>
<tr>
<td>Cslope</td>
<td>5.77pF</td>
</tr>
<tr>
<td>X1</td>
<td>WS=6 LS=6, VbS=2.7V</td>
</tr>
<tr>
<td>D1</td>
<td>type c, W=1, 10, 10, 2 L=1, 1, 5, 5, 1, Vbdiff=2.5V</td>
</tr>
<tr>
<td>D2</td>
<td>type c, W=1, 10, 10, 2 L=1, 1, 5, 5, 1, Vbdiff=2.5V</td>
</tr>
<tr>
<td>D3</td>
<td>type c, W=1, 10, 10, 2 L=1, 1, 5, 5, 1, Vbdiff=2.5V</td>
</tr>
<tr>
<td>I2</td>
<td>WS=6 LS=6, VbS=2.7V</td>
</tr>
<tr>
<td>I4</td>
<td>WS=6 LS=6, VbS=2.7V</td>
</tr>
<tr>
<td>Vbp</td>
<td>2.5V</td>
</tr>
<tr>
<td>Adapt_off</td>
<td>3.3 or 0V</td>
</tr>
</tbody>
</table>
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Figure 6.3

<table>
<thead>
<tr>
<th>Component or Bias</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>W=1 L=5</td>
</tr>
<tr>
<td>P2</td>
<td>W=5 L=5</td>
</tr>
<tr>
<td>N1</td>
<td>W=7 L=5</td>
</tr>
<tr>
<td>N2</td>
<td>W=5 L=5</td>
</tr>
<tr>
<td>N3</td>
<td>W=7 L=5</td>
</tr>
<tr>
<td>N4</td>
<td>W=5 L=5</td>
</tr>
<tr>
<td>N5</td>
<td>W=20 L=5</td>
</tr>
<tr>
<td>N6</td>
<td>W=5 L=5</td>
</tr>
<tr>
<td>D1</td>
<td>type c, W=3, 3, 6, 6, 5, L=3, 3, 3, 1, Vbdiff=2.5V</td>
</tr>
<tr>
<td>D2</td>
<td>type c, W=3, 3, 6, 6, 5, L=3, 3, 3, 1, Vbdiff=2.5V</td>
</tr>
<tr>
<td>Vsfp</td>
<td>2.5V</td>
</tr>
<tr>
<td>Vsfm</td>
<td>200mV</td>
</tr>
</tbody>
</table>
## Figure C.2

<table>
<thead>
<tr>
<th>Component or Bias</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>W=0.8 L=0.35</td>
</tr>
<tr>
<td>P2</td>
<td>W=0.8 L=0.35</td>
</tr>
<tr>
<td>N1</td>
<td>W=3 L=3</td>
</tr>
<tr>
<td>N2</td>
<td>W=3 L=3</td>
</tr>
<tr>
<td>C1</td>
<td>1pF</td>
</tr>
<tr>
<td>C2</td>
<td>1pF</td>
</tr>
<tr>
<td>I1</td>
<td>W=0.8, 0.4, L=0.35, 0.35</td>
</tr>
<tr>
<td>I2</td>
<td>W=0.8, 0.4, L=0.35, 0.35</td>
</tr>
<tr>
<td>I3</td>
<td>WS=6 LS=3 VbS=2.5V</td>
</tr>
<tr>
<td>I4</td>
<td>W=10, 5, L=10, 10</td>
</tr>
<tr>
<td>I6</td>
<td>W=0.8, 0.4, L=0.35, 0.35</td>
</tr>
<tr>
<td>I7</td>
<td>W=0.8, 0.4, L=0.35, 0.35</td>
</tr>
<tr>
<td>I8</td>
<td>WS=6 LS=3 VbS=2.5V</td>
</tr>
<tr>
<td>I9</td>
<td>W=10, 5, L=10, 10</td>
</tr>
<tr>
<td>X1</td>
<td>W=0.8, 0.8, 0.4, 0.4, L=0.35, 0.35, 0.35, 0.35</td>
</tr>
<tr>
<td>X2</td>
<td>W=0.8, 0.8, 0.4, 0.4, L=0.35, 0.35, 0.35, 0.35</td>
</tr>
<tr>
<td>X3</td>
<td>W=0.8, 0.8, 0.4, 0.4, L=0.35, 0.35, 0.35, 0.35</td>
</tr>
<tr>
<td>X4</td>
<td>W=0.8, 0.8, 0.4, 0.4, L=0.35, 0.35, 0.35, 0.35</td>
</tr>
<tr>
<td>Vwinb</td>
<td>300mV</td>
</tr>
</tbody>
</table>
Appendix C
Control Circuits

Figure C.1: Prediction Circuit Control Circuitry. The circuitry used to control the charging and discharging of the prediction capacitor for both prediction circuits described in chapter 6. Additional combinatorial logic is included before the latches to ensure control signals do not interfere with each other.
Figure C.2: Weight Change Control Circuits. The circuitry used for generating the weights.

Control Circuits
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