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Abstract

As plants are sessile organisms, processes controlling plant growth and development must react to fluctuations in the external environment to aid plant survival. However, as the climate of the Earth changes and becomes more extreme, plants become less able to develop to their optimal capacity and this can have an adverse effect on crop yield and biofuel feedstock production. Thus, it is becoming increasingly important to understand the molecular mechanisms used by plants to respond to external stimuli. One important system that plants utilise in their response to environmental fluctuations is the circadian clock. The circadian clock is a time-measuring device that buffers the timing of plant growth and development against fluctuations in the local environment, such as temperature, light quality and light intensity. Importantly, the circadian clock is also able to measure day-length (photoperiod). Thus, plant development and growth is co-ordinated with photoperiod that is closely linked to seasonal changes. A key example of this is the time taken for a plant to flower. Flowering of Arabidopsis thaliana occurs specifically in long-days (LDs) of spring/summer months. Thus, the circadian clock is a key regulator promoting flowering in LD conditions.

In conjunction with experimental studies, mathematical modelling has proven to be a successful method of elucidating the mechanisms that underlie complex biological systems. One example of this 'systems biology' approach is in uncovering the components that make up the Arabidopsis circadian clock mechanism. Previous research in our group has also led to the development of a model describing photoperiodic flowering that is tentatively linked to the circadian clock mechanism. In this thesis I shall develop on these models to highlight five key results:

1. using rhythmic PHYTOCHROME INTERACTING FACTOR 4 (PIF4) and PIF5 mRNA as an example, I shall show that multiple circadian regulators
are required to describe rhythmic transcription of target genes across multiple photoperiods;

2. the stabilisation of CONSTANS (CO) protein by the blue light-signalling component FLAVIN-BINDING, KELCH REPEAT, F-BOX 1 (FKF1) is required to for flowering in LDs and has a relatively larger impact on photoperiodic flowering than FKF1-dependent degradation of CYCLING DOF FACTOR 1 (CDF1), an inhibitor of flowering;

3. multiple components of the circadian clock play specific post-translational roles in photoperiodic flowering to promote the acceleration of flowering specifically in LDs;

4. temperature regulation of photoperiodic flowering can be explained through an interaction between CO and PIF proteins, limiting the effects of temperature to a specific time-window in a 24-hour day;

5. red light- and temperature-control of the circadian clock can be explained by altering the post-translational regulation of circadian clock components.
Lay Summary

Plants are not afforded the luxury of mammals that are able to move to new locations as the external environment changes around them. Therefore, plants have to be able to deal with a wide range of environments flexibly and robustly so that energy directed towards plant growth and development is utilised in favourable seasonal conditions. However, as climates become more extreme this can lead to a lower crop yield and biofuel feedstock production that we require for food and energy. Thus, it is important to fully understand how plants react and adapt to fluctuations in their local growth environments. To this end, the plant *Arabidopsis thaliana* is used as a simple model of crop species. In combination with biological experiments, mathematical modelling has proven to be a useful method of describing complex biological systems and generating hypotheses to be tested in future experiments. Over the course of this thesis I shall use mathematical modelling to explore the molecular mechanisms that are utilised by Arabidopsis to adapt to changes in day-length, light quality and temperature. By building mathematical models, I will show that components of environmental signalling must act at multiple points within the molecular pathways governing plant development. Such networks are important in providing the flexibility and robustness required to prevent adverse development in unfavourable climates. Hence, by furthering our understanding of how environmental signals regulate the molecular mechanisms of Arabidopsis, this research can be used to help optimise crop development in ever-changing climates.
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Chapter 1: Introduction

As climate change takes place, the fluctuations of environmental conditions leads to altered crop yields and biofuel feedstock production. Consequently, climate change has an impact on human and animal life that requires crops for food and energy sources. Recent studies have shown that climate change over the last 50 years has led to increased temperatures, decreased average solar radiation, an earlier onset of spring and a delayed start of autumn seasons [1, 2]. Using these environmental cues (as well as increased atmospheric CO$_2$) as markers of climate change, crop yields of 2050 and 2100 have been predicted to change in a latitude-dependent manner [3]. These responses can be partially reversed by changing the date at which crops are planted. Hence, the effects of climate change on crop yield are regulated by a complex interaction of environmental signals. To decipher how these environmental cues interact, the Biotechnology & Biological Sciences Research Council (BBSRC)-funded ROBuST (Regulation of biological signalling by temperature) project was created to determine how growth and development of the model plant, *Arabidopsis thaliana*, is mediated by light-controlled phytochromes (phys), temperature-regulated C-REPEAT BINDING FACTORs (CBFs) and the endogenous circadian clock that measures day-length. Each of these processes shall be introduced in more detail throughout this chapter.

In this thesis I shall concentrate on how flowering of Arabidopsis is regulated by the duration of light in a day (photoperiod), different qualities of light (red and blue) and warm ambient temperatures (~27°C). Through the use of mathematical modelling I shall be able to: first, describe new and published data, and; second, generate novel, experimentally testable hypotheses that have not previously been considered. A key advantage of mathematical modelling is that an entire biological network can be examined efficiently and cost-effectively. As shall be discussed in preceding chapters, when building mathematical models a balance needs to be struck between finding a simple representation of a complex network, whilst maintaining how well
the model is able to describe, or ‘fit’, experimental data. The construction of a ‘good’ mathematical model is constrained by the availability and quality of data. It is important that there is enough ‘training data’ (data used in model construction) to constrain model parameters and that this data is reproducible across numerous experiments in similar conditions. If the data is not reproducible then the resulting model may describe anomalies seen in single biological replicates. When a model simulation is unable to accurately match experimental data, then the model is not a good representation of the biological network. However, if a model is too complex, then it may ‘overfit’ the data. This implies that whilst the model simulation accurately describes the required data, the network is too large to systematically probe in the search for novel model-derived hypotheses. Whilst the development of models is constrained by the availability of data, once constructed a model is able to help direct experimental research by predicting the outcomes of experiments and generating hypotheses for future experiments.

In the rest of this chapter I shall introduce the biological networks that shall be of interest throughout this thesis, what data is currently available and, in some cases, how mathematical modelling has already helped develop our understanding of the biological mechanisms.

*Regulation of plant development by day-length*

*The Circadian Clock*

In order for plants to respond to changing photoperiods, molecular mechanisms must be able to measure day-length. One such mechanism is the circadian clock. Circadian (circa = ‘about’; dian = ‘a day’) clocks are present in most free-living species to entrain internal biochemical processes to diurnal cycles (e.g. light:dark, L:D, or hot:cold, H:C) in the environment (for a review of recent research of plant and mammalian circadian clocks, please see [4]). Once entrained, the circadian clock then continues to regulate daily internal processes in the absence of cues from the external environment, such as dawn and dusk. One example of this is the 24hr (hour)
leaf movement rhythm of Arabidopsis plants that are transferred to constant light after being grown in 12L:12D (12hrs light: 12hrs dark) entraining conditions [5]. The length of the rhythms seen in constant environmental conditions is referred to as the period length – so, in this example, leaf movement of wild-type (WT) Arabidopsis has a 24hr period. Another key property of circadian clocks is that they are ‘temperature compensated’, such that the period of circadian rhythms is maintained at ~24hrs over an ambient temperature range (~12-27°C) despite temperature-induced changes in chemical reaction rates [6–8]. A similar form of compensation has been observed over ranges of light intensities in different light qualities [9, 10]. Therefore, the circadian clock synchronises the timing of biochemical processes in Arabidopsis with the external environment despite fluctuations in light- and temperature-signals. A circadian clock that is synchronised with the environment helps improve plant fitness [11].

A number of studies have used some of the key circadian properties, namely the 24hr period length in constant environmental conditions, to elucidate components that are part of the circadian clock mechanism. By using experimental observations alongside mathematical modelling, the Arabidopsis circadian clock is proposed to feature a number of feedback loops that, at its core, comprise a three-component repressilator mechanism (see Figure 1.1; [12]). Theoretical studies of oscillating systems have proposed that such a structure of the circadian clock would provide the flexibility and robustness required for 24hr rhythms to be maintained despite fluctuations in the external environment [13, 14]. The first components of the repressilator are CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) & LATE ELONGATED HYPOCOTYL (LHY), whose transcription peaks at around dawn in diurnal cycles [15–17]. Removal of these components leads to short period circadian rhythms and a phase advance (earlier peak expression) of circadian regulated transcripts in diurnal cycles [17, 18]. These components encode two homologous MYB transcription factors that can act as transcriptional regulators of target genes through the evening element (EE, AAATATCT) and CCA1 binding site (CBS, AAAAATCT) promoter motifs (see Chapter 2; [19]). Importantly, CCA1 & LHY represses the transcription of genes active from dusk to dawn, in particular TIMING OF CAB EXPRESSION 1
(TOC1), GIGANTEA (GI) and components of the Evening Complex (EC): *EARLY FLOWERING 4 (ELF4) – ELF3 – LUX ARRHYTHMO* (Figure 1.1; [20–25]). The ELF4 protein aids ELF3 localisation to nuclear speckles, where ELF3 interacts with the DNA-binding MYB protein LUX to form the EC [25, 26]. The EC goes on to inhibit transcription of target genes, namely *PRR9* and *LUX* through the LUX binding site (LBS, GATWCG), whilst the clock model also includes EC inhibition of *TOC1*, *GI* and *ELF4* due to the presence of LBS motifs in their promoters and increased expression in *elf3* loss-of-function transgenic plants (see Chapter 2; [12, 25, 27, 28]). Importantly, the PRR protein products, including PRR5, act as transcriptional repressors of *CCA1 & LHY* completing the CCA1/LHY-EC-PRRs repressilator mechanism (Figure 1.1; [29–31]). Further to this repressilator mechanism, GI-mediated protein interactions that may sequester ELF3 & ELF4, as well as play a role in TOC1 degradation through the blue light-regulated GI-ZEITLUPE (ZTL) complex formation, fine-tune the circadian clock mechanism (Figure 1.1; [32–35]). As we shall see later, post-translational interactions by GI are important for the circadian regulation of flowering in Arabidopsis.

The repressilator model of the Arabidopsis circadian clock has evolved over the course of six publications that have used experimental data to construct mathematical models that are able to describe the circadian clock and hypothesise missing components of the system [12, 23, 36–39]. These models have been built using ordinary differential equations (ODEs) that measure the change of relative concentration levels over time. The use of ODEs is reflected by the type of data that is available. In this case, time-series data of mRNA and protein levels are obtained from whole seedlings (i.e. a population of cells) rather than from single cells. The ODE model therefore represents effects seen from a population of circadian clocks.

An example ODE equation in this context takes the form

$$\frac{dc}{dt} = p - kc$$ \hspace{1cm} (1.1)

where $c$ is the concentration of interest, $p$ is the production rate and $k$ is the degradation rate that, in these models, is proportional to the concentration $c$. The
Figure 1.1: Schematic of circadian clock repressilator. Transcription of CCA1 & LHY is activated at dawn. The proteins go on to inhibit transcription of the key night-time components ELF4, ELF3 and LUX that form the evening complex (EC). The EC then inhibits the transcription of PRR9 and TOC1 who, along with other PRR proteins, inhibit the transcription of CCA1/LHY throughout the day. This mechanism is highlighted in the solid black lines. The dashed black lines represent additional connections within the circadian clock mechanism. Notably, the EC can feed back on the transcription of its own components, ELF4 and LUX, whilst CCA1 & LHY proteins also regulate transcription of the PRRs. Furthermore, post-translational modifications of ELF3 and TOC1 by GI also play an important role in the circadian clock model.

Parameter values (that represent transcription, translation & degradation rates and binding/interaction efficiencies of proteins, such as $p$ and $k$ in (1.1)) are constrained by high resolution time-series data where expression levels are generally measured every 2-4hrs. The term $dc/dt$ represents the change in $c$ ($c(t+\Delta t) - c(t)$) over a small time-step, $\Delta t$. This simple equation can be solved analytically such that

$$c(t) = \left(c_0 - \frac{p}{k}\right)e^{-kt} + \frac{p}{k}.$$ (1.2)
If $p, k$ are positive constants and the initial condition of $c$, $c(t=0) = c_0 \geq 0$ then $c \geq 0$ for all $t$. However, in large systems of coupled ODE equations, as with circadian clock models, it is very hard to solve the system analytically. Therefore, the system is solved numerically by updating the equations with the concentrations at the preceding time-point. Whilst this system is built to describe a population of cells, ODEs can be used to describe single cell dynamics in cases where components of the modelled system have large copy numbers relative to other molecules within the cell. Although the circadian clock has not been extensively analysed experimentally in single cells, theoretical analysis that scaled concentrations of the ‘Pokhilko2010’ circadian clock model, that did not include EC dynamics (see below), to describe the case where clock components have low copy numbers compared to other molecules in the cell was able to explain why circadian rhythms dampen in constant light through stochastic fluctuations in concentrations of clock components [38, 40]. As all the time-series data presented in this thesis shall be obtained from whole seedlings, the models that are constructed will use ODE systems describing effects that are averaged over a population of cells.

Importantly, the circadian clock models have allowed the Millar group (University of Edinburgh, UK) to propose roles for components whose function in the clock mechanism had not yet been fully elucidated. For example, the ‘Locke2005’ clock model featured two inter-locked feedback loops made up of 4 components (see Chapter 2; [23]). The morning genes, CCA1/LHY, inhibited transcription of $TOC1$ and component $Y$. These components formed a second feedback loop whereby $Y$ activated $TOC1$ transcription and TOC1 repressed $Y$ mRNA. The evening and morning components are then connected through TOC1-mediated activation of $CCA1/LHY$ mRNA using component $X$ to delay the activating signal [23]. Hence, the model proposed two hidden components, $X$ and $Y$. Component $Y$ was proposed to play the role of GI in the system and this was, in part, validated experimentally [23, 36]. The identity of component $X$ was suggested to be ELF4 based on simulations of transcriptional profiles [23]. It was not until the ‘Pokhilko2011’ clock model was created that the need for this hypothetical component was obviated by changing TOC1 regulation of $CCA1/LHY$ mRNA from activation to inhibition and by
introducing the EC [12]. Model variants created between the ‘Locke2005’ and ‘Pokhilko2011’ models incorporated the roles of PRR components forming a feedback loop with CCA1/LHY and the transcriptional inhibition of PRR9 by TOC1 [36–38]. The most recent model variant, the ‘Pokhilko2012’ model, now incorporates all of the transcriptional targets of TOC1 within the clock system and is able to produce low amplitude rhythms of CCA1/LHY in both toc1 loss-of-function mutants and TOC1 overexpressing (TOC1-ox) transgenic lines, a detail that had previously been unable to be explained, as well as induction of TOC1 transcription by abscisic acid (ABA) [39].

The ‘Pokhilko2012’ model is able to accurately describe a wide range of behaviours observed experimentally without requiring the need for hidden components (such as X and Y). However, a number of genes have been shown experimentally to form part of the circadian clock mechanism through genetic perturbation. Here, I shall introduce four groups of genes have been found to play a role in the circadian clock that are not currently part of the mathematical model. First, the TIME FOR COFFEE (TIC) nuclear protein, whose transcription is not regulated by the circadian clock, has been shown to alter circadian rhythms in diurnal conditions, period lengths in constant light, and the input of light signals into the clock [41, 42]. Interestingly, TIC has been shown to interact with two basic helix-loop-helix (bHLH) proteins, MYC2 and PHYTOCHROME INTERACTING FACTOR 5 (PIF5), which are important in jasmonate and light signalling (see below), respectively [43]. Thus, it may be that TIC regulates the clock specifically through these protein interactions mediating external signals into the circadian clock system. Furthermore, a group of circadian regulated MYB transcription factors homologous to CCA1 & LHY called REVEILLE 4 (RVE4), RVE6 and RVE8 target EE promoter motifs to activate transcription of evening phased genes [44–46]. Thus, it seems that CCA1 & LHY proteins inhibit these targets at the start of the day and they are then activated by RVE proteins at dusk. A recent report has also implicated further RVE family members in the regulation of the circadian clock [47]. Another gene that forms a new feedback loop within the circadian clock is CCA1 HIKING EXPEDITION (CHE) that interacts with TOC1 to inhibit CCA1 mRNA [48]. Transcription of CHE is
inhibited by CCA1 & LHY, completing the feedback regulation. Finally, a recent study has implicated genes induced by light during the dark period of L:D cycles that also regulate the clock [49]. The \textit{LNK1} and \textit{LNK2} transcripts are regulated by the PRR proteins, while the \textit{lnk1;2} loss-of-function mutant has remarkable similarities to the \textit{prr9;7} loss-of-function transgenic plant [49, 50]. This suggests a potential mechanism whereby PRR9 and PRR7 may require LNK1 and LNK2, who have no recognised protein domains, to function properly. Recent studies have shown a similar role for TOPLESS (TPL) [51]. Whilst these and further components are clearly part of the biological circadian clock mechanism, it may be that their role is redundant with components already described in the ‘Pokhilko2012’ system. Thus, adding these to the mathematical model would make the system a lot more complex but may not provide biologists with much new information about the circadian system. The balance of model complexity with biological realism has been described at the start of this chapter and will be described in more detail in Chapter 2.

\textit{Circadian clock models of other species}

Mathematical models have also helped elucidate knowledge of circadian clocks in other species. Here, the circadian clock mechanisms of mammals and two plant ancestors will be briefly introduced with comparisons drawn to the Arabidopsis system.

A simple view of the mammalian circadian clock, as observed in mice, is that it consists of three protein complexes and two negative feedback loops [52]. The first protein complex is a dimer of two bHLH/PER-ARNT-SIM (PAS) domain proteins BMAL1 and CLOCK. This protein complex activates transcription through binding to E-box motifs (CANNTG) in 'bursts' due to a continual turnover of complexes bound to the promoters [53, 54]. Specifically, BMAL1/CLOCK complexes activate transcription of \textit{Rev-erb} genes whose proteins dimerise to repress transcription of \textit{Bmal1}. The second feedback loop consists of activation of \textit{Per} and \textit{Cry} genes transcription by the BMAL1/CLOCK complex. The PER and CRY proteins then dimerise and inhibit the function of the BMAL1/CLOCK complex preventing further
activation of transcription. Whilst this clock mechanism is not as complex as that of
the Arabidopsis clock model described above, experimental analysis has been able to
closely examine protein dynamics of the mammalian circadian system. Experimental
studies have observed that circadian rhythms are dependent on the ratio of
BMAL1/CLOCK:PER/CRY protein complexes and that the ratio of these two
complexes alters the robustness of circadian rhythms [55]. Mathematical analysis
supported this conclusion and showed that circadian rhythms are most robust when
there is a 1:1 ratio between the positive and negative complexes [52]. Further
modelling highlighted that a second negative regulator of BMAL1/CLOCK complex
function, hypothesised to be REV-ERB proteins, provides a clock mechanism whose
rhythms are less sensitive to the ratio of complexes. Thus, rhythms oscillate with a
period maintained at 24 hours over a wide range of protein stoichiometries, as is the
case in different cell types in mammals [52].

Mathematical modelling of circadian clocks has also been used in the alga
*Ostreococcus tauri* and the cyanobacteria *Synechococcus elongatus*. The circadian
clock of Ostreococcus is an early ancestor of the Arabidopsis clock, featuring a
negative feedback loop between *OtCCA1* and *OtTOC1*. Mathematical modelling has
shown that, provided the model has enough light inputs, this simple system can
support 24hr rhythms across a range of photoperiods without the extra complexity
found in the Arabidopsis models [56, 57]. Interestingly, the circadian clock of
cyanobacteria, another ancestor of plants, can be reconstituted in vitro such that
rhythms can be observed when the correct components are added to a test-tube. This
mechanism forms an example of a post-translational oscillator (PTO), unlike the
transcription-translation feedback loops (TTFLs) in Arabidopsis, mammals and
Ostreococcus. In this system three proteins KaiA, KaiB and KaiC interact to form
24hr rhythms of KaiC phosphorylation status [58]. Mathematical modelling of this
simple system showed that these three components and phosphorylation alone are
able to support 24hr oscillations [58]. Recently, in vivo cyanobacteria rhythms of the
PTO have been shown to be intricately linked to a TTFL mechanism to coordinate
the PTO with the onset of light [59].
These examples highlight three areas of circadian clock research that would be advantageous to explore within Arabidopsis. First, the mammalian circadian clock has highlighted the importance of balancing the ratio of protein complexes within the clock system. As the Arabidopsis mechanism can be simplified to a repressilator of three protein complexes, this analysis would yield new insights into how the plant circadian clock operates. Second, the key feature of the \textit{in vitro} PTO oscillator of cyanobacteria is phosphorylation of KaiC. Currently, knowledge of phosphorylation of clock proteins in Arabidopsis is limited and whether 24hr cycles of phosphorylation of core components is important in the circadian system is unknown. Third, the \textit{in vivo} linking of circadian TTFL and PTO oscillators in cyanobacteria suggests that the circadian clock mechanism in Arabidopsis may become more complex as a PTO is uncovered. As yet, the PTO of Arabidopsis has not been elucidated, although an evolutionary conserved marker for a 24hr PTO has been recently discovered [60].

\textit{Circadian regulation of plant growth & development}

As mentioned previously, one marker for circadian function is rhythmic leaf movement of Arabidopsis [5]. This suggests that the circadian clock is able to regulate plant physiology. Observations have shown that hypocotyl elongation, photosynthesis, starch turnover, stomatal opening, cold acclimation and a number of hormones in Arabidopsis are regulated by the circadian clock [11, 20, 61–65]. Similar control of development by the circadian clock is seen in other species, such as sleep-wake cycles in mammals [66]. Importantly, a number of the components required for the regulation of Arabidopsis development in response to environmental changes have homologs in rice, \textit{Oryza sativa}, and legume, \textit{Lotus japonicus} [67–71]. Thus, the observations that are made experimentally in \textit{Arabidopsis thaliana} can be translated into more complex plants, including crops. In this thesis I shall concentrate on how the circadian clock is able to regulate flowering in Arabidopsis.

Plants are often characterised by the day-lengths that accelerate the flowering process. For example, \textit{Arabidopsis thaliana} flowers faster when grown under long
photoperiods and is, thus, referred to as a long-day (LD) plant [72]. The LD specific acceleration of flowering in Arabidopsis is regulated by *FLOWERING LOCUS T (FT)* mRNA levels. In LDs, *FT* transcription reaches maximal expression at dusk, whilst in short days (SDs) *FT* remains at minimal levels (Figure 1.2; [73–75]). Furthermore, loss-of-function *ft* transgenic plants are unable to accelerate flowering in LDs. Transcription of *FT* is regulated by the circadian clock such that, under constant light, *FT* mRNA is rhythmic with maximal expression during subjective night [20]. Under diurnal cycles, *FT* expression peaks at dusk and perturbing levels of clock components alters this rhythm [50, 76–78]. In addition, the positive correlation between photoperiod and *FT* transcription leads to increased *FT* mRNA levels observed in LDs compared to SDs (see Figure 1.2). This photoperiodic regulation represents an example of external coincidence [79]. External coincidence takes place when oscillations generated by the circadian clock occur during a specific time window of environmental diurnal cycles. Importantly, components of the circadian clock maintain a similar phase across multiple photoperiods [80]. Thus, the coordination of a circadian activator of *FT* transcription with the second half of the light period in LDs leads to the acceleration of flowering seen experimentally.

The pathway that connects the circadian clock to *FT* transcription has been elucidated experimentally. The key regulator of *FT* expression is **CONSTANS (CO)** such that, in *co* loss-of-function mutants, *FT* mRNA remains at basal levels in LDs leading to delayed flowering [73]. Transcription of **CO**, like *FT*, is under the control of the circadian clock, showing rhythms in constant light and diurnal cycles that are perturbed by loss-of-function or overexpression of clock components [50, 73, 76–78]. Furthermore, expression rhythms of *CO* mRNA are photoperiod-dependent. In SDs, *CO* mRNA has a single peak of expression during the night. However, in LDs, *CO* transcription has a double peak of expression (Figure 1.2; [34, 50, 73, 74, 76, 81]). The first of these LD expression peaks occurs prior to dusk and is dependent on the presence of **FLAVIN-BINDING, KELCH REPEATS, F-BOX 1** (**FKF1**), a member of the ZTL protein family, that forms a blue light-dependent complex with **GI** to activate **CO** transcription [74, 81]. Protein levels of GI and FKF1 are regulated by the circadian clock with peak expression approximately 8-10 hours after dawn in
Figure 1.2: Schematic of photoperiodic flowering pathway. (Left) Rectangles represent components of the flowering system. As described in the text, the circadian clock regulates flowering through transcription of FKF1 and CDF1. The FKF1 protein forms a blue light-dependent complex with GI to degrade CDF1 protein that inhibits transcription of CO. CO protein, in turn, promotes FT expression. However, due to strong degradation of CO protein at night by COP1, FT transcription is maintained at basal levels in SDs. The model derived hypothesis that GI-FKF1 forms a feed-forward network enhancing the CO-dependent activation of FT transcription is included [82]. (Right) Example of external coincidence. The timing of FKF1 rhythms coinciding with light in long days (LDs) promotes a peak of CO expression before dusk that is not seen in short days (SDs). In fkf1 transgenic plants, this end-of-day expression of CO is lost. The increase in CO mRNA prior to dusk coincides with the large increase of FT levels that accelerate flowering in LD growth conditions.

all photoperiods (ZT8-10, ZT = zeitgeber time where ZT0 = dawn; [34, 80, 83]). The importance of this complex can be seen in fkf1 loss-of-function mutations that leads to the loss of the dusk peak of CO mRNA and greatly reduced levels of FT mRNA.
(Figure 1.2; [74]). The mechanism that regulates the second, night-time peak of CO mRNA is currently unknown, although CONSTITUTIVELY PHOTOMORPHOGENIC 1 (COP1), FLOWERING BHLH (FBH) and LONG VEGETATIVE PHASE 1 (LOV1) have all been implicated in CO transcription at this time [34, 84, 85]. This mechanism will be discussed in Chapter 4.

The photoperiod-dependent regulation of FT expression occurs due to the strong regulation of CO protein at night [86, 87]. During the day, CO protein follows a rhythm that resembles the rhythm of CO mRNA [86]. Importantly for the regulation of FT transcription in diurnal cycles, CO protein is strongly regulated by COP1 at night that targets CO for degradation [87, 88]. Thus, in SDs, the strong degradation of CO protein prevents accumulation of FT mRNA. However, in cop1 loss-of-function mutations, FT mRNA is able to be expressed at night in SDs following a similar rhythm to CO mRNA, leading to an acceleration of flowering [34, 87].

Taking all these observations together, the external coincidence mechanism that regulates photoperiod-dependent FT expression occurs in two steps: 1. circadian regulated GI and FKF1 protein levels coincide with blue light signals in LDs that lead to their interaction and the activation of CO transcription; 2. CO protein accumulates during the day but is degraded at night by COP1 leading to FT mRNA peaking at dusk. In SDs, GI and FKF1 protein levels do not accumulate early enough in the light period to trigger activation of CO and FT mRNA (Figure 1.2).

A simple mathematical model of this system was constructed to determine whether there were any hidden components that are needed to be taken into account [82]. This is similar to what has been discussed previously in the example of the circadian clock models. The photoperiodic flowering pathway was added to the 'Locke2005' clock model such that CO mRNA was regulated by FKF1 in a light-dependent manner and a second, clock-dependent mechanism that maintains transcription at night in LDs. By including the strong dark-dependent degradation of CO protein, this model was able to describe the photoperiod-dependent differences in FT mRNA rhythms of WT plants [82]. However, in trying to simulate the fklf loss-of-function mutation, the model simulated higher levels of FT mRNA than had been observed experimentally.
despite recapitulating the loss of the first LD peak of \( CO \) mRNA [74, 81]. Thus, the hypothesis derived by the model to explain why simulations could not describe the data in the \( fkl1 \) background was that FKF1 protein must play a second role in the system, namely in aiding CO to activate \( FT \) transcription (Figure 1.2). Thus, FKF1 protein plays two roles in the model, forming a coherent type 1 feed-forward network by positively regulating both \( CO \) and \( FT \) transcription resulting in an amplification of \( FT \) mRNA in LDs [82, 89].

However, since this model was constructed, a number of important results have been elucidated experimentally that add more complexity to the flowering system. First, the regulation of \( CO \) transcription by the GI-FKF1 complex has been shown to be indirect. The GI-FKF1 complex targets CYCLING DOF FACTOR (CDF) proteins for degradation that, in turn, inhibit \( CO \) transcription (Figure 1.2; [83, 90]). Second, GI has been shown to be active on the \( FT \) promoter to activate transcription [91]. Thus, similar to the proposed feed-forward network of FKF1 above, GI plays two roles in the flowering system activating \( CO \) and \( FT \) mRNA (Figure 1.2). Finally, transcription of \( FKF1 \) and \( CDF \) components in the flowering system has been shown to be regulated by the circadian clock (Figure 1.2; [50, 78]). Thus, the circadian clock regulates \( CO \) mRNA and the flowering pathway through three pathways: \( GI \), \( FKF1 \) and \( CDF \) transcription. These new connections and components of the system will be the topic of Chapters 3 & 4.

In the discussion above, I have concentrated on the circadian regulation of plant physiology that enables plants to sense changes in day-length. However, light- and temperature-signalling also play important roles in determining plant physiology – the regulation of the circadian clock and output pathways by these environmental cues will make up the discussion in the rest of this chapter, introducing research of Chapters 4 & 5.
Regulation of circadian-controlled plant physiology by light: Photoreceptors

*Arabidopsis thaliana* has multiple photoreceptors that are able to respond to light of varying qualities (or wavelengths). These include the phototropins that respond to UV-A/blue light, cryptochromes and the ZTL protein family that respond to blue light, and phytochromes that respond to red & far-red light. Recently, a further UV-B photoreceptor has been found, UV RESISTANCE LOCUS 8 (UVR8) [92]. For a review of photoreceptors and their control of plant development, please see [93]. Here I shall concentrate the discussion to the roles of the ZTL protein family and the phytochromes in regulating the circadian clock and flowering.

Blue light sensors: the ZTL protein family

Within the ZTL family are three proteins: LOV KELCH PROTEIN 2 (LKP2), ZTL/LKP1/ADAGIO 1 (ADO1) and FKF1. These proteins have recently been reviewed by [94]. The structure of these three proteins show similarities in that they posses a Light-Oxygen-Voltage (LOV)/PAS domain in their N-terminus, followed by an F-box and Kelch repeats in the C-terminus [95]. A schematic of the FKF1 protein structure is shown as a representative of this protein family in Figure 1.3. The LOV domain is shared with the phototropin family that respond to blue light. Like the phototropins, the LOV domain of FKF1 binds a flavin chromophore that absorbs blue light [74]. However, this view is complicated by the observations that the ZTL family has been shown to play roles in red light signalling [74, 95–98]. This could be the result of a direct interaction with the red light-sensing phytochrome B (phyB). phyB has been shown to interact with proteins containing PAS domains, however interactions with ZTL, FKF1 & LKP2 through their PAS-related LOV domains has not been proven (Figure 1.3; [97, 99, 100]). Through the F-box domain, ZTL, FKF1 & LKP2 have been shown to interact with Arabidopsis Skp1-like (ASK) proteins to form Skp/Cullin/F-box (SCF) E3 ligases that target proteins for degradation [101, 102]. Thus, the specific functions of the ZTL family proteins may be regulated by light-dependent interactions.
Figure 1.3: Representative protein structures of light regulated protein families. Schematics of protein structures for FKF1, phyB and PIF3 were obtained from the UniProt web service [103]. FKF1 contains a blue light-regulated LOV/PAS domain, an F-box that mediates interactions with SCF ligase complexes and kelch repeats (see text), phyB contains a red light-regulated PAS domain (see text) in between a GAF domain and a histidine-kinase (HK) domain. The GAF domain plays a role in the light-regulation of phyB signalling, whilst the HK domain is dispensable for phyB function [104, 105]. PIF3 contains a PAS and bHLH domain (see text). Note: UniProt does not show a PAS domain in the PIF protein structure; however, the PAS domain has been highlighted experimentally [99, 106].

As mentioned above, two members of this protein family play a role in the circadian clock and flowering systems. In the circadian clock, degradation of TOC1 protein has been shown to occur in the dark in a ZTL-dependent manner through a direct ZTL-TOC1 interaction [32, 102]. Similarly, PRR5 protein levels show the characteristics of dark-dependent degradation as PRR5 protein is stable in dark-grown ztl mutants [107]. Conversely, ZTL has been shown to stabilise GI protein by forming a blue light-dependent complex through the LOV domain of ZTL that alters the cellular distribution of GI, protecting GI from ELF3- and COP1-mediated destabilisation [33, 34, 108]. Thus, circadian rhythms in ztl loss-of-function transgenic plants have a long period phenotype [32, 95, 109]. Interestingly, period phenotypes have been observed when perturbing levels of the other ZTL family
members. Overexpression of LKP2 leads to arrhythmia in constant conditions and, similarly to ZTL, this could be due to an interaction with TOC1 protein [98, 102]. Further, FKF1 protein has been found to interact with both PRR5 and TOC1 leading to minor period lengthening phenotypes in *fkf1* loss-of-function mutants [109]. Despite this interaction, though, ZTL has been found to be the key regulator of PRR5 protein degradation with FKF1 and LKP2 playing minor roles in comparison, possibly as ZTL is more highly expressed [109]. Period phenotypes of *fkf1* and *ztl* loss-of-function mutants seem to be additive or synergistic, whilst loss of LKP2 function in *ztl;fkf1* double mutants does not alter period length, but dampens the amplitude of rhythms in constant light [109]. These phenotypes suggest the existence of a complex network between these family members that have been shown to interact with each other [110]. By altering the period lengths of circadian rhythms in constant conditions, the ZTL proteins are important components in the circadian clock to maintain 24hr rhythms, playing a light-dependent function in the regulation of TOC1, PRR5 and GI proteins.

In photoperiodic flowering, though, the formation of blue light-dependent complexes has proven to be crucial for the correct timing of flowering. By forming a complex with GI, FKF1 protein is stabilised in LDs and targets CDF1 protein for degradation in the nucleus [83, 90, 110]. Thus *fkf1* loss-of-function plants have delayed flowering phenotypes in LDs [74]. Additionally, rhythms of CO mRNA in *fkf1;ztl;lkp2* triple loss-of-function mutants mimic the low levels seen when GI function is absent supporting the view that the ZTL protein family regulates flowering through GI [83]. Interestingly, in contrast to the late-flowering *fkf1* mutants, *ztl;lkp2* double loss-of-function transgenic plants have early flowering phenotypes that are specific to SDs and not LDs [110]. Furthermore, this phenotype is dependent on levels of FKF1 in transgenic lines, suggesting that FKF1 acts downstream of ZTL and LKP2 to coordinate flowering. Intriguingly, similarly to GI protein, ZTL and LKP2 have been implicated in regulating FKF1 protein levels, such that increased FKF1 levels in SD grown *ztl;lkp2* transgenic lines provide the early flowering phenotype that is observed [83, 110]. Given the experimental observations outlined above, regulation of flowering by ZTL and LKP2 seems to occur in two stages. First, circadian
regulation of *FKF1* transcription (the only member of the family with rhythmic mRNA levels) is altered by the removal of ZTL and LKP2 that play roles in the circadian clock. Second, FKF1 protein stability is regulated by ZTL and LKP2, in conjunction with GI. As mRNA time-series data for the key flowering genes, *CDF1*, *FKF1*, *CO* and *FT*, as well as FKF1 protein profiles, have already been made available in different photoperiods and in different genetic backgrounds (such as WT, *fkf1*, *ztl*, *lkp2*, *ztl;lkp2* and *fkf1;ztl;lkp2*) it may be possible to test the hypothesis that ZTL/LKP2 regulate flowering through feed-forward regulation of FKF1 by extending the models presented in Chapters 3 & 4 [83, 110]. Interestingly, and in support of the model-derived hypothesis above postulating an interaction between CO and FKF1, LKP2 has indeed been shown to interact with CO protein suggesting that the formation of blue light-dependent complexes may be crucial at multiple levels of the flowering pathway [111].

*Red light sensors: the phytochromes*

In Arabidopsis, there are five phytochromes (phys): phyA-E [112]. Each of these proteins has different kinetics in response to light and differentially regulate plant development (for reviews see [113, 114]). Here I shall concentrate on the key red light-sensing phytochrome, phyB. The phyB protein can take one of two forms, either inactive Pr or active Pfr. Upon absorption of red light by the Pr form, phyB conformationally changes into the Pfr state (Figure 1.4; [115, 116]). Once in the Pfr conformation, phyB is able to enter the nucleus to form speckles that regulate downstream responses (Figure 1.4; [117–119]). Studies have shown that the nuclear speckle formation is light dependent and that the light-absorbing chromophore is required for this response. When the plant is then transferred into darkness, phyB presence in the nucleus decreases and the active Pfr form of phyB reverts back to inactive Pr through a process known as dark reversion [116, 120].

A key family of proteins required for phytochrome signalling are the bHLH PIFs (a schematic of the PIF3 protein structure is shown in Figure 1.3 as a representative of this protein family). Notably, transcription of *PIF4* and *PIF5* is regulated by the
Figure 1.4: Schematic of the phyB-PIF network. Upon illumination by red light (red bolts), the inactive Pr form of phyB changes conformation to the active Pfr state. This reaction is reversible by growing plants in far-red light and through dark-reversion (blue moons). Once in the Pfr form, phyB is able to enter the nucleus and form nuclear speckles. By forming speckles, phyB is able to function through interacting with PIFs leading to their mutual degradation. The interaction between phyB and PIFs prevents the PIFs from binding to G-box motifs in target promoters and activating transcription.

circadian clock (see Chapter 2) and the protein levels are controlled by light to redundantly initiate hypocotyl elongation in SDs [61]. Thus, regulation of hypocotyl elongation by PIF4 and PIF5 forms a similar external coincidence system to photoperiodic flowering through a CO-dependent pathway presented above. Further to this system, PIF4 and PIF5 have been implicated in hormone- and sucrose-signalling, PIF5 has been implicated in the circadian clock through TIC (see above), PIF4 is involved in warm temperature-regulated plant development (~27°C, see below), PIF4 and PIF7 have been found to regulate the CBF-dependent cold acclimation pathway, while PIF1 and PIF3 have been shown to control Reactive Oxygen Species (ROS) promoting plant greening and regulating cell death [43, 121–130]. PIF proteins are able to regulate this diverse range of molecular mechanisms by binding to G-box (CACGTG) motifs in target promoters as either homo- or hetero-dimers (Figure 1.4; [131–133]). Thus, through the regulation of PIF protein levels, light signalling is able to interact with a range of other molecular pathways that control plant development.

However, the mechanism by which red light, and notably phyB, regulates PIF activity is complex. phyB contains PAS domains within the protein structure that are
crucial for the proteins function (Figure 1.3). Importantly, removal of the PAS domains prevents phyB from forming nuclear speckles required for responses to red light [134]. Thus, the conformational change between Pr and Pfr is believed to alter the accessibility of the phyB PAS domains to signalling partners. The phyB-PIF interaction occurs reversibly with changes in light conditions, such that the active Pfr form of phyB preferentially interacts with PIF1, 3, 4, 5 and 7 (Figure 1.4; [135, 136]). Furthermore, this interaction requires the PAS domain of PIFs to take place (Figure 1.3; [99]). This interaction is particularly important when de-etiolation takes place and plants are exposed to light for the first time. Under these conditions PIF-mediated transcriptional activation occurs acutely (i.e. within a few hours) due to the fast degradation of PIFs through their interaction with phyB (Figure 1.4; [132, 137]). Interestingly, phosphorylation of PIFs does not affect their interaction with phyB, but does regulate the degradation kinetics of both PIFs and phyB [138]. However, over longer durations of red light (i.e. for 4 days of continuous light), the PIFs are able to promote the degradation of phyB through a COP1-dependent mechanism (Figure 1.4; [137, 139]). Furthermore, over diurnal cycles protein levels of phyB remain relatively stable suggesting that the changes in phyB conformation are the key regulators of red light signalling under these conditions [140]. To further complicate this interaction, a recent study has highlighted that phyB is able to prevent the binding of PIFs to target genes through sequestration (Figure 1.4; [141]). Thus, not only does phyB regulate PIF degradation in the control of light signalling, but it is also able to inhibit PIF-mediated transcriptional activation.

As phyB is able to regulate transcription, a number of genes have been found to have altered responses to red light upon de-etiolation in transgenic plants with phyB loss-of-function mutations [142]. Importantly for the circadian clock, gene expression of CCA1, LHY, GI, and PRR9, as well as the clock regulated CHLOROPHYLL A/B BINDING PROTEIN 2 (CAB2), experiences an acute ‘burst’ of expression that is reduced in phyB mutants [23, 142–145]. Recent studies have proposed that the acute ‘bursts’ of transcription in response to red light occur due to histone modifications in the chromatin of these genes [145]. However, this is not the only effect of phyB on circadian regulated gene expression. Under diurnal cycles with red light, phyB
appears to regulate the amplitude of circadian regulated gene expression [143]. Furthermore, at fluence rates (light intensity) above ~1µmol m$^{-2}$ s$^{-1}$, phyB loss-of-function transgenic plants have long period phenotypes of circadian rhythms under constant red light [9, 10, 146]. The molecular mechanism used by phyB to regulate the circadian clock has not yet been elucidated – this will be the focus of Chapter 5.

Although phyB has been shown to regulate the circadian clock, studies have also found that phyB regulates flowering and that this process occurs downstream of the circadian clock. Across all photoperiods (SDs, LDs and constant light) flowering is accelerated in phyB loss-of-function plants [146–150]. The early flowering phenotype occurs in the presence of red light, such that phyB does not play a role in the blue light flowering pathway [147, 148]. A recent study has analysed roles of phyB and the circadian clock components CCA1 & LHY using loss-of-function transgenic plants [150]. In doing this, the results showed that the effects of removing phyB are able to suppress the delayed flowering phenotype of cca1;lhy transgenic plants grown in constant light. This supports a model where phyB acts downstream of the circadian clock. This mechanism fits in with studies that have shown that CO protein is strongly light regulated [86, 151–153]. In LD conditions, CO protein is expressed at a higher level in phyB loss-of-function transgenic plants compared to WT. Similarly, when plants are grown in far-red or blue light, where phyB signalling is minimal, the CO protein is stabilised to increase FT expression [151, 153]. Thus, light regulation of CO protein plays a role in determining the time taken for plants to flower.

**Regulation of the circadian and flowering systems by temperature**

**Molecular pathways regulating temperature signalling**

Similar to light signalling that regulates plant growth over a wide range of wavelengths through a variety of different molecular pathways, temperature is able to regulate plant growth and development by the use of multiple mechanisms (for a review see [154]). For example, in cool and freezing temperatures, a molecular cold
acclimation pathway is activated that helps Arabidopsis survive in the cool. Critical to this pathway is the expression of CBFs that positively regulate transcription of the COLD REGULATED (COR) family of genes [155, 156]. In response to cool temperatures, the CBF genes are activated by INDUCER OF CBF EXPRESSION 1 (ICE1) that is targeted for degradation by HIGH EXPRESSION OF OSMOTICALLY RESPONSIVE 1 (HOS1) [157–159]. In warmer ambient temperatures (~27°C), one of the key signalling components is PIF4 [122–125, 129]. Both transcription and protein levels of PIF4 increase with warmer temperatures and, furthermore, in pif4 loss-of-function plants, flowering and hypocotyl elongation phenotypes in SDs are insensitive to increases in temperature. Thus, changing the temperature leads to the activation of different signalling mechanisms.

Interestingly, the circadian clock has been shown to be a key regulator of both of these pathways [20, 61, 64, 160]. This allows for the gating of temperature responses such that these pathways are more sensitive to temperature changes at specific times of day [156, 161]. From the gating experiments, it seems that expression of PIF4 mRNA is more sensitive to warm temperatures at night, whilst CBF expression is more sensitive to cool temperatures during the day [156, 161]. A further advantage of these pathways being regulated by the circadian clock is that transcription of CBFs and PIF4 are sensitive to changes in photoperiod such that both are expressed to a higher level in SDs compared to LDs at the times when they are sensitive to temperature, i.e. CBF expression is higher during the day, while PIF4 expression is higher at night [128, 161, 162]. This leads to similar plant phenotypes, such as freezing tolerance and hypocotyl elongation, if plants are grown in either SDs or in temperatures that promote CBF and PIF4 expression. The circadian clock has been proposed to regulate transcription of CBFs and PIF4 through CCA1 & LHY, the PRRs and the EC [25, 31, 64, 160]. Recently, the use of mathematical model selection techniques (presented in Chapter 2) has elucidated that, as well as CCA1 & LHY, TOC1 is able to directly regulate CBF3 expression [163]. The focus of Chapter 2 is to investigate the mechanism used by the circadian clock to regulate PIF4 and PIF5 expression. The resulting model is used as part of a larger system in Chapter 4.
Temperature regulation of the circadian clock

Whilst temperature regulation of plant physiology downstream of the circadian clock is relatively well understood, how the circadian clock mechanism responds to varying temperatures whilst maintaining temperature compensation (see above) is not known. In constant light, temperature is able to entrain the circadian clock to H:C cycles [7]. Furthermore, a number of transgenic lines have been shown to have altered temperature compensation phenotypes. Salome et al. found that prr9;7 double loss-of-function transgenic plants have a period that increased linearly with temperature [7]. This phenotype can be suppressed by decreased levels of CCA1 and LHY mRNA suggesting that the PRR regulation of CCA1 & LHY transcription is important for temperature compensation. This view is supported by the observation the PRR9 and PRR7 are acutely induced by heat shocks (37°C) given in constant dark conditions independently of the presence of CCA1 or LHY. The acute activation of PRR9 & 7 is then able to trigger circadian rhythms of CCA1 & LHY in constant darkness [164]. An alternative theory of temperature compensation has recently been investigated. Analysis of gi and lhy loss-of-function transgenic plants has led to the ‘network balancing’ hypothesis whereby temperature induced period lengthening due to alterations in one area of the circadian clock need to be counter-balanced by period shortening effects elsewhere in the mechanism to maintain a 24hr period [6]. The ‘network balancing’ hypothesis was recently tested mathematically and showed that temperature compensation results in temperature-dependent increases of LHY protein levels when plants are grown in blue light [8]. Interestingly, the temperature-sensitive mathematical model of the circadian clock only used the Arrhenius equation, which describes the temperature-dependency of chemical reactions, to alter specific light-regulated parameters [8]. This suggests that temperature regulates the circadian clock through specific (light regulated) mechanisms, rather than through a global alteration of all reaction rates with temperature changes.

The finding that LHY protein levels change with temperature fits in with another avenue of research which shows that transcription of circadian clock components is under the control of temperature-dependent alternative splicing. The morning loop
genes CCA1, LHY and the PRRs have all been shown to have temperature-associated alternative splicing events [165]. The results of alternative splicing is that effective LHY mRNA levels decrease with temperature changes from 20°C to 4°C, whilst CCA1 transcript obtains higher expression upon the transition from 20°C to 4°C, whilst plants acclimated to 20°C or 4°C have similar expression levels [165]. As a consequence, altering the spliceosome mechanism can lead to the loss of temperature compensation [166]. Recently, this result has been extended whereby the protein products of two CCA1 splice variants have been shown to negatively regulate each other's function in a temperature dependent manner [167]. Similar mechanisms have been observed in other species such as Neurospora crassa, the model fungus, and Drosophila, the model fly [168, 169]. In Chapter 5, potential mechanisms through which the circadian clock may be regulated in warm ambient temperatures (~27°C) will be discussed.

Temperature regulation of flowering

As with many plant phenotypes, flowering is sensitive to changes in temperature. In response to drops in temperature from ~23°C to 16°C or 4°C, flowering of LD-grown plants is delayed [170, 171]. Changes in CO protein stability are important for the observed delayed flowering phenotype. Studies have observed that, under LD conditions, CO protein is increased in hos1 loss-of-function transgenic plants [170–172]. However, it is interesting to note that flowering phenotypes of the hos1;co double loss-of-function mutation may be partially additive, suggesting that HOS1 is able to regulate flowering through CO-independent mechanisms [171]. When temperatures are increased from 22°C to 27°C, flowering is accelerated when plants are grown in SDs [173, 174]. This phenotype has been observed to be dependent on the presence of PIF4, such that the loss of PIF4 function leads to a temperature insensitive flowering phenotype [174]. This mechanism is proposed to occur due to chromatin modifications that allow PIF4 to regulate transcription of FT specifically at 27°C compared to 22°C, when the presence of H2A.Z nucleosomes prevents PIF4 activity on the FT promoter. Interestingly, as with LD-grown co loss-of-function plants in LD conditions, the phenotype of SD grown co plants are also temperature
sensitive in the warm [173]. However, when plants are grown in the warm in LDs, the phenotypes of *co;PIF4-ox* are partially additive, suggesting that, as with HOS1, PIF4 may regulate flowering partially through a CO-dependent mechanism [174]. In Chapter 4, the regulation of *FT* transcription and flowering due to temperature increases through a PIF4-dependent mechanism shall be researched.

**Interaction of light and temperature signals**

As suggested by the role of PIFs in red light- and temperature-signalling, and the regulation of *PIF* transcription by the circadian clock, there is crossover between light- and temperature-mediated responses. Here, I shall discuss some of the published observations that relate phyB- and temperature-signalling, particularly in the regulation of flowering. Experimental observations have shown that flowering phenotypes of *phyB* loss-of-function transgenic plants are more sensitive to increases in temperature than phenotypes of WT plants grown in SDs [149]. This occurs through an increase in *FT* mRNA in warm-grown *phyB* transgenic plants, whilst other components of the flowering time system remain relatively constant across temperatures in both WT and *phyB* plants. This would support the role of light signalling and temperature in the regulation of a direct regulator of *FT* mRNA. Interestingly, the diurnal regulation of *PIF4* mRNA, an activator of *FT* transcription, has been shown to increase at night in LDs with temperature [161]. This night-time increase of *PIF4* mRNA is subsequently increased by the loss of phyB activity, supporting the theory that part of phyB function is to suppress responses to warm temperature. Additionally, an increase of *PIF4* and *PIF5* mRNA as a result of 37°C heat shocks given in constant dark is greatly decreased in *cca1;ilh* loss-of-function plants, supporting a role for the clock in the temperature regulation of *PIF* transcription [164]. An important difference between the development of transgenic loss-of-function *phyB* and WT plants is the ability of the plants to sense diurnal changes in light and temperature [146, 175]. In this scenario, WT plants are able to sense changes in day-time and night-time temperature, but *phyB* transgenic plants sense a constant temperature throughout a whole 24hr day. Furthermore, *phyB* loss-of-function mutants are less sensitive to changes in photoperiod [146]. Again, this
suggests that phyB plays an important role in a plants response to diurnal cycles. Similarly, studies of freezing tolerance have highlighted a role of phyB in suppressing freezing tolerance by decreasing CBF and COR expression through light-signalling components PIF4, PIF7 and LONG HYPOCOTYL 5 (HY5) [128, 176, 177]. Whilst these examples highlight a link between red light- and temperature-signals in the regulation of plant development downstream of the circadian clock, it is unknown how these signals regulate the circadian clock and whether these signals converge on a single mechanism. This will be discussed in Chapter 5, where data is presented showing how temperature and phyB regulates the circadian clock.

**Thesis Summary**

In this chapter I have introduced how the circadian clock and flowering of the model plant, *Arabidopsis thaliana*, is regulated by photoperiod-, red & blue light- and temperature-dependent signals from the external environment. Over the course of this thesis I will develop on the work that has been discussed in this chapter to investigate the interaction between photoperiod-, red & blue light- and temperature-dependent plant development, in particular flowering.

In Chapter 2, theoretical techniques will be introduced that can be used to elucidate how the circadian clock regulates WT expression rhythms of output genes. As an example the regulation of PIF4 and PIF5 transcription will be discussed, however the same technique has been used to determine the regulation of CBF gene expression in a collaborative ROBuST project [163]. From this analysis, I shall show that the simplest mechanism that describes transcriptional regulation accurately across multiple photoperiods requires more than one circadian clock component.

In Chapter 3, I will develop the mathematical model of flowering discussed above to incorporate the role of CDF1 that inhibits transcription of CO mRNA. Furthermore, new data obtained by collaborators is presented showing that CDF1 and FKF1 are able to directly regulate FT transcription, with FKF1 stabilising CO protein in a blue
light-dependent manner. The resulting mathematical model takes into account these forms of regulation and then analyses the role of FKF1 in flowering. This model predicts how FT mRNA is altered in FKF1-ox transgenic plants; determines which of the FKF1-CDF1 or FKF1-CO protein interactions is relatively more important for the correct regulation of FT mRNA, and; whether the circadian regulation of FKF1 is required to delay the accumulation of FT until dusk. This model will, therefore, highlight the important role of blue light-signalling components in flowering.

In Chapter 4, the flowering model presented in Chapter 3 will be extended further to include the circadian regulation of CDF1 and FKF1 mRNA, as well as the temperature regulation of FT mRNA by PIF4. By building a more complex model, hypotheses will be generated that link components of the circadian clock, namely ELF3, CCA1 and LHY, to important roles in flowering that are downstream of CDF1 and FKF1 transcription. This suggests that GI is not the only clock component to form protein complexes that act in output pathways of the circadian clock. Furthermore, by analysing how FT mRNA is regulated by PIF4, PIF5 and temperature in LDs, simulations will propose that CO protein is an important temperature sensor and the warm-induced acceleration of flowering can be modelled through an interaction between PIF4 and CO. Thus, this model incorporates components of both red light- and temperature-signalling in the regulation of flowering.

In Chapter 5, I will discuss the regulation of the circadian clock by phyB- and temperature-signalling. By manipulating the most recent published circadian clock model to match rhythms of circadian clock components obtained experimentally in phyB transgenic plants at 22°C, I will hypothesise two potential mechanisms through which phyB plays a role in the clock machinery. Further, by presenting data from WT and phyB loss-of-function plants at 27°C, I will highlight potential mechanisms that relate phyB and temperature signalling. This represents the first attempt to mathematically unravel the mechanisms within the Arabidopsis circadian clock that are able to sense changes in red light-dependent phyB signalling and temperature together.
Finally, in the last chapter, the presented results will be discussed to show how they further our understanding of the mechanisms regulating plant development in response to changes in the external environment.
Chapter 2: Model Selection Techniques & the Circadian Clock

The techniques discussed in this chapter are being published as part of:

As discussed in the introduction chapter, mathematical models of the Arabidopsis circadian clock have evolved from a single negative feedback loop between CCA1 & LHY and TOC1 to larger models featuring three feedback loops and 10 components [12, 23, 36–38]. The consequence of including new components to the clock model is that the number of parameters that represent transcription/translation rates, degradation rates and protein binding affinities has increased from 29 to 104 [12, 23]. This increase in complexity could, theoretically, lead to the model ‘overfitting’ experimental training data. A model is said to ‘overfit’ data if a less complex model exists that is capable of matching the same data sets with a similar degree of accuracy. This has both technical and practical implications. When a model ‘overfits’ data it is hard to generate simple and experimentally testable hypotheses due to the extra complexity in the system, which could be characterised by a high number of hidden variables or complicated representations of biological mechanisms. It is therefore relevant, when modelling output pathways of the circadian clock – as we shall come to in the next chapters – to understand the properties of both simple and complex models, and whether this complexity helps improve the mathematical description of experimentally observed behaviours.

Circadian clock models have previously been extended to create larger external coincidence models that predict photoperiodic control of flowering (see Chapter 1; [82]). Another important clock regulated physiological response, and the focus of this study, is elongation of the hypocotyl, or seedling stem. Hypocotyl extension is regulated by PIF4 and PIF5 such that removal of both of these factors in a pif4;5
double loss-of-function transgenic plant eradicates the daily rhythm of hypocotyl elongation that peaks at the end of the night in wild type plants [61]. The mRNA of these transcription factors is regulated by the circadian clock leading to altered rhythms of PIF4 and PIF5 transcription in genetic perturbations of clock components, whilst the timing of maximum mRNA expression does not change across photoperiods [25, 61, 178, 179]. Studies have shown that PIF4 and PIF5 mRNA are directly regulated by the Evening Complex (EC) of the circadian clock [25, 179]. As stated in Chapter 1, the function of this complex is dependent on the availability of ELF3 to interact with LUX that binds to DNA at LBS motifs (GATWCG; [28]). Hence, knocking out ELF3 removes EC function. Furthermore, members of the PRR protein family (PRR7 & 5) have recently been shown to inhibit transcription of promoter regions containing G-box (CACGTG) motifs, including PIF4 and PIF5 [31]. However, the rhythmic expression of PIF4 and PIF5 transcription is not completely eradicated in elf3 or prr mutants grown under diurnal conditions, showing similar phase shifts as other clock components [25, 27, 178, 179]. This suggests that the regulation of PIF4 and PIF5 mRNA by circadian clock components does not occur completely independently of each other.

In this chapter, by adding a PIF4/5 component to two circadian clock models of differing complexity, simulations of PIF4/5 mRNA will be analysed to determine whether added complexity to the circadian clock models improves their performance to describe PIF4 and PIF5 transcription across three photoperiods. The two previously published clock models used in this analysis are the ‘Locke2005’ two-loop model that contains 61 parameters and the ‘Pokhilko2010’ three-loop model that contains 90 parameters [36, 38]. The rationale for this choice is as follows: the ‘Locke2005’ model was the first clock model able to describe rhythms of TOC1 transcription in the cca1;lhy mutant, and; the ‘Pokhilko2010’ model was the first model to accurately match details of circadian regulation observed across a range of photoperiods, such as the decrease of peak CCA1 mRNA expression with increased photoperiod and double-peaked CCA1 transcription in skeleton photoperiods [23, 36, 38, 80]. These two considerations are important for circadian clock models since these mathematical systems need to be able to accurately explain biological
observations from multiple conditions, such as genetic and/or environmental perturbations. Recently, a newer circadian clock model has been constructed that now includes the EC (the ‘Pokhilko2011’ clock; [12]) that is known to regulate PIF4 and PIF5 transcription [25]. However, it would be difficult to compare model selection techniques for two models where one includes the EC and the other does not as results may be skewed in favour of the EC-containing model. Similarly, as the 'Locke2005' model does not incorporate the PRR proteins, inhibition of PIF4 and PIF5 transcription by the PRRs shall not be directly modelled here [31]. In the models presented in this chapter I shall use TOC1, a PRR family member with similar timing of expression to components of the EC, which is present in both the 'Locke2005' and 'Pokhilko2010' clock models, as a representative evening suppressor of PIF4/5 transcription. By comparing simulation accuracy of PIF4/5 mRNA, I will be able to examine the advantages and disadvantages of model complexity. Furthermore, I will also aim to predict how PIF4 and PIF5 transcription is regulated by the circadian clock and whether regulation requires more than an evening repressor alone. In order to do this, I shall use two forms of model selection techniques that balance the accuracy of the model to experimental data against the complexity of the model (known as the frequentist approach) or the variability associated with a model that can result from the uncertainty in parameter values (the Bayesian approach). Both of these approaches are based on the calculation of likelihood probabilities - the higher the likelihood probability the more probable it is that this model is the best description of the data from the set of models tested [180–183].

The two methods that will be described here are the corrected Akaike Information Criterion (AICc) and an adapted version of Thermodynamic Integration (TI). The AICc is an unbiased estimator of the Kullback-Leibler divergence that determines the quantitative difference between experimental data and model simulations. AICc also penalises the accuracy of the simulations by the number of parameters that are in the model [180–182]. However, the use of the AICc as a model selection technique is constrained by the number of data points available to compare against model simulations such that there are more data points than model parameters (see Model
Selection Techniques in Methods). As such, to correctly analyse a complex model, a large number of data needs to be generated to use the AICc analysis. TI is generally used as part of parameter optimisation whilst creating models, sampling parameters from known probability distributions [183, 184]. Therefore, the model that is favoured by TI is the system and parameter set that generates simulations with the highest accuracy when compared to biological observations. Whilst this technique does not contain a term that directly penalises a model by the number of parameters in the system, TI is able to recognise how complex a model is by the number of dimensions in parameter space that require exploring to find an optimal parameter set for the system under question. Consequently, the resulting model probabilities from the analysis contain information about the complexity of the models tested.

In this chapter, I shall generate a range of possible models of PIF4 and PIF5 transcription as an output of the circadian clock. Then, by using model selection techniques, it will be possible to determine two things. First, whether WT PIF4 and PIF5 mRNA rhythms can be accurately described with simple clock models. Second, whether morning expressed clock components are required for PIF4 & 5 transcription in conjunction with inhibition in the evening.

**Methods**

**Promoter Analysis**

As PIF4/5 mRNA levels are subject to circadian regulation, the cis-regulatory database ATCOECIS was used to identify regulatory motifs located in the promoter regions of these genes [185]. This database combines information from two databases that are updated manually as new literature on cis-regulatory elements is published – PLACE and AGRIS [186, 187]. Circadian regulated promoter regions that were found through the database were checked manually in a region up to 3000 basepairs (bp) from the transcription start site of the gene or to the nearest gene. The promoter binding site search included the following: Morning Element (ME; AACCAC; [19]), Evening Element (EE; AATATCT; [19, 188]), CCA1 binding site
(CBS; AAATCT; [19]), LUX binding site (LBS; GATWCG; [28]) and the Hormone Up At Dawn sequence (HUD; CACATG; [189, 190]). Knowledge of the ME is limited, but the sequence is found to be overrepresented in genes with a phase (peak expression) near dawn and is particularly important when the EE is mutated [19]. The EE and CBS have both been shown to be bound by CCA1. When bound to EE, CCA1 has been proposed to act as a repressor, delaying transcription, such that these genes peak in the evening phase. Conversely, when bound to CBS, CCA1 appears to function as an activator, which leads to peaks of target gene expression at around dawn [19, 188]. Furthermore, EE-like motifs are over-represented in promoters targeted by TOC1 for inhibition [30]. The HUD sequence is conserved in the promoter regions of genes regulated by light and hormone signalling, known as phytohormones [189, 190].

**Data Sources**

Data were collected from various sources. Transcription profiles for CCA1, TOC1, PIF4 and PIF5 mRNA were obtained from the DIURNAL webservice (http://diurnal.cgrb.oregonstate.edu/; [191]) that used high-density oligonucleotide array assays of Arabidopsis thaliana accession Landsberg erecta (Ler) plants sampled under SD (8L:16D) and LD (16L:8D) conditions. Transcript profiles for PIF4 and PIF5 under 12L:12D were acquired experimentally, as described in Experimental Methods below (K. Sidaway-Lee, University of Exeter, unpublished). Transcript profiles for CCA1 and TOC1 under 12L:12D were obtained from [80]. All PIF data were normalized such that the peak of expression in each photoperiod was 1.

**Experimental Methods**

Experimental work was conducted by Dr. Kate Sidaway-Lee and Dr. Dana MacGregor, collaborators from the ROBuST project (Dr. Steve Penfield’s group, University of Exeter, UK).
Gene Expression Analysis

Seeds of *Arabidopsis thaliana* accession Landsberg erecta (Ler, available from NASC, Loughborough, England) were sterilised, then germinated and grown in 12L:12D cycles at 25°C under 80 µmol m⁻² s⁻¹ white light on full MS agar (Duchefa, Ipswich, England), without added sucrose. Seedlings were harvested every 4 hours. The RNA was purified using the RNeasy Plant RNA isolation kit (Qiagen, Crawley, England) according to the manufacturer's protocol. First-strand cDNA was synthesized with 5 µg of total RNA in 20 µl reactions, Superscript II Reverse Transcriptase (Invitrogen, Paisley, Scotland) and oligo dT according to the manufacturer's instructions, and 180 µl water was added before the PCR step. Real-Time RT-PCR was performed with SYBR-green detection in an ABI7300 instrument (Applied Biosystems, Paisley, Scotland). 2 µl of the diluted cDNA template was used, along with the primers. Primers used were *PIF4* (AT2G43010: 5’ – GTTGGTGAATTTGCTTGCAGTCCGC – 3’; 3’ – CGACTCAGCGGAGATGTTGTT – 5’) and *PIF5* (AT3G59060: 5’ – CGCCGAGATCACAATCACCACAT – 3’; 3’ – GCGGGAAATCGAGACCCTGTTGCAACAA – 5’) normalized against the control gene *UBQ10* (AT4G05320: 5’ – CACACTCCACCTTGTTGCCTGCT – 3’; 3’ – TGGTCTTTCGCTGAGAGAGTC – 5’) [192].

Chromatin Immunoprecipitation (ChIP) assays

Chromatin immunoprecipitation was performed following the protocol in [193] with modifications using plants expressing the pCCA1:CCA1-YFP protein construct that has been described previously [194]. Seedlings from the Col-0 (Columbia) accession were grown on ½ MS agar plates at 22°C for 14 days with 12L:12D cycles and harvested at ZT2. The chromatin was sheared to between 100 and 1,000 bp in a Bioruptor UCD 200 (Diagenode, Liege, Belgium) at high intensity for 10 minutes (cycles of 30s on / 30 s off) at 4°C after [195]. An aliquot of the chromatin was reserved at this point as the Input chromatin. Immunoprecipitation used equilibrated Dynabeads Protein A (Invitrogen/Life Technologies, Paisley, UK). The pre-cleared chromatin was transferred away from the beads and incubated with rotation over
night at 4°C with a 1:1000 dilution of anti-GFP (Abcam ab290; Abcam, Cambridge, UK). A new aliquot of equilibrated beads was then added and incubated with the chromatin solution for 2 hours at 4°C with rotation and then washed with low salt, high salt, and lithium chloride washes. The immunocomplexes were recovered from the beads by boiling for 10 minutes in the presence of 10% Chelex resin (BioRad, Hemel Hempstead, UK) and the proteins removed using Proteinase K Solution (Invitrogen/Life Technologies, Paisley, UK) at 50°C. The reserved Input chromatin was also processed in parallel with Chelex and Proteinase K and then purified using QIAquick PCR purification Kit (Qiagen, Manchester, UK). qPCR on the ChIP and Input DNA was performed in triplicate using Brilliant III Ultra-Fast SYBR Green PCR Master Mix (Agilent, Wokingham, UK) on a Mx3005P machine. The results were calculated so that percent input was equal to $100 \times \left( \frac{\text{primer efficiency}}{1 - \text{primer efficiency}} \right)$, where $\text{dcT}$ is the difference between the adjusted input $\text{cT}$ and the ChIP sample $\text{cT}$. The input $\text{cT}$ was adjusted to account for the dilution factor of the input chromatin. The primer efficiency was unique to each primer pair and is equal to $10^{\frac{\text{PCR efficiency}}{\text{slope}}}$. Primers used in this experiment were $\text{ACTIN7}$ (ACT7, AT5G09810: 5’ – GTATCGGGTGACAATGCAGCTATTA – 3’ and 3’ – TGCTGGAGTAAAAACATAAGCCACTC – 5’), $\text{PIF4}$ (AT2G43010: $\text{PIF4-a}$, 5’ – CCAATCTGCGACAGTTTC – 3’ and 3’ – ACACCGTAAACCACATCACGA – 5’; $\text{PIF4-b}$, 5’ – CCACGTGTGATCTTCAA – 3’ and 3’ – GATAGAGGTTGTGTTGCCG – 5’; $\text{PIF4-N}$, 5’ – GGAGTTCAACCTCACGAT – 3’ and 3’ – CAATTCAGAACAATCCCCGT – 5’), and $\text{PIF5}$ (AT3G59060: $\text{PIF5-a}$, 5’ – TAGGCCCCAATAACCGATCTC – 3’ and 3’ – TATCGGTAGTGAATATGGA – 5’; $\text{PIF5-b}$, 5’ – GTCCTCCTGGCTCGATTTT – 3’ and 3’ – TGGAGAGGGTTGTTGTTTT – 5’; $\text{PIF5-c}$, 5’ – TGGAGAGGTTGTTGTTTT – 3’ and 3’ – TGACATGGAAACAGTCTTGC – 5’; $\text{PIF5-N}$, 5’ – GGACATGTTGGGATTTGAT – 3’ and 3’ – GACCACCGACAGTCTCAGATG – 5’). The $\text{GI}$ primers, used as a positive control, are the same as those in [179].
Model Construction

Due to the similarities in the rhythms of PIF4 and PIF5 mRNA levels, and the phenotypes of their respective single mutants, the PIF4 and PIF5 components were grouped together [61, 196]. This simplification meant that only one equation needed to be added to each of the clock models to describe the circadian regulation of PIF4/5:

\[
\frac{dc_{P45}^{(m)}}{dt} = n \prod_{I} \left( \frac{g_{I}^{a}}{g_{I}^{a} + c_{I}^{a}} \right) \prod_{A} \left( \frac{c_{A}^{b}}{g_{A}^{b} + c_{A}^{b}} \right) - mc_{P45}^{(m)}
\]  \tag{2.1}

where \(c_{P45}^{(m)}\) represents the normalized level of PIF4/5 mRNA, \(n\) is the transcription rate, \(I\) are inhibitors of PIF4/5, \(A\) are activators, \(a\) and \(b\) are Hill coefficients, \(g_{I}\) and \(g_{A}\) are constants of inhibition or activation and \(m\) is the degradation rate. As the EC has not been modelled in the ‘Locke2005’ or ‘Pokhilko2010’ models used in this study, we used the simulated TOC1 mRNA rhythm as an approximation of EC activity due to its similar timing of peak activity at approx. ZT14 in a 24 hour cycle [25, 38, 80]. The choice of multiplicative regulation was due to the observation that the whole rhythm of PIF4 and PIF5 was not eradicated in an elf3 mutant grown in diurnal cycles, suggesting that the components generating the rhythmic PIF gene expression are unlikely to act independently.

The models were optimised by comparing PIF4/5 mRNA data from 12L:12D diurnal cycles (K. Sidaway-Lee, University of Exeter, unpublished) to simulated rhythms using a parallel genetic algorithm (PGA) in the model optimisation framework, SBSI Visual (http://www.sbsi.ed.ac.uk/; see Table 2.I). Model equations were solved and simulated using the differential equation solver CVODES [197, 198]. Parallel genetic algorithms converge to find a parameter set where the error between the simulation and data reaches a minimum [199]. In our optimisation process, we set the target minimum error to be 0.01. This minimum, though, could be a local minimum in the parameter space and not the global minima. Studies have discussed that using ‘sloppy’ parameters, which are not necessarily the global minima of parameter
Table 2.I: Parameter values of models obtained from SBSI Visual. T = TOC1, C = CCA1. d = down-regulated/inhibited transcription, u = up-regulated/activated transcription. A:B implies multiplicative regulation between A and B.

<table>
<thead>
<tr>
<th></th>
<th>‘Locke2005’</th>
<th>‘Pokhilko2010’</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td>Td</td>
<td>Td:Xd</td>
</tr>
<tr>
<td>n</td>
<td>9.416</td>
<td>9.6</td>
</tr>
<tr>
<td>g1</td>
<td>0.461</td>
<td>0.461</td>
</tr>
<tr>
<td>a</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>g2</td>
<td>-</td>
<td>2.105</td>
</tr>
<tr>
<td>b</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>m</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

space, can lead to models displaying relatively accurate dynamics of a system across a number of conditions [200]. Simulated annealing methods attempt to find global minima but at a greater computational cost compared to parallel genetic algorithms.

Studies have shown annealing procedures are only slightly better at finding global minima compared to genetic algorithms [201]. By optimising the models in SBSI Visual, parameter values can be estimated within a specific range. Models were constrained such that all parameters could take values between 0 – 10 nM or nM/hr [12, 23, 36, 38]. Hill coefficients were set to 2 as a result of dimer formation by circadian clock proteins. The initial condition for PIF4/5 mRNA in the optimisation was taken to be the average initial value from the available data sets. Once optimised, the parameter sets that provided models with the smallest cost were used for further analysis.

Cost Function and Pearson Correlation

In the following sections we will use the following general notation: in \( j = 1, \ldots, D \) datasets there will be \( i = 1, \ldots, m \) datapoints, \( n^{(j)}_i \), evaluated at certain timepoints \( t_i \); \( M \) is a model simulation from a model of \( k \) parameters that takes the values \( M_i = M(t_i) \). The cost function is defined to be:
\[
\text{Cost} = \sum_{j=1}^{D} \sum_{i=1}^{m(j)} \frac{(n_{i}^{(j)} - M_{i})^2}{(m_{(j)} + 1)}
\]  

(2.2)

where \(m_{(j)}\) is the number of datapoints in dataset \(j\). The lower the cost value, the more accurately the model simulations match the data.

The Pearson Correlation coefficient is defined as:

\[
r_{DM} = \frac{1}{D} \sum_{j=1}^{D} \frac{\sum_{i=1}^{m(j)} (n_{i}^{(j)} - \bar{n}_{i}^{(j)})(M_{i} - \bar{M}_{i})}{\sqrt{\sum_{i=1}^{m(j)} (n_{i}^{(j)} - \bar{n}_{i}^{(j)})^2 \sum_{i=1}^{m} (M_{i} - \bar{M}_{i})^2}}
\]

(2.3)

where \(r_{DM} \in [-1,1]\) [202]. For a model to have a good rhythmic match with the data then \(r_{DM} \approx 1\). A value of -1 would imply that the model has the opposite rhythm to the data.

**Model Selection Techniques**

Here I shall derive the AICc and TI techniques used in this study. As stated previously, TI is used to help calculate parameter values. However, since the circadian clock models have parameter values already determined, I have adapted the TI method to assume that all parameter values were obtained from a Normal distribution. As the AICc analysis is frequentist in its approach, and TI is a Bayesian method of analysis, I then create hybrid versions of AICc (that takes into account parameter uncertainty, AICc\(^U\)) and TI (that includes an explicit penalty term for a models complexity, TI\(^p\)) to determine if the results change.

- **Calculation of AICc**

The AIC is calculated as [180]:

\[
AIC = -2 \log(L_{\text{MLE}}) + 2k,
\]

(2.4)
where $L_{\text{MLE}}$ is the maximum likelihood estimate of the likelihood function. The model that provides the smallest AIC is then deemed to be the most likely model from a set of models. Hurvich & Tsai showed that the AIC, though, was not an accurate model selection measure when the ratio of datapoints to parameters was small [181, 182]. The AICc overcame this issue:

$$AICc = -2\log(L_{\text{MLE}}) + \frac{2q(k+1)}{q-k-2},$$

(2.5)

where $q>k+2$ is the total number of datapoints used in the analysis, i.e. $q=Dm$ [181]. As with the AIC, the smallest AICc value corresponds to the model that is believed to be most likely. Hence, the condition $q>k+2$ ensures that the second term of (2.5) is strictly positive and for larger values of $k$ (or, smaller ratios of $q:k$) will increase the resulting value of AICc more so than for a smaller model with the same accuracy.

In (2.4) and (2.5) I have shown the formulations of AIC and AICc featuring the likelihood probability. As pointed out by Burnham & Anderson, these results can be reduced in the special case that we assume the differences between a datapoint from dataset $j$ and the model simulation at the same time follow a normal distribution [182]. Hence,

$$n_i^{(j)} - M_j \sim N(0, \sigma^2),$$

(2.6)

where $\sigma^2 = \frac{\sum_{i=1}^{m} (n_i^{(j)} - M_j)^2}{m}$. Using this assumption, the first term of the AIC and AICc reduces to

$$-2\log(L_{\text{MLE}}) = m\log(\sigma^2).$$

(2.7)

Thus, the reduced AICc is
\[ AICc = \sum_{j=1}^{D} m_{(j)} \log(\sigma^2_{(j)}) + \frac{2q(k+1)}{q-k-2}, \]  

(2.8)

For this analysis to work, though, it is crucial for \( q>k+2 \). This means that we need a large number of data for this analysis since \( k \) can be as large as 96 for the largest \( PIF4/5 \) model. However, genes with circadian regulation should have the same level of expression at the same time of day when entrained in diurnal conditions. This means that circadian data series generated from qPCR can be repeated to cover a greater period of time (the same applies for model simulations of an entrained limit cycle system). Therefore, \( n^{(j)}(t_i) = n^{(j)}(t_i + 24(d-1)) \), where \( d \) is the number of whole days. Hence, we can take a dataset that describes 1 day to describe 3 days by repeating the dataset 3 times. For example, if we have data at \( t=0, 4, 8, 12, 16, 20, 24 \) from 1 day with \( n(0)=n(24) \) then we count the points in \( t=[0,20] \) three times to create three limit cycles and the \( t=24 \) once as the final timepoint of the 3 days. Since the model simulates circadian gene expression on a limit cycle, the simulations at the respective timepoints will also be the same in day 1 as day 3.

Thus the final AICc used in this study is:

\[ AICc = d \sum_{j=1}^{D} (m_{(j)} - 1) \log(\sigma^2_{(j)}|_{t=24}) + d \sum_{j=1}^{D} \log(\sigma^2_{(j)}|_{t=24}) + \frac{2(d \sum_{j=1}^{D} (m_{(j)} - 1) + D)(k+1)}{d \sum_{j=1}^{D} (m_{(j)} - 1) + D - k - 2} \]  

(2.9)

where \( d \) is the number of days required to ensure that \( d \sum_{j=1}^{D} (m_{(j)} - 1) + D > k + 2 \) and \( \log(\sigma^2_{(j)}|_{t=i}) \) is the value of \( \log(\sigma^2_{(j)}) \) evaluated for the \( t=i \) timepoint.

- **Calculation of TI**

The important aspect of Bayesian methodology necessary for model selection is the Bayes’ Factor ratio of marginal posterior distributions [183, 184]:
\[ B_{12} = \frac{p(j \mid M^{(1)})}{p(j \mid M^{(2)})} = \frac{\int p(j \mid M^{(1)}, \theta^{(1)}) p(\theta^{(1)} \mid M^{(1)}) d\theta^{(1)}}{\int p(j \mid M^{(2)}, \theta^{(2)}) p(\theta^{(2)} \mid M^{(2)}) d\theta^{(2)}} \]  

(2.10)

where \( p(j \mid M^{(j)}) \) is the marginal likelihood that the data from dataset \( j \) was generated by model \( M^{j} \), \( p(j \mid M^{(j)}, \theta^{(j)}) \) is the likelihood of the data, \( j \), being produced by model, \( M^{(j)} \), with parameter set \( \theta^{(j)} \) and \( p(\theta^{(j)} \mid M^{(j)}) \) is the prior probability distribution of the parameter set, \( \theta^{(j)} \), being selected for model, \( M^{(j)} \). \( B_{12} \) is the ratio of how likely one model is to represent the data compared against another model. The term I am therefore interested in is the probability \( p(j \mid M^{(l)}) \) – the larger this probability, the more likely the data was generated by that model, implying the model represents a simplified version of the true underlying biological mechanism.

Vyshemirsky & Girolami showed that one of the best approximations of \( p(j \mid M^{(l)}) \) is obtained using Thermodynamic Integration (TI) [183, 184]. For the purposes of this study, the problem shall be set out such that \( j \sim N(M^{(l)}, \sigma^2) \) and \( M^{(l)} \sim N(\mu, \tau^2) \) is the prior distribution for our models, where \( M^{(l)} \) is the time-series solution of the optimised model. The first approximation is that the data are normally distributed about the solution of the optimised model, with variance \( \sigma^2 \), where \( \sigma^2 \) is the same as in AICc above. The second approximation is that the solution of the optimised model is also normally distributed, with mean \( \mu \) and variance \( \tau^2 = \frac{\sum_{i=1}^{m} (M^{(l)}_i - \mu)^2}{m} \). In other words, \( \tau^2 \) represents the divergence of simulations away from our prior knowledge of circadian waveforms, possibly due to parameter perturbation. To simplify the calculations, I am making the assumption that the prior model of circadian regulated transcription forms a sine-wave, providing rhythmic mRNA over a 24-hour day (see Figure 2.1). The relationship of perturbations in parameter space (chemotype) and function space (dynatype) has been described previously [203].

This is thus an empirically Bayesian technique, where the parameters of the Normal distribution for \( M^{(l)}, \mu \) and \( \tau^2 \), are approximated [204, 205]. As stated in the
Figure 2.1: Generalised method used for comparing models. Models were fitted to data (red line, red filled squares) with the resulting example simulation (blue line, blue filled triangles). $\sigma^2$ is calculated as the sum of the differences between the model simulations and datapoints at the specific timepoints. A prior model was constructed using a sine-wave (black line). The difference between the models and prior model was calculated at the same timepoints as the models were compared to the data, $(M - \mu)^2$. The region around the prior model sine-wave (grey dashes) represents the space in which a model may lie given a perturbation to the prior model parameters. This space is characterised by the model variation, $\tau^2$.

Introduction to this chapter, TI is generally used as part of parameter optimisation [183, 184]. However, the parameter values for the clock model are already known, so making the assumption that variation in the model is defined by a Normal distribution ensures that I do not have to directly calculate the variation in parameter values of the clock models.

In Bayesian statistics, to find out the marginal likelihood requires calculation of probabilities from a posterior distribution since

$$Posterior \propto Prior \times Likelihood$$
The posterior distribution in our case will be $M^{(0)} | j, \mu, \tau^2, \beta$ that tells us how likely the model $M^{(0)}$ is given all the information about uncertainty in parameter values. Following the example of Conditionally Independent Hierarchical Models from Kass & Steffey in deriving the posterior of Friel & Pettitt, the conditional posterior is

$$M^{(i)} | j, \mu, \tau^2, \beta \sim N \left( \frac{m_{(j)} \beta \tau^2 \tilde{j} + \sigma^2 \mu}{m_{(j)} \beta \tau^2 + \sigma^2}, \frac{\sigma^2 \tau^2}{m_{(j)} \beta \tau^2 + \sigma^2} \right)$$  \hspace{1cm} (2.11)

where $\beta$ is the annealing temperature parameter of the distribution, $\tilde{j}$ is the average value of the dataset and $m_{(j)}$ is the same as defined previously [183, 205]. Under normal Bayesian practices, sampling from this distribution would help determine the optimal model and parameter set in the region $\beta \in [0, 1]$. This leads to the approximation for the marginal likelihood, which has the form

$$E_{M^{(i)}}[\log \{ p(j | M^{(i)}) \}] = -\frac{m_{(j)}}{2} \log(2\pi \sigma^2) - \frac{1}{2\sigma^2} \sum_{j=1}^{m} (j - \tilde{j})^2 - \frac{m_{(j)}}{2} \left( \frac{\sigma^2 (\mu - \tilde{j})^2}{m_{(j)} \beta \tau^2 + \sigma^2} \right)$$

$$- \frac{m_{(j)} \tau^2}{2} \left( \frac{1}{m_{(j)} \beta \tau^2 + \sigma^2} \right),$$  \hspace{1cm} (2.12)

where $j_i$ is the same as $n_i^{(j)}$ previously. Using the trapezoidal rule as Friel & Pettitt with $\beta_c = (z/Q)^c$, where $Q = 40$ and $c = 4$ are arbitrary constants, approximations for $p(j | M^{(0)})$ are obtained as

$$\log \{ p(j | M^{(i)}) \} = \sum_{z=0}^{Q-1} (\beta_{z+1} - \beta_z) \frac{E_{M^{(i)}}[\log \{ p(j | M^{(i)}) \}] + E_{M^{(0)}}[\log \{ p(j | M^{(0)}) \}]}{2}$$  \hspace{1cm} (2.13)

needed for model selection analysis, where $z$ is the total number of discretized steps in $\beta \in [0, 1]$ [183, 184]. The choice of $Q$ and $c$ are important in discretizing the temperature steps since the greatest change in $p(j | M^{(0)})$ takes place close to $\beta = 0$, hence having more steps near this point will lead to an approximation with greater accuracy than having $c = 1$ [183, 184].

When more than one dataset is used in the analysis.
\[
E_{M^{(i)q,\rho}}[\log\{p(q \mid M^{(i)})\}] = \sum_{j=1}^{D} E_{M^{(i)j,\rho}}[\log\{p(j \mid M^{(i)})\}]
\]  
(2.14)

where \( D \) and \( q \) are the same as the values defined previously. This assumes that the probability of one dataset being described by the model is independent of a second dataset being described by the same model. For future reference, \( Tl_i = \log\{p(q \mid M^{(i)})\} \).

**Model Selection Weights**

For the AICc method of model selection, model selection weights (called Akaike Weights) have been discussed in previous studies (see [182]). Essentially they give a probability for a single model \( M^{(i)} \) from the set of all \( l \) models. They take the form of

\[
p(M^{(i)}) = \frac{\exp\{-\Delta^l/2\}}{\sum \exp\{-\Delta^l/2\}}
\]  
(2.15)

where \( \Delta^l = \text{AICc}_l - \text{AICc}_{\text{min}} \). This study uses the same technique for the TI analysis by taking \( \Delta^l = -2(Tl_i - Tl_{\text{min}}) \). The reason for the factor of -2 in the case of TI ‘weights’ is that TI \( \sim \) log-likelihood, whereas AICc \( \sim -2^* (\log\text{-likelihood}) \). Thus \(-\Delta^l/2 \sim \log\text{-likelihood}(l) - \log\text{-likelihood}(\text{min})\) in both cases. Due to this difference, the smallest AICc scores will be selected with the largest weight, whilst the highest TI scores will have the largest weights.

**AICc with Uncertainty (AICc\(^U\))**

Since AICc does not include information about the prior probability of the models and TI does not directly penalise a model for over-complexity, I adapted the AICc to include model prior probabilities. To do this the AICc equation has been expanded to take into account prior information. Hence, from AICc

\[
-2\log(L_{MLE}) = m \log(\sigma^2) + \log(2\pi\tau^2) + \frac{\sum (M_i^{(i)} - \mu)^2}{\tau^2}
\]  
(2.16)
where the term now includes the log-likelihood term for the prior distribution \( M^0 \sim \mathcal{N}(\mu, \tau^2) \) from TI is now included (Figure 2.1). As can be seen from (2.16), results from \( \text{AICc} \approx \text{AICc}^U \) when \( \tau^2 \to \infty \) since the \( \log(\tau^2) \) term would become the same constant factor for each model. This would result in the same model being selected for \( \text{AICc} \) and \( \text{AICc}^U \) since \( \Delta_{\text{AICc}} \approx \Delta_{\text{AICc}^U} \). Similar ideas to this have been observed when considering the Bayesian Information Criterion (BIC) [182]. However BIC analysis assumes that the ‘true’ model is one of the models from the set being analysed, whereas \( \text{AICc} \) does not make this assumption and finds the ‘best’ model from the set – this results in different penalty terms being used between \( \text{AICc}^U \) and BIC.

**TI with Parameter Penalty (\( TI^p \))**

In a similar manner to adding uncertainty to \( \text{AICc} \), I wished to include the penalising of parameters in TI. To do this the penalty term from \( \text{AICc} \) was added to the values of TI, multiplied by a factor of -1/2 as with the TI ‘weights’ previously, such that

\[
TI^p_i = TI_i - \frac{(d \sum_{j=1}^D (m_{ij} - 1) + D)(k + 1)}{d \sum_{j=1}^D (m_{ij} - 1) + D - k - 2}.
\]

**Computation**

Optimisation of models was conducted using SBSI visual (http://www.sbsi.ed.ac.uk). Calculations and figures were obtained using Matlab (Mathworks Ltd, Cambridge, UK). All analysis was conducted using data from all of the photoperiods (SD, 12L:12D, LD) available.
Figure 2.2: *cis* elements within the promoters of *PIF4* and *PIF5*. Schematic of the locations of consensus ME (AACCAC), EE (AATATCT), CBS (AAATCT), LBS (GATWCG) and HUD (CACATG) motifs in the promoter of *PIF4* and *PIF5* (defined as the 3kbp before the transcription start site, TSS, or to the nearest gene) found by manual sequence searches. For exact sequences see the ‘Methods’ section.

**Results**

*Circadian regulated cis-elements are found in promoters of PIF4 and PIF5 genes*

To determine potential circadian regulators of *PIF4* and *PIF5* transcription, I searched for previously identified, clock-regulated *cis*-regulatory sequences in the promoters of *PIF4* and *PIF5*. The Morning Element (ME), Evening Element (EE) and LUX binding site (LBS) are present in the *PIF4* promoter, whilst the CCA1 binding site (CBS), LBS and EE were found in the promoter region of *PIF5* (Figure 2.2). Interestingly, only the *PIF4* promoter has the Hormone Up At Dawn (HUD) binding domain, suggesting that it is this PIF that has transcription targeted by the hormones auxin and brassinosteroids and not *PIF5* [190]. Thus, across the promoters of both *PIF4* and *PIF5*, the presence of CCA1-targeted CBS and EE motifs (that lead to transcriptional activation and inhibition, respectively) and LBS motifs (that are targeted by the EC to inhibit transcription) allow us to consider models where the EC, CCA1 & LHY are candidate regulators of *PIF4* and *PIF5* transcription [19, 28]. The models were simplified by combining the PIFs together into one target gene, *PIF4/5*, in the same fashion as *CCA1* and *LHY* are combined as *CCA1/LHY* in the circadian clock models [12, 21, 23, 36–38].
Figure 2.3: Model schematics of PIF4/5 regulation. Four models of PIF4/5 mRNA regulation by the circadian clock are highlighted using (A) the ‘Locke2005’ and (B) the ‘Pokhilko2010’ clock models. Model A (black) = Inhibition by TOC1 (referred to as Td); Model B (blue) = Inhibition by TOC1 and X (Td:Xd); Model C (red) = Activation by CCA1/LHY (Cu); Model D (green) = Model A + Model C = Inhibition by TOC1 and activation by CCA1/LHY (Td:Cu).

Rhythmic Data and Model Building

The promoter analysis above highlights that PIF4 and PIF5 transcription is regulated by the EC, as has been previously observed, and could potentially be regulated by CCA1 & LHY through the CBS and EE motifs (Figure 2.2; [25]). Combining this information with observations that PIF4 and PIF5 mRNA levels decrease in cca1;lhy mutants and increase in the absence of ELF3 and LUX function, I proposed that models of PIF4/5 regulation required either inhibition by the EC and/or activation by CCA1/LHY [25, 178, 179]. However, neither circadian clock model used in this study explicitly includes a variable representing the EC (Figure 2.3). This meant that another clock component would need to serve as a proxy for EC activity. As the EC component LUX and TOC1 mRNA are co-expressed and toc1 mutants have a similar effect on PIF4 and PIF5 rhythm to lux mutants, then the existing TOC1 component of the clock models was used in place of LUX to achieve the requisite control of PIF4/5 transcription in the evening (Figure 2.3; [23, 24, 38, 178]). Existing data in SD, 12L:12D and LD diel cycles (see Figure 2.4) showed that the rhythm of PIF4 and PIF5 transcript peaks in the morning with a trough at around dusk, while there is
Figure 2.4: Transcription profiles of PIF4 and PIF5 used in this study. Data for PIF4 (solid line, filled squares) and PIF5 (dashed line, empty squares) mRNA in (A) SD, (B) 12L:12D and (C) LD cycles. Error bars represent standard deviation. No error bars shown in (C) due to lack of data.

a ~4hr phase difference between PIF4 and PIF5 mRNA (Figure 2.4). These observations are consistent with the proposition that PIF4 and PIF5 transcription is activated by CCA1 & LHY and inhibited by a representative evening repressor, such as the PRRs or EC [25, 31, 61, 178].

Interestingly, the analysis of promoter regions alone would not have highlighted the potential role of CCA1 & LHY promoting PIF4 mRNA expression since the CBS is not present in the promoter. This suggests that either activation by CCA1 & LHY is indirect or that it occurs through the EE motif that is thought to be targeted to inhibit transcription. Alternatively, due to the absence of a CBS motif, inhibition of transcription by evening expressed components such as the EC (through the LBS) may be enough to sustain WT rhythms of PIF4 mRNA with the required ~4hr phase delay compared to PIF5 transcription. However, such a system would be unable to simulate the low amplitude transcriptional rhythms of PIF4 observed in elf3 and lux loss-of-function transgenic plants, suggesting that PIF4 transcription is regulated by other circadian clock components [25, 179].

To examine whether PIF4 and PIF5 transcription is regulated by either the EC and/or CCA1 & LHY, mathematical model selection techniques can be used to
Figure 2.5: Simulations of PIF4/5 mRNA using the models in Figure 2.3. Simulations of PIF4/5 mRNA are shown in (A) SD, (B) 12L:12D and (C) LD and compared against data. PIF4 data = solid black line, filled squares; PIF5 data = dashed black line, empty squares. Simulations of PIF4/5 in ‘Locke2005’ Td (L Td) model = blue line; L Td:Xd = red line; L Cu = green line; L Td:Cu = yellow line; ‘Pokhilko2010’ Td (P Td) = purple line; P Td:Xd = pink line; P Cu = bright green. Error bars represent standard deviation. No error bars shown in (C) due to lack of data.

determine how likely one system is compared to the set of analysed models. Thus, these techniques provide a method of comparing the performance of simple systems against complex models. In order to build a set of mathematical models describing PIF4/5 mRNA, variants were constructed using either the 61-parameter ‘Locke2005’ or the more complex 90-parameter ‘Pokhilko2010’ circadian clock systems. Figure 2.3 shows schematics of the models tested in this study. The models feature either the ‘Locke2005’ or the ‘Pokhilko2010’ clock with PIF4/5 being inhibited by TOC1 (referred to as Td in figures and tables); inhibited by TOC1 and X, an unknown within the clock model (Td:Xd); promoted by CCA1 (Cu), or; inhibited by TOC1
Figure 2.6: Comparison of relationship between photoperiod and phase of model components. Phase (time of peak expression) from simulations of (A) PIF4/5 and (B) clock components CCA1 and TOC1 mRNA using models based on the ‘Locke2005’ circadian clock model are plotted against photoperiod of diurnal conditions simulated and compared with data. (C and D) Same as (A) and (B) for models based on the ‘Pokhilo2010’ circadian clock model. Time of dusk = black line; PIF4 data = solid black line, filled squares; PIF5 data = dashed black line,
and promoted by CCA1 (Td:Cu). The importance of testing the hypothetical component X as well as TOC1 is that X is expressed later into the night than TOC1 and was hypothesised to represent ELF4, a member of the EC [23, 25, 38]. This resulted in eight models of varying complexity and biological detail (Figure 2.3 and Figure 2.5; see Materials & Methods). As expected, simulations for PIF4/5 mRNA have a similar relationship between phase (peak of expression) and photoperiod as the clock components that they are connected to (see Figure 2.6; [80]). Models featuring the ‘Locke2005’ clock had peaks of expression that shifted with the time of dusk as the photoperiod changed, whilst those that had the ‘Pokhilko2010’ clock tended to have more stable phases. As observed in Figure 2.6b and d, these results are expected as a consequence of the limitations of both clock models in describing data of clock genes in longer photoperiods. Interestingly, models that used the inhibition of PIF4/5 transcription by TOC1 were almost identical to those that have PIF4/5 mRNA inhibited by both TOC1 and X (Figure 2.5). This suggests that component X need not be considered in the system that regulates PIF4/5 transcription.

Model Comparisons

- Cost & Correlation

Pearson correlation coefficients and a cost function (based on an averaged sum of square differences between the models and data; see Methods) represent two simple measures of how well a model fits data. Table 2.II shows the values obtained for each of the model simulations when compared to PIF4 and PIF5 mRNA time-series

(continued from above) empty squares; CCA1 data = solid blue line, blue squares; TOC1 data = solid red line, filled diamonds. Simulations of CCA1 = dashed blue line, empty squares; TOC1 = dashed red line, empty diamonds; PIF4/5 using Td models = solid blue line, empty triangles; Td:Xd models = solid red line, empty triangles; Cu models = solid green line, empty triangles; Td:Cu models = solid yellow line, empty triangles.
Table 2.II: Cost and correlation scores for the models in Figure 2.3 excluding and including comparisons of *CCA1* and *TOC1* mRNA simulations with data from SD, 12L:12D and LD photoperiods. *k* = number of parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>k</th>
<th>Excl. <em>CCA1</em> and <em>TOC1</em></th>
<th>Cost</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>L - Td</td>
<td>65</td>
<td>0.26</td>
<td>0.73</td>
<td>1.28</td>
</tr>
<tr>
<td>L - Td:Xd</td>
<td>67</td>
<td>0.26</td>
<td>0.73</td>
<td>1.28</td>
</tr>
<tr>
<td>L - Cu</td>
<td>65</td>
<td>0.25</td>
<td>0.81</td>
<td>1.27</td>
</tr>
<tr>
<td>L - Td:Cu</td>
<td>67</td>
<td>0.24</td>
<td>0.76</td>
<td>1.26</td>
</tr>
<tr>
<td>P - Td</td>
<td>94</td>
<td>0.46</td>
<td>0.58</td>
<td>1.03</td>
</tr>
<tr>
<td>P - Td:Xd</td>
<td>96</td>
<td>0.47</td>
<td>0.58</td>
<td>1.03</td>
</tr>
<tr>
<td>P - Cu</td>
<td>94</td>
<td>0.26</td>
<td>0.78</td>
<td>0.83</td>
</tr>
<tr>
<td>P - Td:Cu</td>
<td>96</td>
<td>0.27</td>
<td>0.76</td>
<td>0.84</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>k</th>
<th>Incl. <em>CCA1</em> and <em>TOC1</em></th>
<th>Cost</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>L - Td</td>
<td>65</td>
<td>1.28</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>L - Td:Xd</td>
<td>67</td>
<td>1.28</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>L - Cu</td>
<td>65</td>
<td>1.27</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>L - Td:Cu</td>
<td>67</td>
<td>1.26</td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td>P - Td</td>
<td>94</td>
<td>1.03</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>P - Td:Xd</td>
<td>96</td>
<td>1.03</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>P - Cu</td>
<td>94</td>
<td>0.83</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td>P - Td:Cu</td>
<td>96</td>
<td>0.84</td>
<td>0.75</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.III: AICc scores for the models in Figure 2.3 excluding and including comparisons of *CCA1* and *TOC1* mRNA simulations with data from SD, 12L:12D and LD photoperiods for varying values of *d*. *k* = number of parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>k</th>
<th>Excl. <em>CCA1</em> and <em>TOC1</em></th>
<th>d=2</th>
<th>d=4</th>
<th>Incl. <em>CCA1</em> and <em>TOC1</em></th>
<th>d=2</th>
<th>d=4</th>
</tr>
</thead>
<tbody>
<tr>
<td>L - Td</td>
<td>65</td>
<td>43.94%</td>
<td>0.03%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>43.94%</td>
</tr>
<tr>
<td>L - Td:Xd</td>
<td>67</td>
<td>0.43%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.43%</td>
</tr>
<tr>
<td>L - Cu</td>
<td>65</td>
<td>5.25%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>5.25%</td>
</tr>
<tr>
<td>L - Td:Cu</td>
<td>67</td>
<td>50.38%</td>
<td>99.96%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>50.38%</td>
</tr>
<tr>
<td>P - Td</td>
<td>94</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>P - Td:Xd</td>
<td>96</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>P - Cu</td>
<td>94</td>
<td>0.00%</td>
<td>0.00%</td>
<td>45.38%</td>
<td>1.30%</td>
<td>1.30%</td>
<td>0.00%</td>
</tr>
<tr>
<td>P - Td:Cu</td>
<td>96</td>
<td>0.00%</td>
<td>0.00%</td>
<td>54.62%</td>
<td>98.70%</td>
<td>98.70%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

Table 2.IV: TI scores for the models in Figure 2.3 excluding and including comparisons of *CCA1* and *TOC1* mRNA simulations with data from SD, 12L:12D and LD photoperiods. *k* = number of parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>k</th>
<th>Excl. <em>CCA1</em> and <em>TOC1</em></th>
<th>Incl. <em>CCA1</em> and <em>TOC1</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>L - Td</td>
<td>65</td>
<td>28.12%</td>
<td>28.12%</td>
</tr>
<tr>
<td>L - Td:Xd</td>
<td>67</td>
<td>17.95%</td>
<td>17.95%</td>
</tr>
<tr>
<td>L - Cu</td>
<td>65</td>
<td>1.13%</td>
<td>1.13%</td>
</tr>
<tr>
<td>L - Td:Cu</td>
<td>67</td>
<td>52.79%</td>
<td>52.79%</td>
</tr>
<tr>
<td>P - Td</td>
<td>94</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>P - Td:Xd</td>
<td>96</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>P - Cu</td>
<td>94</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>P - Td:Cu</td>
<td>96</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>
Figure 2.7: Simulations of PIF4/5 mRNA from the models with the highest AICc and TI scores. Simulations of PIF4/5 mRNA in (A) SD, (B) 12L:12D and (C) LD diurnal cycles using the ‘Locke Td’ (blue line) and ‘Locke Td:Cu’ (red line) models are compared to data. PIF4 data = solid black line, filled squares; PIF5 data = dashed black line, empty squares. (D) Schematic of the simulated models of PIF4/5 transcription regulation by the circadian clock. Error bars represent standard deviation. No error bars shown in (C) due to lack of data.

from SD (8L:16D), 12L:12D and LD (16L:8D) photoperiods. From Table 2.II, a number of model simulations are observed to have similar cost and correlation values when models are compared to PIF4 and PIF5 expression data despite a difference in the number of parameters within the model. This implies that the added complexity from the ‘Pokhilko2010’ clock does not provide an advantage when trying to fit the model to data, suggesting that other model characteristics need to be considered in model selection analysis to differentiate between the two clock systems. However, if additional time-series data from clock transcripts (CCA1 and TOC1) are included in the analysis then the ‘Pokhilko2010’ clock is clearly seen to be the more accurate model of both clock and output genes (Table 2.II). It is, however, important to
determine whether the improved cost score justifies the added complexity of ‘Pokhilko2010’-based model variants.

- **AICc & TI**

Table 2.III shows that the most probable model for PIF4/5 regulation found using AICc depends on the amount of data included in the analysis. When the data for PIF4 and PIF5 mRNA from the three photoperiods are considered alone then there is a 50.4% likelihood that the model variant selected to describe PIF4/5 regulation is the ‘Locke Td:Cu’ model (for \( d = 2 \)). Figure 2.7 shows how the most probable models of PIF4/5 mRNA compare to the data sets of Figure 2.4. Including data of the clock components, CCA1 and TOC1, across photoperiods leads to a 54.6% probability that these components and PIF4/5 together are best described using the ‘Pokhilko Td:Cu’ model. This change of result is expected since the complex ‘Pokhilko2010’ model describes clock component mRNA profiles more accurately than the ‘Locke2005’ clock [23, 38, 80]. However, AICc does not account for any uncertainty in the function that simulates the model PIF4/5 component.

The TI method takes into account the uncertainty of parameter estimation (as described in Methods). In contrast to AICc, the result of TI analysis was independent of the amount of genetic data included in the analysis (Table 2.IV). When CCA1 and TOC1 mRNA data is not considered, the model that most likely describes PIF4/5 transcription in the photoperiods tested is the ‘Locke Td:Cu’ system (52.8% likely). Including CCA1 and TOC1 transcript data leads to the same result, with the ‘Locke Td:Cu’ model again being selected with a probability of 52.8% despite the models obtaining different TI scores (Table 2.IV). Hence, the regulation of PIF4/5 mRNA from the ‘Locke2005’ clock by TOC1 inhibition and CCA1 activation is the model with highest probability regardless of the amount of information known. TI, though, does not penalise models for over-complexity, as AICc does. Thus, to test whether consistency could be obtained between the results of the AICc and TI analysis, I created hybrid techniques that take into account both a model’s complexity and prior information about the models (see Methods).
In order to consider both penalising a model for over-complexity and take into account prior information about the models, I combined the AICc and TI methodologies to form AICc\textsuperscript{U} and TI\textsuperscript{P} (see Methods). Table 2.V shows the results of AICc\textsuperscript{U} analysis and Table 2.VI shows the results of the TI\textsuperscript{P} model selection. Interestingly, adding approximate prior model distributions to AICc had no effect on the model selection, providing the same results as in Table 2.III: the ‘Locke Td:Cu’ model had a 53.5% weighting without clock data in the analysis, but the inclusion of clock data led to the ‘Pokhilko Td:Cu’ model having the highest likelihood (~61%). Penalising the TI analysis predictably provides more weight to the selection of the ‘Locke Td’ model, with its likelihood of selection increasing to ~94% (Table 2.IV). As with the original TI analysis above, where the ‘Locke Td:Cu’ model was selected regardless of how much data is included in the analysis, the ‘Locke Td’ model was again most likely when CCA1 and TOC1 transcript data was included in the analysis (85%). What this demonstrates is that these simple hybrid techniques are unable to provide consistent results between AICc and TI selection techniques. Possible reasons for this shall be outlined in the Discussion.

**Effects of User-defined Variables**

In the analysis outlined in the Methods section, there are two variables that could be defined by the user – the number of days of data used, \(d\), and the size of the variance away from the model, \(\tau^2\). Here, results will be presented that show the effect of altering these values on the conclusions drawn from the analysis.

- **Changing the number of days, \(d\), of data used alters the likelihood of a models selection**

As the total number of datapoints that was being used in the analysis was

\[
\sum_{j=1}^{D} (m_{(j)} - 1) + D = 98
\]

and the largest model contained \(k = 96\) parameters the
minimum value of \( d \) that could be used was \( d = 2 \) to ensure that \[
d \sum_{j=1}^{D} (m_{j} - 1) + D > k + 2.
\] As shown in Figure 2.8a, for all \( d \) used in the AICc and AICc\(^U\) analyses, the ‘Locke Td:Cu’ system was selected as the suitable model for PIF4/5 transcriptional regulation from the set (the percentage values can be seen in Tables 2.III and 2.V for \( d = 4 \)). However, as \( d \) was increased, the likelihood that the ‘Locke Td:Cu’ model was favoured from the set of models increased greatly. Studies of AICc analysis have previously recognised that if \( \Delta^l > 10 \) then the weight associated with the model would increase. Hence, to see whether this was why the probability increased, the difference between the penalty terms for the ‘Locke Td:Cu’ and ‘Locke Td’ models was calculated. As \( d \) increases, though, the difference in the penalty terms decreases to less than 10 (Figure 2.8b). This suggests that the large difference being generated between the AICc values for the two most likely models is due to an increased accuracy (or smaller cost) of the ‘Locke Td:Cu’ model. Therefore, the difference in the first term of (2.9) for these two models increases faster than the difference in the penalty term of (2.9) decreases. This would ensure that \( \Delta^l > 10 \) for all \( d \). The increased accuracy of the ‘Locke Td:Cu’ model explains why similar, albeit less significant, observations are made when the TI\(^P\) analysis is performed with \( d = 4 \). In this situation, the likelihood of the ‘Locke Td:Cu’ model increases from 1.66% to 8.61%, leading to a decrease in the likelihood of the ‘Locke Td’ model from 93.99% to 85.04% (Table 2.VI).

---

*Fixing all models to have the same variance, \( \tau^2 \), can lead to poorly fitting models being favoured*

The other variable in the analysis that the user can define is the amount of variation allowed between the model and a standard sine-wave curve (used to represent our prior knowledge of a circadian rhythm, Figure 2.1). To determine how altering this value would effect the conclusions drawn from the analysis, AICc\(^U\), TI and TI\(^P\) were
Table 2.V: AICc\(^U\) scores for the models in Figure 2.3 excluding and including comparisons of *CCA1* and *TOC1* mRNA simulations with data from SD, 12L:12D and LD photoperiods for varying values of \(d\). \(k = \) number of parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>(k)</th>
<th>(d=2)</th>
<th>(d=4)</th>
<th>(d=2)</th>
<th>(d=4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L - Td</td>
<td>65</td>
<td>37.77%</td>
<td>0.03%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>L - Td:Xd</td>
<td>67</td>
<td>0.37%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>L - Cu</td>
<td>65</td>
<td>8.35%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>L - Td:Cu</td>
<td>67</td>
<td>53.51%</td>
<td>99.97%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>P - Td</td>
<td>94</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>P - Td:Xd</td>
<td>96</td>
<td>0.00%</td>
<td>0.00%</td>
<td>38.97%</td>
<td>1.00%</td>
</tr>
<tr>
<td>P - Cu</td>
<td>94</td>
<td>0.00%</td>
<td>0.00%</td>
<td>38.97%</td>
<td>1.00%</td>
</tr>
<tr>
<td>P - Td:Cu</td>
<td>96</td>
<td>0.00%</td>
<td>0.00%</td>
<td>61.03%</td>
<td>99.00%</td>
</tr>
</tbody>
</table>

Table 2.VI: TI\(^p\) scores for the models in Figure 2.3 excluding and including comparisons of *CCA1* and *TOC1* mRNA simulations with data from SD, 12L:12D and LD photoperiods for varying values of \(d\). \(k = \) number of parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>(k)</th>
<th>(d=2)</th>
<th>(d=4)</th>
<th>(d=2)</th>
<th>(d=4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L - Td</td>
<td>65</td>
<td>93.99%</td>
<td>85.04%</td>
<td>86.09%</td>
<td>79.34%</td>
</tr>
<tr>
<td>L - Td:Xd</td>
<td>67</td>
<td>0.56%</td>
<td>2.93%</td>
<td>2.65%</td>
<td>4.43%</td>
</tr>
<tr>
<td>L - Cu</td>
<td>65</td>
<td>3.78%</td>
<td>3.42%</td>
<td>3.46%</td>
<td>3.19%</td>
</tr>
<tr>
<td>L - Td:Cu</td>
<td>67</td>
<td>1.66%</td>
<td>8.61%</td>
<td>7.80%</td>
<td>13.04%</td>
</tr>
<tr>
<td>P - Td</td>
<td>94</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>P - Td:Xd</td>
<td>96</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>P - Cu</td>
<td>94</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>P - Td:Cu</td>
<td>96</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

performed with all models fixed to have the same value of \(\tau^2\) (see Figures 2.9 and 2.10). As observed in Figure 2.9a, over the range of \(\tau^2\) from 0.01 to 0.2, manually fixing a value of \(\tau^2\) for all of the models can provide different results to when \(\tau^2\) is calculated independently for each system analysed. For example, the ‘Pokhilko Td:Cu’ model would be the most likely model of *PIF4/5* mRNA if all the models were allowed the same small variation (\(\tau^2<0.05\)). But, as the variation for all the models is steadily increased to 0.2, the weight of ‘Pokhilko Td:Cu’ against the other tested models decreases as the difference in AICc\(^U\) values decreases. Similarly, the
Figure 2.8: AICc and AICc^U scores are influenced by the number of limit cycles of data and simulations, d, are considered. (A) The Akaike Weights of the ‘Locke Td’ (black line) and ‘Locke Td:Cu’ (red line) from the AICc (solid line, filled squares) and the AICc^U (dashed line, empty squares) analysis are plotted against d. (B) The difference of the penalty term in the AICc analysis for the ‘Locke Td’ and ‘Locke Td:Cu’ models is plotted against d.

model with the highest probability from our initial analysis, the ‘Locke Td:Cu’ model, would only be recognized as the most likely model from the set if all the models were allowed a total variance of \( \tau^2=16 \) from comparing simulations of PIF4/5 in the three photoperiods to sine-wave curves (Figure 2.9b). However, having such a high variance in model dynamics would ultimately result in models with a poor fit compared to the data. The stars in Figure 2.9a highlight the values of \( \tau^2 \) that correspond to the AICc^U values obtained from the analysis, where all the models had independent values of \( \tau^2 \), for the ‘Locke Td’ and ‘Locke Td:Cu’ models (see Methods). From the indicators, the smaller AICc^U score for the ‘Locke Td:Cu’ model corresponds with a slightly lower value of \( \tau^2 \) compared to the ‘Locke Td’ model. Thus, models that are favoured by AICc^U tend to have smaller allowed variability from the sine-wave prior than other models in the set.
Figure 2.9: Values of $\text{AICc}^U$ can change depending on the variance of the model parameters, $\tau^2$. $\text{AICc}^U$ values for the tested models were obtained for varying $\tau^2$ with $d = 2$. (A) $\tau^2 = 0.01$ to 0.2. (B) $\tau^2 = 15$ to 20. ‘Locke Td’ model = solid black line, filled circles; ‘Locke Td:Xd’ = solid blue line, filled squares; ‘Locke Cu’ = solid red line, filled diamonds; ‘Locke Td:Cu’ = solid green line, filled triangles; ‘Pokhilko Td’ = dashed black line, empty circles; ‘Pokhilko Td:Xd’ = dashed blue line, empty squares; ‘Pokhilko Cu’ = dashed red line; empty diamonds; ‘Pokhilko Td:Cu’ = dashed green line, empty diamonds. Black filled stars in (A) indicate the $\text{AICc}^U$ scores for the ‘Locke Td’ and ‘Locke Td:Cu’ models for default $\tau^2$ values (see Methods).

Similar conclusions can be drawn by carrying out the same exercise with the TI and TI$^P$ techniques (Figure 2.10). For $\tau^2 < 0.18$, the models found to be least likely by our initial TI analysis, the ‘Pokhilko Td’ and ‘Pokhilko Td:Xd’ models, would have the highest chance of selection even if the variance was fixed for all the models (as observed by high TI values). However, when $\tau^2 > 0.18$, these two models become the least likely, whereas the other models have a similar weighting (Figure 2.10a). When a penalty term is added in the TI$^P$ analysis, the ‘Pokhilko Td’ and ‘Pokhilko Td:Xd’ models are again favoured if $\tau^2 < 0.1$ but the ‘Locke2005’ models are found to be
Figure 2.10: Values of TI and TI\textsuperscript{P} analysis with varying values of \(\tau^2\). As in Figure 2.9 for values obtained from the (A) TI and (B) TI\textsuperscript{P} analysis over a range of \(\tau^2 = 0\) to \(0.4\). Black filled stars indicate TI and TI\textsuperscript{P} scores, respectively, for the ‘Locke Cu’ and ‘Locke Td:Cu’ models using default \(\tau^2\) values.

most probable when \(\tau^2 > 0.1\), which is the case in Table 2.VI (Figure 2.10b). Similarly to Figure 2.9, the stars in Figure 2.10a and b indicate the values of \(\tau^2\) that correspond to the obtained TI and TI\textsuperscript{P} scores from the analysis. In the TI analysis though, the stars highlight that having a slightly larger model variance can lead to a model with a larger TI score and higher likelihood of being selected (Figure 2.10). This analysis highlights two observations: first, allowing the estimated variance in each model to be calculated independently of each other removes the chance of poorly performing models to be favoured, and; second, models that are allowed a certain degree of variation away from a strict sine-wave function are more likely to be selected to describe a circadian rhythm across a range of conditions. However, having too much variation away from a sine-wave curve can lead to inconclusive results (as seen when \(\tau^2 > 0.2\) in Figure 2.10) or could lead to a model that has a poor fit with the data.
CCA1 has a stronger affinity for binding sites in the PIF5 promoter compared to exons in the PIF5 gene

Each of the analysis techniques above has supported models featuring activation of PIF4/5 transcription by CCA1 and/or LHY, in addition to the known regulation of PIF4/5 transcription by an evening repressor, such as the EC (Tables 2.III-VI; [25]). To test this model prediction a chromatin immunoprecipitation (ChIP) assay was conducted to test the binding of CCA1 to EE and CBS elements in the PIF promoters (Figure 2.2; D.R. MacGregor, University of Exeter, unpublished). As can be seen in Figure 2.11b, CCA1 was able to significantly bind to regions of the (control) GI promoter containing a CBS motif as has been published previously [179]. Furthermore, compared to an exon in the PIF5 genomic region, CCA1 associated significantly with promoter regions of PIF5 containing a CBS motif compared to exon regions in the PIF5 gene, providing support that PIF5 may be activated by CCA1 as proposed in this study (Figure 2.11). Interestingly, no significant enrichment of CCA1 binding was observed at PIF4 promoter regions containing EE motifs. This suggests that either: CCA1 regulation of PIF4 is much weaker than that of PIF5; PIF4 is regulated by LHY, or; CCA1 activates PIF4 expression indirectly, possibly through RVEs or PRRs [31, 46]. Each of these mechanisms should lead to the delayed phase of PIF4 expression compared to PIF5 whilst maintaining the high mean expression level, damp rhythms of PIF4 transcription in elf3 and lux mutants [25, 179].

Discussion

This study aimed to determine the most likely mechanism by which the circadian clock regulates expression of two growth promoting transcription factors, PIF4 and PIF5. As well as matching the systems to experimental data, I wanted to examine the performance of models describing the circadian regulation of PIF4 and PIF5 transcription constructed using simpler variants of circadian clock models compared to newer, more complex systems. The calculation of simple cost functions and
Figure 2.11: Validation of CCA1 binding to *PIF5* promoter. (A) Schematics of *PIF4* and *PIF5* promoters. *PIF4*-a and *PIF4*-b corresponds to regions of the promoter containing EE motifs (Figure 2.2). *PIF5*-a, -b, and -c correspond to regions of the promoter containing CBS motifs (Figure 2.2). Promoter regions -N are exon regions that are used as a negative control. Binding of CCA1 to the *GI* promoter is tested as a positive control [179]. *GI*-a contains a CBS motif. (B) ChIP analysis of CCA1 binding to the different regions for two biological replicates (D.R. MacGregor, University of Exeter, unpublished). Welch tests were used to test significant enrichment between promoter and exon regions: (*) p < 0.1; (**) p < 0.05; (***) p < 0.005. Error bars represent standard error.

Pearson correlation coefficients alone showed that the models of *PIF4/5* transcription could not be discriminated sufficiently to inform model selection, with 6 of the 8 models having similar cost and correlation scores (Table 2.II). Thus, despite the ‘Pokhilko2010’ clock model having 29 more parameters and 6 more components than the ‘Locke2005’ clock, this method did not indicate an improvement in the accuracy of *PIF4/5* mRNA simulations compared to the data. The lack of a significant difference in cost function meant that other model characteristics needed
to be taken into account to determine the most likely mechanism regulating *PIF4/5* mRNA.

**Comparison of model selection techniques**

Here, two statistical measures for model selection were used – AICc and TI. These methods take into account the complexity of the models (AICc) and the uncertainty associated with parameter optimisation (TI). These statistical measures were then expanded to test whether both model complexity and model uncertainty can be accounted for in hybrid techniques (AICc\(^{U}\) and TI\(^{P}\)).

Whilst the AICc directly takes into account model complexity (as determined by the number of parameters in the system) to penalise the accuracy of simulations to data, this correction puts a constraint on the amount of data required to correctly use AICc analysis such that more data points are required than the number of parameters in the system (see Methods). In this chapter, the issue of limited data points was circumvented by repeating data from a single diurnal cycle over *d* days. Whilst this is used as an approximation of rhythmic transcription over a number of days, this simplification neglects changes in transcriptional rhythms that may occur from day to day. For example, Nozue and co-workers have shown that, under diurnal cycles, mRNA rhythms of *PIF4* and *PIF5* appear to have altered mean expression levels from one day to the next. Furthermore, daily rhythms of hypocotyl elongation dampen over a 3-day period [61]. Thus, a potentially better way of increasing the number of data points for an analysis such as this would be to increase the resolution of mRNA levels over a single diurnal cycle. This would allow for the AICc analysis to be performed without the need of including parameter *d*.

Normally, the TI method is used as part of parameter optimisation, helping to find the most likely model and parameter set that describes experimental data. Consequently, for large and complex models, methods such as TI may require large computational power and take a long period of time to effectively explore all the dimensions of parameter space to find optimal parameters for a system. Here, TI was
used to calculate a log-likelihood probability that would help with model selection analysis, similar to AICc. In order to account for the divergence of potential models from a ‘prior’ model in the selection techniques I assumed that any variation in parameter value would result in a normal distribution of possible models around a standard sine-wave curve that acts as a first approximation (or prior knowledge) of circadian regulated transcription. This assumption means that this methodology can be referred to as an empirical Bayesian technique (see [206]). True Bayesian techniques do not make assumptions of this nature, calculating complex probability distributions for parameter values as part of the model optimisation process. The empirical Bayesian techniques therefore offer an approximation for these distributions whilst also cutting down on computational cost.

The initial results of the analysis favoured the ‘Locke Td’ and ‘Locke Td:Cu’ models (Tables 2.III and 2.IV). This supports the hypotheses drawn from analysis of the PIF promoters and mRNA time-series from elf3, lux and prr9;7;5 loss-of-function transgenic plants that highlighted a potential role for CCA1 & LHY in the regulation of PIF4 and PIF5 transcription conducted as part of this study [25, 178, 179]. Furthermore, this confirms the previously published observations showing that an evening repressor that is co-expressed with TOC1 (known to be the EC or other PRRs) is necessary to regulate PIF4 and PIF5 transcription (Figure 2.2; [25, 31]). To explore the role of CCA1 & LHY in PIF4 and PIF5 mRNA regulation, ChIP analysis showed that CCA1 associated with promoter regions of PIF5 that contained CBS motifs compared to exon regions in the PIF5 gene (Figure 2.11; D.R. MacGregor, University of Exeter, unpublished). However, as the signal of CCA1 binding to the PIF5 gene is lower than that of CCA1 binding to the ACT7 gene used as a negative control it is difficult to confirm with confidence that CCA1 directly regulates PIF5 transcription. Similarly, the ChIP assay showed no evidence of CCA1 enrichment at the PIF4 EE promoter motifs compared to the PIF4 exon or the ACT7 negative control suggesting that CCA1 may be more likely to activate PIF4 (and PIF5) transcription indirectly, potentially through the RVEs that target EE motifs and activate transcription or the PRR protein family that inhibit transcription [31, 46]. Whilst the models presented in this study (with a multiplicative positive term of
PIF4/5 mRNA regulation by CCA1 protein) would not be able to accurately describe the rhythmic expression of PIF4 and PIF5 observed in cca1;lhy loss-of-function mutants. Rhythms of PIF4 and PIF5 transcript levels have lower mean expression levels and maintain a strong peak at around ~ZT0-3 in cca1;lhy transgenic plants [178]. But, if cCCA1/LHY (or cA) in (2.1) is set to zero, which would be the case for a simulation describing the cca1;lhy loss-of-function mutant, then cPIF4/5 would not change with time (d\textit{c}_{PIF4/5}/dt = 0) implying that PIF4/5 transcription would not be rhythmic. This highlights a minor role for a regulator of PIF4/5 transcription that is independent of CCA1 & LHY (see Chapter 4 and Appendix B).

Interestingly, the results shown in Tables 2.III – 2.VI may highlight cases when it is appropriate to use AICc model selection techniques over TI-based techniques. The AICc-based analyses found that the ‘Locke Td:Cu’ model was the most likely system to correctly describe PIF4/5 mRNA across photoperiods from the set of models tested (Tables 2.III and 2.V). Additionally, when clock data is included in the analysis, the AICc model selection techniques favour models constructed using the ‘Pokhilko2010’ clock that describes circadian dynamics with higher accuracy than the ‘Locke2005’ clock model (Tables 2.III and 2.V). Therefore, AICc-based model selection techniques appear to be more useful to aid construction of mathematical models in cases where the circadian clock dynamics are important for the system. This would be an important factor in model construction when one wishes to describe genetic or environmental perturbations to the clock machinery that cannot be described by simple clock systems. Conversely, as seen in Tables 2.IV and 2.VI, TI-based model selection techniques provide the same result independent of the inclusion of information about clock dynamics (in the examples presented here, this is by including CCA1 and TOC1 mRNA rhythms). This would be useful for cases requiring simple systems that are able to describe WT diurnal rhythms across a range of photoperiods. These simple systems can then be used as modules in larger models to describe plant physiology [82]. Therefore, an important part of model construction is determining the level of detail that is required for the model to capture. Once this decision has been made the model selection process can begin.
Increased amount of data and parameter variation alters conclusions of model selection techniques

From the various model selection techniques used in this study, two key observations were made. First, the conclusions that were drawn from the analysis changed depending on the data that was considered. During this study I increased the amount of data used in the analysis in two ways. Initially, by including data for CCA1 and TOC1 mRNA that both the ‘Locke2005’ and ‘Pokhilko2010’ models should be able to describe resulted in all of AICc-based techniques favouring models based on the ‘Pokhilko2010’ clock (Tables 2.III-VI). This is due to the improved accuracy that the newer and more complex clock models have over simpler model variants when comparing data of clock components. However, TI-based techniques chose the same models regardless of the amount of information included in the analysis (‘Locke Td:Cu’ in TI and ‘Locke Td’ in TI$^P$) as the ‘Locke2005’ circadian clock is favoured over the ‘Pokhilko2010’ system using TI. This suggests that, as well as sufficiently matching the data, the ‘Locke2005’ clock model also has simulations with a closer match to the ‘prior’ sine-wave functions compared to the ‘Pokhilko2010’ system. Thus, even the improved cost of the ‘Pokhilko2010’ clock compared to the ‘Locke2005’ clock, as seen in Table 2.II, is unable to improve the likelihood of ‘Pokhilko2010’ based models using TI.

The second way in which I was able to alter the amount of data used in the analysis was by changing the value $d$. This led to an increase in the number of time-points used in the analysis by repeating a single 24-hour rhythm over $d$ days. In doing this, I found that the ‘Locke Td:Cu’ gained increasing support over the other PIF4/5 models (Figure 2.8). This result is due to the ‘Locke Td:Cu’ model being more accurate than other model variants leading to a lower AICc score and this difference becomes extrapolated as the number of limit cycles/days is increased. As the AICc has an approximately linear relationship with $d$ (i.e., $\text{AICc} \sim Ad + B$, where $A$ is the models accuracy to data such that higher values imply less accuracy and $B$ is the penalty term; compare to Eq. (2.9)), a higher value of $A$ would lead to a faster increase of AICc score as $d$ is increased compared to a lower value of $A$. 
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Mathematically, this can be written as: if $A_1 > A_2$, leading to two AICc scores $C_1 = A_1d + B_1$ and $C_2 = A_2d + B_2$, then $dC_1/d(d) = A_1 > A_2 = dC_2/d(d)$, thus explaining why the AICc score $C_1$ would increase faster than $C_2$ with increased values of $d$ resulting in a higher AICc weight for model $C_2$. A similar, albeit weaker, observation was made as a result of the TI analysis with increasing $d$, whereby the ‘Locke Td:Cu’ gained increased weighting due to improved model accuracy over the ‘Locke Td’ system (Table 2.VI).

The increases in data led to the AICc-based model selection techniques favouring more complex systems, whereas the TI-based methods favoured the same model regardless of the amount of data used. The reason for this difference between AICc- and TI-based techniques is the different weighting given to simulation comparisons with data and the prior sine-wave model in the calculation of AICc and TI scores. The AICc-based methods weight the accuracy of models to data to a higher degree than TI-based methods, which also consider comparisons between ‘prior’ and resulting models. Thus, whilst simulations of *CCA1/LHY* and *TOC1* mRNA by the ‘Pokhilko2010’ model are more accurate than simulations from the ‘Locke2005’ system (leading to higher AICc weights for ‘Pokhilko2010’-based model variants when this data is considered in the analysis), the increased complexity results in simulations that diverge to a greater degree from the simple sine-wave ‘prior’ model of circadian transcription (leading to ‘Pokhilko2010’-based model variants having lower TI weights than ‘Locke2005’ variants).

The second observation made was that the model selection techniques are sensitive to the amount of variance a model is permitted to have away from a standard sine-wave curve. The value of $\tau^2$ represents the variance of the model simulations away from the ‘prior’ sine-wave model. By manually fixing the value of $\tau^2$, I was able to calculate AICc$^U$, TI and TI$^P$ scores for each *PIF4/5* model. As seen in Figure 2.9 and 2.10, if all the models were forced to have small values of $\tau^2$ (less than ~0.18 in the case of TI and TI$^P$ and less than ~0.05 for AICc$^U$), the analysis would produce inconsistent results. For example, using AICc$^U$, the more complex ‘Pokhilko Td:Cu’ model would be found to be more likely than a number of other, simpler systems.
(Figure 2.9a). Similarly, using TI and TIP, the two models with the highest cost score, ‘Pokhilko Td’ and ‘Pokhilko Td:Xd’, would be favoured ahead of much better data-fitting models (Figure 2.10 and Table 2.II). This analysis suggests that whilst having too much variance in the models away from a standard sine-wave curve would lead to poorly fitting models, having too little variance can lead to models that are more complex or poorly fitting to be favoured by the analysis techniques presented here.

**Conclusion**

What I have shown in this chapter is that when a models accuracy to data (or cost) is penalized for parameter numbers or by the models similarity to a standard ‘prior’ function, simpler models are favoured over those with more complexity. However, more elaborate models, if constrained sufficiently by data, provide a better realisation of the biological system. For example, it has already been noted in this chapter, that the models presented here would be unable to correctly characterize PIF4/5 transcription in the case of a genetic double mutation of *cca1*;*lhy*. Including a condition in the techniques presented above to select a model that can not only describe PIF4/5 transcription in different photoperiods but also in different genetic perturbations may yield results favouring more complex networks. However, in such a case, defining a suitable prior model to describe rhythms in transgenic plants may prove difficult.

Furthermore, the sensitivity of the techniques to model variance shows that care needs to be taken when placing specifications on how much variation is allowed in parameter values. If there is too much variation, then the model becomes inaccurate. However, if there is very little variation then complex models out-perform the simpler systems. What is clear is that the number of parameters used in a system and the range of values that those parameters can take should be constrained. The most sensible way of limiting a model would be by the amount of variation observed in the experimental data. Hence, the variation in a model would not be greater than what is
seen in real biological systems. This limiting effect should provide a balance between describing the data simply whilst maintaining accuracy.

Through the rest of this thesis, these views will be taken into account when developing mathematical models for the system that controls photoperiodic flowering in *Arabidopsis thaliana* and how light and temperature interacts with these pathways.
Chapter 3: Mathematical Modelling of the Photoperiod-dependent Flowering System in Arabidopsis thaliana

This work was published as part of:

In the previous chapter, part of the philosophy of mathematical modelling was discussed whereby simple models can often provide more useful information about a systems dynamics than more complex models. However, this depends on the question that is being asked of the model. In this chapter, a model of the flowering pathway in Arabidopsis thaliana will be built with the explicit purpose to quantify how much of a role the blue light-regulated protein, FKF1, plays in the system. As such, a more complex variant of the photoperiodic flowering model is required to examine the functions of FKF1 in detail.

Previous model of Arabidopsis flowering predicts an FKF1-dependent feed-forward network

As discussed in Chapter 1, a model describing the external coincidence flowering system of Arabidopsis has previously been constructed [82]. In this model, the circadian clock and FKF1, a blue light-regulated protein, activates CO transcription prior to dusk in LDs [74, 82]. This leads to an FKF1-dependent ‘shoulder’ in CO expression at ~ZT13 of LDs (Figure 3.1a; [74]). The ‘shoulder’ is not observed in SDs as FKF1 levels coincide with darkness, when the protein is unable to perform its blue light-dependent functions [82]. This is known as external coincidence (see Chapter 1; [79]). The CO protein, in turn, promotes transcription of FT such that the expression levels of FT are increased in LDs relative to SDs [73, 75]. However, the simulations of fkf1 mutants showed strong rhythms of FT mRNA in LDs that are not present in fkf1 loss-of-function transgenic plants, where FT levels are basal
throughout the diurnal cycle [82]. Salazar and co-workers, therefore, derived a model-based hypothesis that FKF1 must act downstream of CO mRNA to regulate FT transcription in a CO-dependent manner [82].

In addition to FT transcription being controlled by multiple components, recent evidence has shown that the regulation of CO transcription by FKF1 is more complex than described by this simplified model. Transcription of CO has been shown to be indirectly regulated by FKF1. FKF1 protein forms a blue light-dependent protein complex with the circadian clock component GI [81]. Through the F-box domain, FKF1 can also form an SCF ligase complex that targets proteins for degradation [102]. Consequently, the GI-FKF1 protein complex has been found to degrade inhibitors of CO transcription [83, 90]. The CDF protein family suppresses CO mRNA levels throughout the day such that constitutive overexpression of CDF1 protein leads to low levels of CO expression [90]. Levels of CDF1 & 2 protein are dependent on GI and FKF1 [83, 90]. For example, the loss of FKF1 function in transgenic plants results in the slower degradation of CDF1 during the second half of long photoperiods [90]. Thus, the apparent activation of CO mRNA by FKF1 occurs due to GI- and FKF1-dependent inhibition of CDF protein that, in turn, suppresses CO expression.

In this chapter, the model of flowering will be expanded to accommodate the post-translational regulation of CDF1 (as a representative of the CDF protein family) alongside evidence provided by collaborators that validates an interaction between CO and FKF1 proteins. The resulting model aims to answer the following question: relatively, how important is the interaction of CO-FKF1 compared to the interaction of CDF1-FKF1 to regulate transcription of FT?
### Methods

#### Data analysis for modelling

Data acquired for this study was obtained by Dr. Young Hun Song, Dr. Benjamin To and Assistant Prof. Takato Imaizumi (University of Washington, USA). This has since been published in [153].

To maintain consistency with the previous model, the same WT and *fkf1* data was used to optimise the model parameters describing *CO* and *FT* mRNA [82]. These datasets were labelled as co1, co3, co8, co9, ft1, ft3, ft8, ft9, co8fkf1, co9fkf1, ft8fkf1 and ft9fkf1 in [82]. Datasets co1, co3, ft1 and ft3 represent SD and LD *CO* and *FT* mRNA from [76]. Datasets co8, co9, ft8 and ft9 are LD and SD *CO* and *FT* mRNA in WT background and co8fkf1, co9fkf1, ft8fkf1 and ft9fkf1 are the same in the *fkf1* background from [74]. The newly-obtained data for *CO* and *FT* mRNA in wild-type plants were used to validate the new model. The new WT control data are qualitatively similar to the older data sets showing that experimental variation does not greatly affect the experimental results for *CO* and *FT* mRNA (Figure 3.1; [153]). This provides justification for testing the model against data acquired across different experiments from mutant backgrounds. Newly obtained data was normalized in a similar manner to [82] such that the SD peak of *CO* mRNA and the LD peak of *FT* mRNA in WT conditions were set to 1. All data was then normalized against a common internal standard, the maximum level of SD *CO* mRNA from dataset co9 that was set to 1.

Further to the *CO* and *FT* mRNA waveforms obtained in this study, *CDF1* mRNA and protein levels were measured. *CDF1* mRNA and protein has been shown to have a circadian rhythm (Figure 3.2; [50, 78, 83, 90]). The circadian regulation of *CDF1* mRNA will be discussed in more detail in Chapter 4. Therefore, rather than introducing hypothetical regulators and unknown parameters, experimental data of *CDF1* mRNA is used as an input to the model as was the case with FKF1 protein in the previous flowering model [82]. Data for *CDF1* mRNA was acquired in WT, *fkf1*,...
Figure 3.1: Comparison of CO and FT mRNA from a range of experiments. Expression of (A) CO and (B) FT mRNA were obtained from three LD experiments; co/ft3 = dashed black line, empty upright triangles [76], co/ft8 = dashed black line, empty downturned triangles [74] and new data generated for this study = solid black line, filled squares [153]. Error bars represent standard error.

35S:CO, 35S:CO;fkf1 and 35S:CDFl;SUC2:CO lines (Figure 3.2a-c), whereas CDFl protein levels were obtained in WT and fkf1 plants (Figure 3.2d). To maintain simplicity, FKF1 protein was maintained as a direct input into the model to avoid adding hypothetical regulators of FKF1 mRNA and protein.

The waveform of CDFl mRNA was normalized to the LD peak in the WT background. Other than in the 35S:CDFl background, the CDFl waveform was relatively unaltered in all other backgrounds, allowing us to use WT CDFl mRNA as the system input for the majority of tested conditions (Figure 3.2a-c). As the protein data for CDFl and FKF1 were comparable, all protein data was normalized to the LD peak of FKF1 in the WT background (Figure 3.3). Similarly, as data was obtained that allowed for the comparison of CDFl protein in WT and fkf1 backgrounds, the difference in protein level between these two backgrounds was estimated (Figure 3.2d). The normalized data were used to constrain the model, as described below.
Figure 3.2: Relative expression levels of CDF1 mRNA and CDF1 protein. CDF1 mRNA expression was obtained for this study in (A,B) WT (squares), fklf1 mutant (circles), SUC2:CO (CO-ox; diamonds) and (C) 35S:CDF1;SUC2:CO (CO-ox;CDF1-ox; triangles) overexpressors in both (A, C) SD (solid line, filled shapes) and (B, C) LD conditions (dashed line, empty shapes). (D) CDF1 protein levels were obtained from WT and fklf1 mutants in both SD and LD conditions. Error bars represent standard error.

**Model derivation**

- **Revised connection of the circadian clock to CO transcription**

As described in the introduction to this chapter, the previous model of flowering time used direct activation of CO transcription by the GI-FKF1 protein complex rather than the repression of CO mRNA by CDF1 that is, in turn, degraded in a GI-FKF1
Figure 3.3: Comparison of protein levels of FKF1 and CDF1. By obtaining relative amounts of FKF1 (triangles) and CDF1 (squares) protein, the difference in expression was estimated in both (A) SD (solid line, filled shapes) and (B) LD conditions (dashed line, empty shapes). Error bars represent standard error.

dependent manner [81, 82, 90]. Using CDF1 mRNA and FKF1 protein as an input to the system, the model is able to simulate CDF1 protein levels (see Figure 3.8a and b in Results section below). This system, though, would still be unable to describe the mechanism that generates the LD specific night-time peak of CO mRNA that occurs independently of FKF1 (see Figure 3.8c and d in the Results section below). Hence, in a similar manner to the previous model, I used the ‘Locke2005’ clock model where TOC1 mRNA tracks dusk and is a good fit for the hypothetical component that is an additional regulator of CO transcription in LDs [23, 82]. The ‘Locke2005’ clock also has the added characteristic that the system comprises GI explicitly, allowing us to model the light-dependent GI-FKF1 effects on CDF1 protein. These procedures allow the model to simulate gi and cdf mutants (as a proxy for the cdf1-R;2;3;5 mutant; Figure 3.4; [81, 83]). The qualitative differences of the gi;cdf (representing gi;cdf1-R;2;3;5) simulations with the data suggests that the presented model does not accurately capture the relationship of GI with CDF proteins (Figure 3.4). However, since this model has been constructed to assess the role of FKF1 in the flowering system, the differences between gi;cdf simulations and data shall not be examined here (see Chapter 4). The model is shown schematically in Figure 3.5.
Figure 3.4: Simulations of gi and cdf mutants. (A) Data for CO transcription in LDs in WT (solid black line, filled circles), gi (dashed black line, empty circles), cdf1-R;2;3;5 (dashed black line, filled triangles) and gi;cdf1-R;2;3;5 (solid grey line, empty triangles). (B) LD simulations of CO mRNA in WT (black line), gi (red line), cdf (used as a proxy for cdf1-R;2;3;5, blue line) and gi;cdf (yellow line). (C and D) as in (A) and (B) for FT mRNA. (A and C) taken from [83]. Errorbars represent standard deviation.

- Revised regulation of CO protein and FT transcription

The updated flowering time model equations are:

\[
\frac{dc_{CDF1}}{dt} = p_1 c_{CDF1}^{(n,D)} - p_2 L c_{FKF1}^{(D)} c_{GL} c_{CDF1} - m_1 c_{CDF1} \\
\frac{dc_{CO}^{(m)}}{dt} = B_{CO} + n_1 \frac{g^{a}_{1} g^{a}_{2} c_{GL} c_{TOC1}^{b} - m_2 c_{CO}^{(m)}}{g^{a}_{1} + c_{CDF1}^{a} g^{a}_{2} + c_{GL} g^{b}_{3} + c_{TOC1}^{b}}
\]

(3.1)  
(3.2)
Figure 3.5: Schematic of photoperiodic flowering model. The ‘Locke2005’ circadian clock model (in orange) is connected to the flowering pathway through a GI-FKF1 protein interaction and activation of CO transcription through an unknown mechanism (highlighted by a “?” in the schematic, TOC1 mRNA in the ‘Locke 2005’ model). Parallelograms represent mRNA components; rectangles represent protein components. Thunderbolts represent light-regulated components. The two roles of FKF1 in the system are highlighted: (1) FKF1-CDF1 interaction; (2) FKF1-CO interaction. Components marked with a “D”, CDF1 mRNA and FKF1 protein, highlight the data inputs into the model.

\[
\frac{dc_{CO}}{dt} = p_3 c_{CO}^{(m)} - p_1 \left( m_1 + m_4 D - L \frac{c_{FKF1}^{(D)}}{g_4 + c_{FKF1}^{(D)}} \right) c_{CO} \tag{3.3}
\]

\[
\frac{dc_{FT}^{(m)}}{dt} = \left( n_3 + n_4 \frac{g_5}{g_5 + c_{CDF1}} \right) \frac{c_{CO}^c}{g_6 + c_{CO}^c} - m_5 c_{FT}^{(m)} \tag{3.4}
\]

where \( n_i \) and \( p_i \) represent transcription and translational rates respectively; \( m_i \) are the degradation rates; \( g_i \) are the Michaelis-Menten constants interpreted as binding affinities; \( a \), \( b \) and \( c \) are the Hill coefficients; \( B_{CO} \) is the basal transcription rate of CO mRNA [82]; \( L \) and \( D \) represent light and dark from the light function present in the model of the circadian clock, connecting the system to the photoperiod. Superscript \((D)\) signifies components of the model that are read into the system directly from experimental data and superscript \((m)\) represents those components that are mRNA.

The data presented in Figure 3.6 highlight that: the CO protein is stabilized before dusk by FKF1, altering the waveform of FT mRNA (Figure 3.6a-c), and; CDF1 is active at a similar region of the FT promoter as CO and FKF1 at the same time.
Figure 3.6: CO, CDF1 and FKF1 all play roles in the regulation of FT mRNA. (A) Immunoprecipitation experiments showing that CO and FKF1 proteins are able to interact. (B) CO protein is destabilised at the end of long days when FKF1 is absent. CO-ox = dashed black line, empty squares; CO-ox;fkf1 = solid black line, filled squares. (C) CDF1-ox suppresses rhythms of FT transcription in CO-ox lines more strongly than the removal of FKF1 function. WT = solid black line, filled squares; CO-ox;fkf1 = circles; CO-ox;CDF1-ox = diamonds. (D) ChIP experiment showing that CO, FKF1 and CDF1 proteins are all active at the same locations on the promoter of FT at ZT13 of LD conditions. Activity of CDF1 is increased in the absence of FKF1 function. Error bars represent standard error.

suggesting that these factors may act antagonistically to each other to regulate FT expression (Figure 3.6d). The antagonism between CDF1 and CO functions can be observed in Figure 3.6c, where the suppressive effect of constitutively overexpressed CDF1 mRNA is seen even when CO mRNA is also overexpressed. These observations supports the choice of a multiplicative interaction among these regulators to control FT transcription in the model as FT mRNA depends almost completely on CO protein, and is modelled to ensure that there is no FT expression produced in the co mutant background (equation 3.4) [73]. This result also shows that transcriptional activation of FT is sensitive to inhibition by CDF1. Hence, according to the model proposed here, FKF1 has a dual role in regulating FT mRNA: 1. degrading CDF1 protein to alleviate inhibition of CO and FT mRNA (equations
Figure 3.7: Sensitivity of FT mRNA rhythms to perturbations of single parameter values. The percentage change in the goodness-of-fit (cost) of FT mRNA simulations compared to the training data was recorded after altering the model parameter values with a 10% increase (green diamonds) or decrease (red diamonds) compared to their WT values (blue diamonds).

3.1 and 3.2), and; 2. stabilizing CO protein to regulate FT mRNA (equation 3.4), as depicted schematically in Figure 3.5. During darkness, the CO protein is strongly degraded by a COP1 dependent mechanism [87, 88]. Therefore, the phase of FKF1 has a relationship with the phases of the external environment (e.g. light) and also determines the phases of CO and FT mRNA that are internally coincident to FKF1 [207].

Computational methods

As with many other mathematical models of gene regulatory systems, the full set of kinetic parameters has not been measured through experimentation. Parameters can be approximated or constrained from the data sets, within biochemically reasonable bounds. Due to the consistency seen among the datasets used in this study (seen in Figure 3.1) from varying genotypes and photoperiods, these provide the strongest constraints on parameter values in the model. Although the resulting parameter values are not uniquely specified, they are able to accurately describe the dynamics of the biological system enabling the model to be analyzed and make predictions.
about the flowering pathway. I will show below that our predictions and analysis still hold even when parameter values are varied.

The $CO$ and $FT$ mRNA equations were fitted to the same published data sets that were used in the optimization of the original flowering time model [82]. In order to determine the relationship between the parameters $n_1$ and $n_2$, representing the two rhythmic components of $CO$ transcription, $CO$ mRNA equation was fitted to data from both WT plants and $fkf1$ mutants. This ensured that the CDF1 term did not dominate the $CO$ mRNA equation. In a similar manner, to obtain the correct relationship between $p_2$ and $m_1$, the CDF1 protein equation was fitted to data from WT and $fkf1$. The three Hill coefficients were set to 2, representing dimeric binding of the transcriptional regulators [12]. Another constraint that was placed on the system was that $g_4 = 3g_1$ since the binding efficiency of CDF1 protein to the promoter of $FT$ appears to be $\sim33\%$ as efficient as binding to the $CO$ promoter (compare Figure 3.6d to results in [81]), though other ratio’s could be chosen without greatly affecting the model. Due to low abundance, data for CO protein in the WT background is lacking, hence parameter values for equation (3.3) were obtained by fitting equation (3.4) to $FT$ mRNA data. In total, this meant that 18 parameters were fitted to 96 data points from the 12 WT and $fkf1$ data sets taken from [82]. To validate the model, the remaining 44 data sets (consisting of 352 data points) were used. The resulting parameter values are given in Appendix A.

The models were optimized using the simulated annealing algorithm simulannealbnd from the Matlab R2008b Optimization Toolbox (Mathworks, Cambridge, UK). Simulated annealing is able to find local optima for the models parameter set, providing an accurate fit for the model compared to data (see Chapter 2; [208]). For this study I have used the slower Boltzman annealing procedure with an exponential ‘temperature’ update starting at an initial ‘temperature’ of 1. Goodness of fit was calculated by a Euclidean difference/norm that I refer to as the “cost” of the parameter set, hence a lower cost gives a better-fitting model (see Chapter 2). When each of the obtained parameter values was increased (green diamonds) or decreased (red diamonds) by 10%, the changes caused moderate increases in the cost of $FT$.
simulations under LD conditions and no significant decreases in goodness-of-fit, illustrating the robustness of the model to individual parameter changes (Figure 3.7).

Results

Experimental evidence of feed-forward network

As discussed in the Methods section above, collaborators in Assistant Prof. Takato Imaizumi’s group (University of Washington, USA) provided numerous datasets to aid construction of the model described in this chapter. These have been published in [153], however the key findings will be summarised here. First, CO and FKF1 proteins are able to form a complex that stabilises CO protein levels at the end of long days (Figure 3.6a and b). This occurs mainly through the LOV domain of FKF1 [153]. Furthermore, association of FKF1 was recorded on the FT promoter in the same regions as where CO binds and regulates FT transcription at ZT13 in LDs (Figure 3.6d). Thus, this validates the model derived prediction made by Salazar and co-workers that FKF1 helps promote the CO-dependent activation of FT transcription [82].

Second, the high expression of FT mRNA in CO-ox backgrounds can be suppressed by removing FKF1 activity or by overexpressing CDF1 transcription (Figure 3.6c). The strong inhibition of FT transcription due to CDF1 overexpression suggests that CDF1 protein suppresses FT mRNA levels in a similar manner to CO transcription. This mechanism is proposed to occur on the promoter of FT, where CDF1 associates with the promoter at the same location and time as CO and FKF1 proteins (Figure 3.6d). The fkl mutant has lower levels of CO and higher levels of CDF1 protein, respectively, prior to dusk (Figure 3.6b and 3.8b). This results in reduced FT expression at dusk due to the lower abundance of a positive regulator, CO, and higher levels of a negative regulator, CDF1 (Figure 3.6c). Thus, both CDF1 and FKF1 form coherent feed-forward loops regulating both CO and FT transcription (Figure 3.5).
Comparison to the previous photoperiod response model

In comparison to the previous flowering time model (termed 3F2 in [82]), the new mathematical model significantly improves the biological realism of the flowering time system by modelling the biochemical mechanisms of FKF1 and CDF1, which were absent from the earlier model. As seen in Figure 3.8, the simulations from the model developed here for WT CDF1 protein, CO mRNA, CO protein and FT mRNA qualitatively match the training datasets. Importantly, simulations of CO mRNA describe the FKF1-dependent ‘shoulder’ at ~ZT13 of LDs (see above) that was captured in the previous model, albeit with a slight delay [82].

Since the previous model was also able to qualitatively describe the fkl mutant, it was important that the model developed here retained the ability to match these datasets. As seen in Figure 3.8, simulating fkl mutants led to the loss of the first CO peak at ZT13 in LD conditions in a similar manner to the previous model. The expression of FT mRNA was also correctly suppressed in fkl mutants due to the FKF1 feed-forward loop. Thus, the new model detailed here was as good as the previous system in describing WT and fkl backgrounds [82]. With the extra detail that has now been shown for the flowering time system, I wished to be able to describe further genetic perturbations to the network.

Describing rhythms resulting from genetic perturbations

As well as data collected from WT and fkl loss-of-function plants, new data from transgenic plants overexpressing CO transcription (CO-ox) crossed with fkl mutants (CO-ox;fkl) and a constitutive CDF1 overexpressor (CO-ox;CDF1-ox) allowed us to further constrain the model and the roles of FKF1 and CDF1 proteins in regulating FT mRNA (see Figure 3.6c and Figure 3.9). The previous model had not been built to describe these datasets and did not feature CDF1 mRNA or protein as components of the system (see above). In order to describe CO overexpression, the basal transcription rate (parameter $B_{CO}$) was increased to 150 times its normal value. This meant that the rhythm of CO protein seen in overexpression lines would be
maintained with an elevated mean expression level (Figure 3.6b and Figure 3.9c & d; [86]). As seen in Figure 3.2c, the level of CDF1 mRNA in the CO-ox;CDF1-ox background is greatly increased compared to other backgrounds. Hence, to describe the CO-ox;CDF1-ox double overexpression line, the input $c_{CDF1}^{(m,D)}$ was changed from the WT data to data from the 35S:CDF1;SUC2:CO line. The CO-ox;fkf1 can then be simulated by setting $c_{FKF1}^{(D)} = 0$ in equations (3.1) and (3.3). From Figure 3.9, the model simulations of CO and FT mRNA in all these backgrounds are qualitatively similar to published experimental data (Figure 3.6; [153]). Figure 3.9f shows that simulating CO-ox leads to rhythms of FT transcription with higher mean levels that still gain a marked end-of-day peak in LDs, matching the data of Figure 3.6c. The model is also able to match the rhythms of CO protein observed in CO-ox and CO-ox;fkf1 mutants (compare Figure 3.9d with Figure 3.6b). Similarly, the model qualitatively describes the LD FT transcription profile in 35S:CO;fkf1 whereby expression simply increases in the light and falls in darkness (Figure 3.9f; compare to Figure 3.6c), reflecting the strong light regulation of CO protein. Importantly for our analysis, Figure 3.8f also shows that the effect of CDF1-ox on CO-ox simulations was greater than the effect of fkf1, matching the data seen in Figure 3.6c.

**Model predicts effects of FKF1 overexpression**

A good way to test how accurate a model is at describing a biological system is to experimentally validate a hypothesis generated from the model. Here we tested whether the model could predict the impact of constitutively overexpressing FKF1 transcription on the rhythmic expression of FT mRNA. The model simulated two

(continued from above) Figure 3.8: Simulations of model components compared to training data in WT and fkf1 loss-of-function mutants. Simulations of (A, B) CDF1 protein; (C, D) CO mRNA; (E, F) CO protein, and; (G, H) FT mRNA in (A, C, E, G) SD and (B, D, F, H) LD conditions from WT and fkf1 conditions were compared against the available training data. WT data = solid black line, filled squares; fkf1 data = dashed blue line, empty squares; WT simulations = solid black line; fkf1 simulations = dashed blue line. Data for CDF1 protein replotted from Figure 3.2d, data for CO and FT mRNA taken from Figure 3.1 [74]. Error bars represent standard error.
Figure 3.9: Simulations of model components in CO overexpression transgenic plants. (A, B) CO mRNA, (C, D) CO protein and (E, F) FT mRNA in (A, C, E) SD
**Figure 3.10:** Model predicted rhythms of *FT* mRNA in FKF1 overexpression lines validated experimentally. (A) Simulations of LD *FT* mRNA rhythms in WT (black line), CO-ox (red), CO-ox;FKF1-ox (dashed blue) and CO-ox;FKF1-ox x2 (solid blue) that has double the level of FKF1 mRNA. (B-D) Levels of (B) CO mRNA, (C) FKF1 mRNA and (D) *FT* mRNA determined experimentally in each of the tested lines – WT = black line, filled diamond; CO-ox = red line, squares; CO-ox;FKF1-ox = blue lines, triangles. Error bars represent standard error.

FKF1-ox lines in a CO-ox background by setting the input value \( c_{FKF1}^{(D)} \) to the maximum value (or twice the maximum value) of WT FKF1 protein levels throughout the full diurnal cycle (Figure 3.10a). This would also remove the circadian regulation of FKF1 that is seen in WT data and highlight that circadian regulation of FKF1 was important for the correct timing of *FT* mRNA. As can be seen in Figure 3.10a, increasing the levels of FKF1-ox had a positive effect on *FT* expression during the day due to the increased stability of CO protein. Therefore, removing the circadian regulation of FKF1 leads to more *FT* being produced early in the photoperiod. This hypothesis was tested by Assistant Prof. Takato Imaizumi’s group (University of Washington, USA), who showed that the effect of 35S:HA-FKF1 in 35S:3HA-CO transgenic plants was strongest on *FT* mRNA rhythms during the day of LD cycles and was dependent on the level of FKF1 in each of the lines (Figure 3.10c & d). Since the amount of *CO* mRNA present in the two 35S:3HA-CO;

(continued from above) and (B, D, F) LD conditions simulated in WT (black lines), CO-ox (blue), CO-ox;kf1 (red) and CO-ox;CDF1-ox (yellow) backgrounds. Error bars represent standard error.
35S:HA-FKF1 lines was comparable then the effects on FT expression are most likely driven by FKF1 stabilization of CO protein levels or activity (Figure 3.10b). The validation of a hypothesis derived from the model, in addition to the models ability to describe numerous expression profiles from transgenic mutants, illustrates that our model provides a qualitative representation of the biological system that underlies photoperiodic flowering. Hence, using the model, I wished to compare the importance of the two roles for FKF1 protein in the regulation of FT.

**Estimating the importance of FKF1 in the model**

To provide a quantitative measure of the effects of FKF1 on the system, I calculated the changes in the area under the waveform of FT mRNA over a single LD cycle (termed $FT_{\text{AREA}}$). In the model, FKF1 has two roles: 1. to degrade CDF1 protein, and; 2. to stabilize CO protein. Hence, two partial mutants were created that removed one of these two processes whilst maintaining the other (denoted Δ(1) and Δ(2), respectively). To perform such an analysis experimentally would be difficult and require a lot of information about the protein structure of FKF1. By simulating Δ(1), Figure 3.11a shows that $FT_{\text{AREA}}$ decreased by ~22% in comparison to simulated WT levels of FT mRNA. However, by simulating the Δ(2) mutant, there was ~52% decrease in $FT_{\text{AREA}}$ and ~48% less FT mRNA at dusk (Figure 3.11a). Hence, the stabilization of CO protein by FKF1 is relatively more important than the degradation of CDF1 by FKF1 for the correct regulation of FT transcription. However, as seen by the percentage decreases of $FT_{\text{AREA}}$, the degradation of CDF1 by FKF1 still plays a significant role in the regulation of FT mRNA (Figure 3.11a).

As discussed in the Methods section above, variation in parameter values can lead to variations in model results. To confirm conclusions about the two roles of FKF1, I calculated $FT_{\text{AREA}}$ in the partial mutants for 500 quasi-random parameter sets selected from a Sobol series (Figure 3.11b). Parameter sets were scored for the cost of their simulations to the training data (CO and FT mRNA profiles, and CDF1 protein rhythms), and those that also predicted a larger $FT_{\text{AREA}}$ in CO-ox/fkf1 than
Figure 3.11: Simulations of partial \( f k f 1 \) loss-of-function mutants separates the relative contributions of the two FKF1 mechanisms that regulate \( FT \) mRNA. (A) Simulations of LD \( F T \) mRNA in WT (solid black line), \( f k f 1 \) (dashed black line), \( \Delta(1) \) (blue) and \( \Delta(2) \) (red) that are partial \( f k f 1 \) mutants. \( \Delta(1) \) = removal of FKF1-CDF1 interaction; \( \Delta(2) \) = removal of FKF1-CO interaction. (B) Ratio of LD \( F T_{\text{AREA}} \) (black crosses) and peak \( FT \) expression level (red crosses) simulated in the two partial mutants was calculated for 500 quasi-random parameter sets. Ratio of LD \( F T_{\text{AREA}} \) (square) and peak \( FT \) expression (circle) from (A) are highlighted.

\( CO-\text{ox/CDF1-ox} \), as had been observed in Figures 3.6c and 3.9f, were retained. Figure 3.11b shows that the majority of retained parameter sets produced simulations with a smaller \( F T_{\text{AREA}} \) in \( \Delta(2) \) than \( \Delta(1) \), with a lower amount of \( FT \) mRNA being expressed at dusk, as had been the case with the initial parameter set (represented by the square and circle in Figure 3.11b, respectively). The notable exceptions to this conclusion occurred when the cost was significantly high such that the resulting simulations would not prove to be a good match to the training datasets. Thus the CO stabilization mechanism has a significant effect in all parameter sets that accurately describe the training data.

As removal of the CO-FKF1 interaction has a large effect on \( FT \) mRNA expression levels in LDs, I wished to determine whether constitutively stabilized CO protein (by FKF1) would result in \( FT \) transcription levels that are less sensitive to photoperiod. To do this, I simulated a constant CO-FKF1 interaction by setting \( c_{\text{FKF1}} \) in equation (3.3) to be maximally constant throughout the diurnal cycle and calculated the
differences in $FT_{\text{AREA}}$ between SD and LD conditions ($FT_{\text{AREA}}^{SD}$ and $FT_{\text{AREA}}^{LD}$ respectively). The resulting simulations showed that in WT conditions $FT_{\text{AREA}}^{SD}$ is $\sim 23\%$ of $FT_{\text{AREA}}^{LD}$, highlighting the large difference in rates to flowering of Arabidopsis in the two day-lengths [72]. However, when the stabilization of CO occurs throughout the whole day, $FT_{\text{AREA}}^{SD}$ increases to be $\sim 46\%$ of $FT_{\text{AREA}}^{LD}$ (and $\sim 63\%$ of the WT $FT_{\text{AREA}}^{LD}$). This implies that the circadian regulation of FKF1 protein is important for photoperiodic flowering, correctly activating $FT$ expression in LD conditions and preventing premature floral induction in SDs.

Discussion

Updated flowering time model is able to differentiate between redundant roles of FKF1

In this chapter, a mathematical model of the photoperiod-dependent flowering time system in Arabidopsis thaliana has been built to quantify the roles of different proteins in the system. The previous model predicted the blue light-dependent FKF1 E3 ligase plays a dual role in the correct timing of floral initiation. First, FKF1 is crucial for the activation of CO mRNA prior to dusk in LD conditions by degrading the transcriptional inhibitor CDF1. Second, FKF1 forms a light-dependent protein complex with CO that stabilizes CO on the promoter of $FT$ whose mRNA goes on to regulate flowering. The Imaizumi group (University of Washington, USA) have experimentally proven this hypothesis and, furthermore, shown that CDF1 also plays a secondary role in the flowering system by inhibiting $FT$ in a CO-dependent manner (Figure 3.6). The dual roles of FKF1 and CDF1 thus form feed-forward networks in the extended flowering system [89].

The new mathematical model was built to include regulation of CDF1 and CO protein levels by FKF1 in the flowering system. Simulations of the model in comparison to data from WT and transgenic plants show good qualitative matches (compare Figures 3.6c and 3.9f and Figure 3.8). The model also predicted that
overexpression of FKF1 would lead to increased levels of \( FT \) mRNA specifically during the day. This hypothesis was validated experimentally (Figure 3.10). Furthermore, by using the area under the curve of \( FT \) mRNA (\( FT_{\text{AREA}} \)) from our simulations we were able to quantify the effects of altering FKF1 in the system. For example, the removal of the circadian regulation of FKF1 protein means that there is relatively more \( FT \) mRNA in SD compared to LD conditions than there is when FKF1 protein maintains rhythmic expression levels. Hence, the circadian timing of FKF1 is critical for the suppression of floral induction in SDs that mimic day-lengths observed in winter months when floral induction would not be advantageous for \textit{Arabidopsis thaliana}.

In a similar manner, by using \( FT \) mRNA as a readout for the effects of FKF1 misexpression, we were able to show that the stabilization of CO protein by FKF1 had a relatively larger effect on \( FT \) levels than CDF1 degradation by FKF1. However, removal of FKF1-dependent degradation of CDF1 still had a noticeable effect on \( FT \) expression suggesting that it is still important in the flowering system. This implies that the multiple and partially redundant roles of FKF1 lead to a strong switch in floral initiation as growth conditions change seasonally from SDs to LDs.

\textit{Limitations of the model}

The model presented in this chapter was built with the specific purpose of trying to quantify the effects of FKF1 on the flowering time pathway. As a consequence, other than adding extra detail to the previously published model, several limitations have not been addressed. An example of this is the regulator of the LD specific night-time peak of \( CO \) mRNA. In both the previous model and the model presented in this chapter, this was created artificially using a component of the circadian clock model that tracks dusk in the correct manner necessary to generate this peak. There is currently little in the way of published information as to what the regulator of this second peak could be, however \( CO \) mRNA in \textit{cop1} and \textit{fbh} mutants lose only this second peak in long days implying that COP1 and/or FBH proteins may play a role in this regulation by activating \( CO \) transcription at night [34, 85].
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A further limitation is the lack of quantified data on the low-abundance CO protein in WT plants under a range of light conditions. Previous studies have shown that CO protein is regulated by phytochrome and cryptochrome photoreceptors whilst also being regulated by COP1 and the FKF1 stabilization mechanism presented here [86–88, 153]. In addition to its peak at the end of the day, CO protein levels can also peak acutely after the transition from dark to light. This is very marked in the 35S:CO lines (Figure 3.6b). It is simulated to a lesser extent in the model, even in WT conditions, owing to the significant level of CO mRNA still present at dawn in LDs (Figure 3.8f). Several studies have shown significant FT activation around ZT4 in LD grown WT plants, presumably due to further regulation of CO protein [75, 82, 86].

Whilst the model presented here is more flexible and descriptive than the previous system, the main limitation in the models flexibility is that two components are not mathematically modelled (components marked “D” in Figure 3.5). Data sets are required as inputs to the system for CDF1 mRNA and FKF1 protein as the way they are regulated by the circadian clock has currently not been fully elucidated. This lack of a fully mathematical model limits the number of photoperiods and circadian clock mutants that can be simulated. The model presented in this chapter is able to describe CO mRNA in a gi loss-of-function mutant and conditions in 8hr photoperiods (SD) and 16hr photoperiods (LD) but no other clock mutants or photoperiods. As was discussed in Chapter 2, to be able to more accurately describe variations in clock architecture via genetic perturbations and varying photoperiods a larger clock model should be used in the model of output pathways. Thus, one of the aims of Chapter 4 is to build on the model presented here. By building models for the circadian regulation of CDF1 and FKF1 and updating the circadian clock model used in the system more photoperiods and circadian clock mutants will be able to be described.
Chapter 4: Mathematical Modelling of the Thermo-
Photoperiodic-dependent Flowering System in Arabidopsis

thaliana

This work has been submitted in the following manuscript:

In the previous chapter, a mathematical model was introduced and discussed that focussed on the circadian- and light-regulation of the molecular pathway controlling photoperiodic flowering in Arabidopsis (see Chapter 3; [153]). This model was able to correctly describe the flowering pathway in a number of flowering-specific mutants and in two different photoperiods. Furthermore, the model correctly predicted rhythms of FT mRNA in constitutive FKF1 and CO overexpression lines. However, as the model required data sets for CDF1 mRNA and FKF1 protein to be input into the model to work, this system would be unable to simulate conditions for which data was unavailable. This limits the usefulness of the model. Here, we build on this model to include the circadian regulation of all components in the system, removing the need for data inputs, and then test how warm ambient temperature regulates flowering in experimental conditions that mimic summer months.

Circadian regulation of CDF1 and FKF1 transcription

A number of published data sets show that CDF1 and FKF1 mRNA are regulated by the circadian clock. Data from WT plants, as well as cca1; lhy and multiple prr loss-of-function mutants in both 10L:14D and 16L:8D diurnal cycles were available (throughout this chapter both 10L:14D and 8L:16D shall be referred to as SDs; [50, 78, 209]). In cca1; lhy mutants, both CDF1 and FKF1 transcription has an advanced
phase such that peak expression occurs ~3hrs earlier than in WT rhythms. Conversely, in the prr9;7 loss-of-function transgenic plants, both CDF1 and FKF1 transcription rhythms have a delayed phase and a broader peak of expression. In combination with ChIP experiments, the published literature supports a mechanism whereby CDF1 transcription is repressed by the PRR proteins [30, 31]. The regulation of FKF1 mRNA by the circadian clock, on the other hand, closely correlates with the regulation of GI transcription such that the peak of expression occurs at the same time of the day, both GI and FKF1 respond in the same manner to circadian clock perturbations and they are both acutely activated by red light [23, 78, 80, 142, 209]. In the results section of this chapter I will model these modes of regulation within the flowering model.

*Warm temperature-controlled acceleration of flowering through FT levels*

As discussed in Chapter 1, PIF4, and to a lesser extent PIF5, have been implicated in promoting hypocotyl elongation, the seedling stem (see Chapter 2), in response to warmer ambient temperatures (~27°C; [122, 123, 161, 174]). The rise in temperature correlates with increasing PIF4 mRNA & protein levels and, consequently, longer hypocotyls [122, 123, 125, 161, 162]. Recently, PIF4 has also been implicated in the warm temperature-induced acceleration of flowering in SD conditions [174]. The elevation in temperature leads to accelerated flowering due to increased FT transcription in a PIF4-dependent manner. Interestingly, the PIF4 regulation of FT has been postulated to be independent of the photoperiodic flowering pathway as co and gi loss-of-function transgenic plants maintain temperature-sensitive flowering phenotypes in SD [173, 174]. However, in LD conditions, the co;PIF4-ox transgenic plant shows partially additive phenotypes such that the removal of CO delays the accelerated flowering observed by PIF4 overexpression [174]. This suggests that PIF4 may act, in part, with the photoperiod-dependent pathway to regulate flowering in Arabidopsis.

In this chapter the flowering model discussed in Chapter 3 will be expanded to: 1. include the circadian regulation of CDF1 and FKF1 transcription, and; 2. analyse the
mechanism through which PIF4 regulates FT and temperature-accelerated flowering in LD conditions when CO regulation of FT is crucial for flowering to take place. After building this detailed model, I will probe the system and develop hypotheses that can be tested experimentally.

**Methods**

**Experimental Methods**

New transcript data for CO and FT mRNA was obtained by Dr. Kelly Stewart, Mr. Gavin Steel and Dr. Julia Foreman from Dr. Karen Halliday’s group (University of Edinburgh, UK). Chromatin immunoprecipitation assays were conducted by Dr. Dana MacGregor, a collaborator on the ROBuST project from Dr. Steve Penfield’s group (University of Exeter, UK). New CDF1 protein data acquired for this study was obtained by international collaborators Dr. Young Hun Song and Assistant Prof. Takato Imaizumi (University of Washington, USA).

- **Growth Conditions for RNA analysis**

Seeds of WT (Col-4, Columbia accession) and pif4;5 plants were surface sterilised then 30-40 seedlings were sown on 55 mm diameter plates containing half-strength MS media (Melford, Ipswich, UK), pH 5.8, and 1.2% agar without added sucrose. The seeds were stratified at 4°C for 3 days and then grown for 13 days in 16L:8D cycles (100 µmol m⁻² s⁻¹ from cool white fluorescent tubes) at 22°C and 27°C. Seedlings were harvested from triplicate samples at ZT0, 1, 2, 4, 8, 12, 15, 16, 17, 20 and 24 (ZT = zeitgeber time, ZT0 = lights on) into RNAlater solution (Sigma-Aldrich, Gillingham, UK). The plants were left overnight at 4°C in the RNAlater solution to allow full penetration into the tissue [23]. The generation and growth of 35S:3HA-CO constructs has been previously described [153].
RNA was extracted from the plant tissue using the Illustra RNAspin 96 RNA isolation kit (GE Healthcare, Chalfont St. Giles, UK) manually, as described [210]. Purified total RNA (1 µg) was reverse transcribed into cDNA using SuperScript VILO cDNA synthesis kit with oligo dT primers (Invitrogen/Life Technologies, Paisley, UK) according to the manufacturer's instructions. cDNA was diluted 1/10 and 1 µl used for subsequent qRT-PCR.

**Gene expression analysis**

qPCR reactions were set up using a liquid handling robot (freedom Evo, TECAN, Reading, UK) and run in a Lightcycler 480 system (Roche, Burgess Hill, UK) using LightCycler 480 SYBR green master mix (Roche, Burgess Hill, UK). Data was analysed with Roche Lightcycler 480SW 1.5 using relative quantification based on the 2nd derivative maximum method. Each cDNA sample was assayed in triplicate. The primers used for *ACTIN7 (ACT7)* were 5′–CAGTGTCTGGATCGGAGGAT–3′ and 5′–TGAACAAATCGATGGACCTGA–3′; for *CO* were 5′–TAACAGTAACAACTCAGTCC–3′ and 5′–CCTCGAAGCATACCTTATTGTC–3′; and, for *FT* were 5′–GATCCAGATGTCCAAGTCC–3′ and 5′–ACAATCTCATGTGCAAAAGGT–3′. Transcript levels were normalized to *ACT7* expression [192]. Expression analysis of *CO* and *FT* transcription in 35S:3HA-CO constructs has been previously described [153].

**Immunoblot analysis and protein quantification**

To detect CDF1 protein in 35S:HA-CDF1 [90] and 35S:HA-CDF1:gi-2 [81] and CO protein in 35S:3HA-CO transgenic lines, plants from the Col-0 (Columbia) accession were grown on Linsmaier and Skoog (LS) media (Caisson, Rexburg, Idaho, USA) containing 3% sucrose at 22°C or 27°C with a fluence rate of 60 µmol m⁻² s⁻¹ in long-day (16L:8D) and short-day (8L:16D) conditions for 10 days. Seedlings were harvested at each time point on day 10 and were ground in liquid nitrogen for protein
extraction. Whole proteins including the nuclear fraction were extracted with buffer containing 50 mM Tris, pH 7.4, 100 mM KCl, 10% glycerol, 5 mM EDTA, 1.0% NP-40, 0.5% deoxycholate, 0.1% SDS, 50 µM MG-132 and Complete protease inhibitor cocktail tablets (Roche, Indianapolis, Indiana, USA). Approximately 50 ug of extracted proteins were resolved in 12% SDS-PAGE gels, and transferred to Nitrocellulose membranes (Whatman, GE Healthcare, USA). HA-CDF1 protein was detected using anti-HA HRP conjugated (3F10, Roche, Indianapolis, Indiana, USA) and visualized with SuperSignal West Femto Maximum Sensitivity Substrate (Thermo Scientific, USA). For quantification of HA-CDF1 protein, non-specific binding of anti-HA around 25 kDa was used as a loading control. The method for protein quantification was described previously [153].

- Chromatin Immunoprecipitation (ChIP) assay

Chromatin immunoprecipitation was performed following the protocol in [193] with modifications using plants expressing the pCCA1:CCA1-YFP protein construct that has been described previously [194]. Wild-type seedlings from the Col-0 (Columbia) accession were grown on ½ MS agar plates at 22°C for 14 days with 12L:12D cycles and harvested at ZT2. The chromatin was sheared to between 100 and 1,000 bp in a Bioruptor UCD 200 (Diagenode, Liege, Belgium) at high intensity for 10 minutes (cycles of 30s on / 30 s off) at 4°C after [195]. An aliquot of the chromatin was reserved at this point as the Input chromatin. Immunoprecipitation used equilibrated Dynabeads Protein A (Invitrogen/Life Technologies, Paisley, UK). The pre-cleared chromatin was transferred away from the beads and incubated with rotation over night at 4°C with a 1:1000 dilution of anti-GFP (Abcam ab290; Abcam, Cambridge, UK). A new aliquot of equilibrated beads was then added and incubated with the chromatin solution for 2 hours at 4°C with rotation and then washed with low salt, high salt, and lithium chloride washes. The immunocomplexes were recovered from the beads by boiling for 10 minutes in the presence of 10% Chelex resin (BioRad, Hemel Hempstead, UK) and the proteins removed using Proteinase K Solution (Invitrogen/Life Technologies, Paisley, UK) at 50°C. The reserved Input chromatin was also processed in parallel with Chelex and Proteinase K and then purified using
QIAquick PCR purification Kit (Qiagen, Manchester, UK). qPCR on the ChIP and Input DNA was performed in triplicate using Brilliant III Ultra-Fast SYBR Green QPCR Master Mix (Agilent, Wokingham, UK) on a Mx3005P machine. The results were calculated so that percent input was equal to $100 \times \left( \frac{\text{primer efficiency}^{\text{dcT}}}{10^{\text{skpe(cT-m*log(Input_concentration+b)}}} \right)$ where dcT is the difference between the adjusted input cT and the ChIP sample cT. The input cT was adjusted to account for the dilution factor of the input chromatin. The primer efficiency was unique to each primer pair and is equal to $10^{-10^{\text{slope}\text{Input_concentration}+b}}$. Primers used in this study were ACT7 (AT5G09810: 5’ – GTATCGGGTGACAATGAGCTATTA – 3’ and 3’ – TGCTGGAGTAAACATAAGCCACAC – 5’), FKF1 (AT1G68050: FKF1-a, 5’ – CGAGAATCGGTTTCACAAA – 3’ and 3’ – AATATCCCTGGTACGTGT – 5’; FKF1-b, 5’ – ACGAAAATTGCCACCAACTC – 3’ and 3’ – AAAATGGCGAGAGACATGC – 5’; FKF1-N, 5’ – GATTGCAGGGCTTCACTCTC – 3’ and 3’ – CGTCATGGGATGCACGGTGAAT – 5’) and CDF1 (AT5G62430: CDF1-a, 5’ – CGCGATGCTGACATTTACCT – 3’ and 3’ – ATTGCATCCTGTAGGAGGA – 5’; CDF1-b, 5’ – TTGGGTAACGGGAAAGTTAGTG – 3’ and 3’ – CACGATTTCACCACAAAA – 5’; CDF1-N, 5’ – TGGACAACACTTGGGATCAA – 3’ and 3’ – TGTTCTTTGTGCAAAACCTG – 5’). The GI primers, used as a positive control, are the same as those in [179].

Data analysis for modelling

Data used in this chapter was either newly obtained for this study or taken from published sources. As with the previous chapter, published data for CDF1, CO and FT mRNA levels across all conditions available were normalised to the WT peak of FT mRNA in LD conditions (see Chapter 3; [50, 74, 78]). Due to the lack of experimental data of FKF1 mRNA in LD conditions, data was normalised to the peak of WT FKF1 expression from SDs [78]. This means that FKF1 mRNA levels are not directly comparable with other components in the system. As with the
previous chapter, FKF1 and CDF1 protein levels were normalised to the WT peak of LD FKF1 expression (see Chapter 3; [153]).

Model derivation

As discussed in Chapters 1 & 2, more recent versions of the circadian clock model are able to describe a wider range of photoperiods and genetic perturbations through over-expression or removal of clock components. In order to describe as many conditions as possible, the model presented here has been developed from the ‘Pokhilko2011’ circadian clock model [12]. This system includes the transcription repressing EC protein complex [12]. However, in this newer model the simulated peak of TOC1 mRNA, the component that was used as a ‘hidden’ activator of CO transcription in the previous chapter, does not coincide with dusk across photoperiods [12, 80]. Thus, a different component from the circadian clock model, namely COP1, has been used as this hidden activator (termed NP = Night-time Peak) as modelled activity of COP1 is constrained to the dark periods of L:D cycles [12, 211]. The model is shown schematically in Figure 4.1.

The model equations for the flowering pathway are:

\[
\frac{dc^{(m)}_{CDF1}}{dt} = \left( n_1 + n_2 \frac{c_L^a}{g_1^a + c_L^a} \right) \frac{g_2^b}{g_2^b + (c_{pg} + c_{p_1} + c_{X_l} + c_T)^b} - m_1 c^{(m)}_{CDF1} \quad (4.1)
\]

\[
\frac{dc_{CDF1}}{dt} = p_{1} c_{CDF1}^{(m)} - m_2 \left( 1 + p_2 c_{FKF1} c_{Gn} + p_3 c_{Gn} - \frac{c_{E3a}}{k_1 + c_{E3a}} \right) c_{CDF1} \quad (4.2)
\]

\[
\frac{dc^{(m)}_{FKF1}}{dt} = q_1 L c_p + n_3 \frac{g_5^c}{g_5^c + c_L^c} \frac{g_5}{g_4 + c_{EC}} - m_3 c^{(m)}_{FKF1} \quad (4.3)
\]

\[
\frac{dc_{FKF1}}{dt} = p_5 c_{FKF1}^{(m)} - p_6 \left( m_4 - \frac{c_{Gn}}{k_2 + c_{Gn}} \right) c_{FKF1} \quad (4.4)
\]
\[
\frac{dc_{CO}^{(m)}}{dt} = B_{CO} + \frac{g_5^d}{g_5^d + c_{CDF1}^d} \left( n_4 + n_5 D \frac{c_{COPin}}{g_6 + c_{COPin}} \right) - m_5 c_{CO}^{(m)} \quad (4.5)
\]

\[
\frac{dc_{CO}}{dt} = p_7 c_{CO}^{(m)} - p_8 \left( m_7 + m_8 D c_{COPin} - L \frac{c_{FKF1}}{k_3 + c_{FKF1}} \right) c_{CO} \quad (4.6)
\]

\[
\frac{dc_{FT}^{(m)}}{dt} = \left( n_6 + n_7 \frac{c_{PIF}}{g_7 + c_{PIF}} \right) \left( n_8 + n_9 \frac{g_8}{g_8 + c_{CDF1}} \right) \frac{c_{CO}}{c_{CO}^* + c_{CO}} - m_8 c_{FT}^{(m)} \quad (4.7)
\]

where the model parameters take on the same notation as in Chapter 3 and the circadian clock model [12]. Hence, \( n_i \) and \( p_i \) represent transcription rates and translational modulation respectively; \( m_i \) are the degradation rates; \( g_i \) and \( k_i \) are the Michaelis-Menten constants interpreted as binding affinities; \( a \), \( b \) and \( c \) are the Hill coefficients; \( B_{CO} \) is the basal transcription rate of \( CO \) mRNA; \( q_i \) represents acute light activation of transcription, as in the circadian clock model; \( L \) and \( D \) represent light and dark from the light function present in the model of the circadian clock, connecting the system to the photoperiod. Superscript \((m)\) highlights mRNA components of the model, other components represent protein levels. \( c_{PIF} \) represents total PIF protein levels as determined by a model of photoperiodic hypocotyl elongation developed by Dr. Daniel Seaton, a collaborator from Prof. Andrew Millar’s group (University of Edinburgh, UK; Appendix B). The model equations for the photoperiodic hypocotyl elongation model take into account the results of Chapter 2 such that \( PIF \) mRNA levels are regulated by CCA1/LHY and the EC (Figure 4.1). In the results section of this chapter, I shall discuss the reasoning behind the choices of circadian regulation for \( CDF1 \) and \( FKF1 \) mRNA and protein, as well as PIF regulation of \( FT \) mRNA.

To calculate the days taken for a plant to flower from the expression level of \( FT \) mRNA, the same function that was used in [82] was used here:
Figure 4.1: Schematic of flowering model. The model of flowering presented in this chapter is shown schematically where the ‘Pokhilko2011’ circadian clock model is shown in orange and red; the flowering time model presented in Chapter 3 is shown in green with dashed connections; a model of PIF4/5 regulation is shown in blue and has similar circadian regulation as discussed in Chapter 2 (Appendix B). Parallelograms represent mRNA components, rectangles represent proteins. Thunderbolts represent light-regulated components. NP = night-time peak activator of CO mRNA; Interactors = group of proteins that interact directly with PIF proteins (see Appendix B).
Figure 4.2: Sensitivity of FT mRNA simulations to changes in parameter values. The percentage change in FT_{AREA} from LD simulations is recorded for a 10% increase (green diamonds) and decrease (red diamonds) compared to the optimal parameter set used in this study. (A) Percentage change in FT_{AREA} for parameters in photoperiodic flowering pathway (green in Figure 4.1). (B) Percentage change in FT_{AREA} for parameters regulating FT mRNA through PIF pathway (blue in Figure 4.1; Appendix B).

\[
\text{Days to Flower} = d_o + \frac{a_F}{1 - \text{FT}_{\text{AREA}}/b_F} \tag{4.8}
\]

where FT_{AREA} is the integrated amount of FT expression from a single diurnal cycle (as in Chapter 3). The parameter values for this equation are also provided in Appendix B.

**Computational Methods**

The model equations for CDF1 protein, CO mRNA, CO protein and FT mRNA were fitted to data from WT and the fkJ loss-of-function mutant, as in the previous chapter [82, 153]. The parameters describing PIF regulation of FT mRNA were further fitted to newly acquired data in pif4;5 loss-of-function mutants under LD conditions (K. Stewart, G. Steel, J. Foreman, University of Edinburgh, unpublished). Equation (4.1), representing CDF1 mRNA, was optimised to WT and cca1;hlv loss-
of-function data in LD conditions [50]. Equation (4.3), representing $FKF1$ mRNA, was fitted to data from WT and $cca1;lhy$ plants in SD conditions [78]. Additionally, acute light activation of $FKF1$ was estimated directly using data from [142]. $FKF1$ protein dynamics (equation 4.4) included the observations that GI and FKF1 are able to form a blue light-dependent protein complex that stabilises FKF1 protein [81, 83]. Parameters for this equation were fitted to WT data used in Chapter 3 with the observation that the peak expression level of FKF1 protein in the $gi$ loss-of-function mutant is approximately half that of WT [83, 153]. In total, this meant that 25 parameters were fitted directly or indirectly to multiple data sets, whilst 5 parameters were constrained by published observations of the system.

As in Chapter 3, the model parameters were fitted to data using the simulated annealing algorithm simulannealbnd from the Matlab R2008b Optimization Toolbox (Mathworks, Cambridge, UK). The parameter values used in this study are given in Appendix B. As with in Chapter 3, we conducted a local sensitivity analysis of the parameter values by measuring the change in $FT$ mRNA expression resulting by an increase or decrease of individual parameter values by 10% (Figure 4.2). The high sensitivity of the system to parameter $m_6$, that describes the dark- and COP1-dependent degradation of CO protein, is due to this rate being the fastest in the system by a factor of 10 or more (Appendix B). As such, perturbing the value of $m_6$ by 10% leads to the greatest changes in $FT$ mRNA levels compared to altering the other, relatively much smaller, parameters. The same result was observed from the model presented in Chapter 3 (Figure 3.7).

**Results**

**Mechanisms for the circadian regulation of $CDF1$ and $FKF1$ transcription**

As discussed in the introduction to this chapter, a number of datasets have been published from which I can elucidate approximate mechanisms that the circadian clock utilises to regulate $CDF1$ and $FKF1$ transcription.
CDF1 transcription requires more than PRR inhibition

Most of the experimental evidence from analysis of transcript rhythms in transgenic lines and promoter activity from ChIP-qPCR experiments suggests that CDF1 transcription is inhibited by the PRR family of proteins [31, 50, 78]. For example, compared to the WT rhythm of CDF1 levels that peaks ~4hrs after dawn, a prr9;7 loss-of-function mutant leads to continued expression of CDF1 mRNA throughout the day (Figure 4.3e; [50]). However, the maintenance of CDF1 rhythms in prr9;7 suggests that further circadian clock components are involved in CDF1 transcriptional regulation. Interestingly, rhythms of CDF1 mRNA in cca1;lhy loss-of-function transgenic plants have ~3hr phase advance compared to WT with a lower mean level of expression (Figure 4.3a; [50]). According to the ‘Pokhilko2011’ circadian clock model, though, similar levels (i.e. very low) of PRR proteins should be present in simulations of both prr9;7 and cca1;lhy mutants (see clock model schematic in Figure 4.1; [12]) and would, therefore, result in similar phenotypes of CDF1 mRNA expression if CDF1 transcription is solely regulated by PRRs. This goes against the data of Figures 4.3a & e where the effects of prr9;7 and cca1;lhy loss-of-function mutants show opposing effects on CDF1 mRNA expression. This counter-intuitive result suggested that CCA1/LHY may play a role in activating transcription of CDF1 in conjunction with repression from the PRR family. Modelling such a system, using CDF1 mRNA data from WT and a cca1;lhy loss-of-function mutant (Figure 4.3a), provided qualitatively accurate rhythms of CDF1 mRNA in simulations of the prr9;7 double mutant (compare Figure 4.3e with Figure 4.3i).

FKF1 mRNA is regulated in a similar manner to GI

As discussed above, transcriptional control of FKF1 by the circadian clock seems to correlate closely with regulation of GI. The two components share the same phase at around ~9-10hrs after dawn and react in a similar manner to perturbations of the circadian clock [78, 80, 209]. Furthermore, both components are acutely activated by red light [23, 142]. By modelling FKF1 mRNA in the same way to GI transcription
Figure 4.3: Simulations of model components qualitatively match data from a loss-of-function prr9;7 transgenic line. (A-D) Simulations of (A) CDF1 mRNA in LD cycles, (B) FKF1 mRNA in SD, (C) CO mRNA and (D) FT mRNA in LD compared to training datasets used for optimisation. WT data = solid black lines, filled squares; cca1;lhy data = dashed red lines, empty triangles; fkl data = blue dashed lines, empty circles. Simulations for WT = solid black line; cca1;lhy = dashed red line; fkl = dashed blue line. Data taken from (A) [50]; (B) [78]; (C, D) [74]. (E-H) As in (A-D) for WT and prr9;7 data from LD cycles. prr9;7 data = dashed black lines, empty squares. Data taken from [50]. (I-L) Corresponding simulations of WT and prr9;7 to compare with (E-H). prr9;7 simulation = dashed black lines. Data is replotted from published figures, error bars of (A, B, E-H) are standard deviation, (C, D) standard error.

(albeit with different parameter values) such that transcription is repressed by both CCA1/LHY and EC, the model for FKF1 mRNA was able to provide a close match to the training data (WT and cca1;lhy mutant rhythms in SD; Figure 4.3b) and qualitatively similar rhythms to FKF1 transcription in an LD grown prr9;7 loss-of-function transgenic plant (compare Figures 4.3f & j). Such a match to the data
confirmed that this mechanism includes key features of the ‘true’ biological system
the model was constructed to describe. As both CDF1 and FKF1 transcription can be
simulated with this model, the use of data sets of CDF1 mRNA and FKF1 protein is
negated. Previous flowering models, such as the system presented in Chapter 3,
required these data sets as inputs to the model so that downstream components could
be simulated. Thus, this model now enables users to simulate the flowering system in
multiple photoperiods and circadian clock-related transgenic plants without the need
of acquiring data beforehand.

- ChIP assay shows CCA1 activity on the promoters of CDF1 and FKF1

To confirm the role of CCA1 in the regulation of CDF1 and FKF1 transcription, a
chromatin immunoprecipitation (ChIP) assay was conducted to determine whether
CCA1 is active on their promoters (as in Chapter 2, this is defined as either the
3000bp before the transcription start site or to the nearest gene; Figure 4.4a; D.R.
MacGregor, University of Exeter, unpublished). The previously published
observation of CCA1 activity on the GI promoter was confirmed as in Chapter 2
[179]. By comparing CCA1 activity at CBS sites in the promoters to exons in the
respective genomic regions of CDF1 and FKF1, the results confirm that CCA1 is
found to be significantly active on the promoters of CDF1 and FKF1 to regulate
transcription (Figure 4.4b). Thus, the hypothesis that CCA1 is important for the
correct regulation of CDF1 and FKF1 obtained from the modelling above is
confirmed experimentally.

Regulation of CO and FT transcription by the circadian clock

Now that the model accurately described the circadian regulation of CDF1 and FKF1
mRNA and could be simulated in multiple conditions, I wished to determine whether
simulated rhythms of CO and FT mRNA provided a qualitatively good match with
data from circadian clock mutants. The earlier model could not be tested in this way
due to the lack of appropriate input data sets, particularly FKF1 protein, in these
Figure 4.4: CCA1 is active on the promoters of CDF1 and FKF1. (A) Schematic of genomic regions of CDF1, FKF1 and GI that is used as a positive control. All regions in the promoter (a or b) confer the presence of CBS sites. Sites N are negative controls in the exons of each gene. (B) ChIP assay shows significant CCA1 activity at the CBS binding sites compared to the respective exons in two biological replicates. Welch tests were used for statistical analysis: (*) p < 0.1; (**) p < 0.05; (*** ) p < 0.005. Error bars represent standard error.

backgrounds. The motivation was to determine whether the circadian regulation of CDF1 and FKF1 transcription was sufficient to explain CO and FT mRNA profiles or whether further circadian-regulated components are missing from the system presented here. The model equations that describe CO and FT transcription were fitted to WT and an fkh loss-of-function mutant (Figure 4.3c & d). As the models of CDF1 and FKF1 mRNA were able to describe cca1;lhy and prr9;7 loss-of-function mutants in LDs, I compared simulation results of CO and FT mRNA in these backgrounds to published data. As seen in Figure 4.3k & l, simulations of CO and FT mRNA in the prr9;7 double mutant qualitatively match the data presented in Figure
Figure 4.5: Flowering model is unable to describe CO and FT mRNA in the cca1;lhy loss-of-function double mutant. Model simulations qualitatively compared to data for components of the flowering pathway under LD conditions. Data from WT are represented with solid lines and filled squares; cca1;lhy mutant are dashed lines and empty squares. Simulations are similarly represented with solid line for WT and dashed line for cca1;lhy. (A and D) Data and simulation of CDF1 mRNA. (B and E) Similar to (A, D) for CO mRNA. (C and F) Same for FT mRNA. Data taken from [50]. Error bars represent standard deviation.

4.3g & h [50]. Thus, it appears that regulation of CDF1 and FKF1 transcription is sufficient to describe the effects of PRR9 and PRR7 on the flowering pathway. Interestingly, though, LD simulations of CO and FT mRNA in cca1;lhy loss-of-function mutants were unable to provide a similar qualitative match with published datasets (compare Figures 4.5b & c with 4.5e & f). Simulations of both CDF1 and FKF1 mRNA are phase advanced in the cca1;lhy mutant background (Figure 4.3a & b and Figure 4.5a), resulting in an advanced phase of CO transcription in LDs (Figure 4.5e). However, our model is unable to match the continued increase of CO transcription during the second half of the day and the night period of LD diurnal
Figure 4.6: Comparison of results from previous flowering time model with new model. Key results of previous flowering model are recapitulated with LD simulations from the updated model presented here (Chapter 3, [153]). (A) CO mRNA simulated in WT (solid line) and fklf1 mutant (dashed line) are compared to data (WT = solid line, filled squares; fklf1 = dashed line; empty squares). (B) FT mRNA in WT, fklf1, CO-ox;fklf1 and CO-ox;CDF1-ox (error bars for this line were unavailable) lines are simulated and compared to data. WT and fklf1 lines are represented as in (A). CO-ox;fklf1 simulations = blue solid lines; data = blue solid lines; blue-filled triangles. CO-ox;CDF1-ox simulations = blue dashed lines; data = blue dashed lines; empty triangles. (C) FT mRNA in WT, fklf1, Δ(1) and Δ(2) fklf1-partial mutants (Chapter 3, [153]). Δ(1) = red solid line; Δ(2) = red dashed line. WT and fklf1 as in (A). Data from WT and fklf1 lines taken from [74]. Data from CO-ox;fklf1 and CO-ox;CDF1-ox taken from [153]. Error bars represent standard error.

cycles (compare Figure 4.5b & e). This discrepancy between the data and simulations of CO mRNA leads to a similar discrepancy of FT mRNA, such that simulated FT transcription starts to increase earlier in the day but does not continue into the second half of the day as seen in the data (compare Figure 4.5c & f). Since the simulations of CDF1 mRNA (Figure 4.5d) qualitatively match the data presented in Figure 4.5a, one could hypothesise that CCA1 & LHY plays a further role in the flowering system between CDF1 and CO transcription that is currently not described by the model presented here. These hypotheses will be elaborated on in the discussion section of this chapter.
Model predicts a novel CDF1-ELF3 interaction to describe the key flowering loss-of-function gi mutant

To ensure that the model described in this chapter was consistent with the model presented in Chapter 3, a number of the key flowering mutations were simulated. As shown in Figure 4.6a & b, the transcriptional rhythms of CO and FT were able to be described in the *fkf1*, CO-ox, CO-ox;fkf1 and CO-ox;CDF1-ox simulations as in the model of Chapter 3. Furthermore, in Figure 4.6c, the model constructed here was able to match the conclusions drawn in Chapter 3, namely that the CO-FKF1 interaction has a relatively larger role than the CDF1-FKF1 interaction in determining the correct levels of FT expression (this is shown by $\Delta(1)>\Delta(2)$, see Chapter 3 for details). Interestingly, though, the key flowering *gi* loss-of-function mutant was not well described by the model of CO and FT mRNA (compare the dashed red line of Figure 4.7c & d with g & h, respectively). The high amplitude rhythms of simulated CO mRNA correlate with the low amplitude rhythms of CDF1 protein (Figure 4.7f) despite there not being a great change in CDF1 transcription between WT and *gi* simulations (Figure 4.7e). Thus, one of two possible mechanisms could occur that would result with minimal simulated transcription of CO in *gi* mutants, as described by the data (Figure 4.7c & g): either CDF1 inhibition of CO mRNA is increased in the absence of GI such that low levels of CDF1 have increased activity, or; CDF1 protein maintains the same strength of inhibition of CO transcription in WT and *gi* mutants, but CDF1 protein levels are increased. In the model of CO transcription presented in Chapter 3, the *gi* loss-of-function mutant was accurately described as GI played a role in directly regulating CO mRNA in conjunction with CDF1 (see equation 3.2). However, due to the lack of quantified data it was unknown whether the model correctly described the regulation of CDF1 protein in *gi* loss-of-function transgenic plants. Therefore, to determine whether CDF1 protein levels of activity were increased in the absence of GI function an experiment conducted by Dr. Young Hun Song (University of Washington, USA, unpublished) obtained quantified protein levels of CDF1 in a 35S:HA-CDF1;*gi*-2 transgenic plant (labelled CDF1-ox;*gi* in Figure 4.7b; [81]). The data of Figure 4.7b
Figure 4.7: ELF3 regulation of CDF1 protein required for correct qualitative description of gi mutant. (A) Schematic of ELF3-GI-CDF1 interaction. GI and ELF3 antagonise each others stability and function. GI degrades CDF1 protein, whilst the model proposes that ELF3 stabilises CDF1 levels. CDF1 then inhibits transcription of CO and FT. (B) CDF1 protein data in 35S:HA-CDF1 (CDF1-ox; black lines, filled squares) and 35S:HA-CDF1/gi-2 mutant (CDF1-ox/gi-2; red lines, filled triangles) in LD. (C) CO mRNA data from LD in WT (black line, filled squares), gi-2 (red line, filled triangles) and elf3 (blue line, filled diamonds). Data from [77] = solid line (error bars were unavailable); [81] = dashed line. (D) FT mRNA in WT and elf3 as in (C). (E) Simulations of CDF1 mRNA from LD in WT (black line), gi (red line) and elf3 (blue line) mutant. (F-H) Simulations of (F) CDF1 protein, (G) CO and (H) FT mRNA from LD in WT, gi and elf3 as in (E). Red dashed line is simulation of gi mutant without the ELF3-CDF1 interaction. Error bars represent standard error.

show that CDF1 protein levels follow a shallow rhythm with a higher mean expression level in the 35S:HA-CDF1;gi-2 transgenic line compared to 35S:HA-CDF1. This suggests that the low expression level and shallow rhythms of CO mRNA in gi loss-of-function mutants occur due to increased CDF1 protein levels, rather than activity (Figure 4.7c and equation 4.5). As the model could not describe the increased levels of CDF1 protein in gi mutants, this implied that the system was
Figure 4.8: Model describes photoperiodic flowering through accumulation of FT transcript. (A) FT\textsubscript{AREA} calculated from simulations of WT (black line, filled squares), elf3 (blue line, filled circles) and prr9;7 loss-of-function mutants (red line, filled diamonds) across a range of photoperiods. (B) Using FT\textsubscript{AREA} from WT simulations, the model is able to match flowering data from [72]. Error bars represent standard deviation.

missing a positive regulator of CDF1 protein, whose role becomes more relevant in the absence of GI protein activity.

A candidate for such a role in this system is ELF3. Studies have shown that ELF3 acts antagonistically against GI, and that the ELF3-GI interaction may be mediated in part by COP1 [12, 34]. Furthermore, manual searching of the CO and FT promoter amplicons that have been shown to be targeted by CDF1 and GI also contained partial LBS that are currently considered to be required for EC, and ELF3, function on target promoters [25, 28]. These amplicons contained 5/6 nucleotides required for a full consensus LBS sequence (LBS underlined: CO – amplicon 9: 5’-GCTAGATTCGTTTTATCTCTTGGC-3’; [81]; and FT – amplicon 12: 5’-GTATCATAGGCATGAACCCTCT-3’; amplicon 13: 5’-AGAGGGTTCATGCTATGATAC-3’; [153]). By adding a CDF1-ELF3 interaction into the dynamics of CDF1 protein (equation 4.2) such that ELF3 stabilises CDF1 protein (as shown schematically in Figure 4.7a), the model simulations were able to qualitatively describe the shallow rhythm, high mean expression levels of CDF1
protein in the *gi* mutant (compare Figure 4.7b & f). As a consequence, *CO* and *FT* mRNA rhythms were correctly described in both the *gi* and *elf3* loss-of-function mutants (Figure 4.7g & h). The results of our simulations suggest that the ELF3-GI interaction may play an important role in flowering through regulation of CDF1 protein levels (Figure 4.7a).

**Circadian clock measurement of day-length regulates photoperiodic flowering**

The model presented in this chapter is the first full model of flowering that is able to describe the key perturbations to the circadian clock, such as changes in photoperiod and loss-of-function mutations in circadian clock components. Hence, the model is able to accurately match data that shows the days taken for Arabidopsis plants to flower in a number of different photoperiods (Figure 4.8b; [72]). Similarly, simulations of flowering phenotypes from a number of perturbations to the system also match published phenotypes (as seen in Table 4.I). Furthermore, perturbing the circadian clock through *prr9;7* and *elf3* loss-of-function mutants allows the model to predict the effects that removal of these components would have on photoperiodic flowering (Figure 4.8b). Thus, the model shows that removal of ELF3 leads to *FT* AREA increasing linearly with photoperiod rather than the non-linear manner seen in WT simulations.

**Warm, ambient temperatures increase expression of FT mRNA in LDs**

As discussed in the introduction to this chapter, under SD conditions, the acceleration of flowering caused by an increase in growth temperature (from ~22°C to ~27°C) is primarily due to PIF4 activation of *FT* transcription in a manner considered to be independent of the CO- and photoperiod-dependent pathway modelled in this chapter. To determine whether the same mechanism regulates temperature dependent flowering in LD, collaborators from Dr. Karen Halliday's group (University of Edinburgh, UK) tested rhythms of *CO* and *FT* mRNA in LD at 22°C and 27°C in both WT and *pif4;5* loss-of-function double mutant plants (Figure 4.9a, b; K. Stewart, G. Steel, J. Foreman, University of Edinburgh, unpublished). As can be seen in Figure 4.9a, rhythms of *CO* mRNA are similar in all the tested
<table>
<thead>
<tr>
<th>System Perturbation</th>
<th>Short Days</th>
<th>Long Days</th>
<th>Reference Publication(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>cca1;lhy</td>
<td>E (E)</td>
<td>D (~WT)</td>
<td>[18]</td>
</tr>
<tr>
<td>prr9;7</td>
<td>D (D)</td>
<td>D (D)</td>
<td>[50]</td>
</tr>
<tr>
<td>elf3</td>
<td>E (E)</td>
<td>E (E)</td>
<td>[34, 77]</td>
</tr>
<tr>
<td>ztl</td>
<td>E (E)</td>
<td>E (~WT)</td>
<td>[77, 110, 212]</td>
</tr>
<tr>
<td>gi</td>
<td>D (D)</td>
<td>D (D)</td>
<td>[34, 83]</td>
</tr>
<tr>
<td>fkf1</td>
<td>D (D)</td>
<td>D (D)</td>
<td>[90]</td>
</tr>
<tr>
<td>CO-ox</td>
<td>E (E)</td>
<td>E (E)</td>
<td>[153]</td>
</tr>
<tr>
<td>CO-ox;CDF1-ox</td>
<td>E (E)</td>
<td>D (~WT)</td>
<td>[153]</td>
</tr>
<tr>
<td>cdf</td>
<td>E (E)</td>
<td>E (E)</td>
<td>[83]</td>
</tr>
<tr>
<td>pif4;5</td>
<td>D (D)</td>
<td>D (ND)</td>
<td>[174]</td>
</tr>
<tr>
<td>cop1</td>
<td>E (E)</td>
<td>D (~WT)</td>
<td>[34]</td>
</tr>
</tbody>
</table>

Table 4.1: Predicted flowering phenotypes of transgenic plants in SD (8L:16D) and LD (16L:8D) simulations compared to WT. Phenotypes given in brackets are the phenotypes observed in reference publications. E = Early flowering; D = Delayed flowering; ND = Not Determined.

conditions suggesting that PIF4/5 and temperature do not greatly alter the regulation of CO transcription. Conversely, in Figure 4.9b, levels of FT mRNA from WT plants between ZT8 and ZT16 are greater in plants grown at 27°C compared to 22°C. This effect is partially dependent on PIF4/5, as the rise of FT mRNA is less substantial at ZT12 in the pif4;5 double mutant at 27°C compared to WT levels (Figure 4.9b). This suggests that the temperature response of FT mRNA is not completely dependent on PIF4/5, as is evident by the remaining temperature sensitivity of the pif4;5 double mutant, and indeed the greater temperature induction of FT mRNA observed during the early day of pif4;5 transgenic plants grown at 27°C compared to those grown at
Figure 4.9: PIF4/5 regulates FT mRNA with CO protein in LD across temperatures. Data for (A) CO mRNA and (B) FT mRNA were obtained in WT (22°C: solid black line, filled squares; 27°C: solid red line, filled circles) and pif4;5 mutants (22°C: dashed black line, empty squares; 27°C: dashed red line, empty circles) under LD conditions. (C) Simulations of FT mRNA in WT (solid line) and pif4;5 mutant (dashed line) in LD at 22°C (black lines) and 27°C (red lines). Simulations of 27°C modelled by $g_9 = g_9/10$. (D-F) Data of (D) CO mRNA, (E) CO protein and (F) FT mRNA in WT (black dashed lines, filled squares) at 22°C and 35S:3HA-CO at 22°C (black solid line, filled squares) and 27°C (red solid lines, filled circles). (G) Simulated amounts of FT transcript produced in SD (8L:16D) conditions in WT and pif4;5 at 22°C (black bars) and 27°C (red bars), comparable to (H) data from [174] (black bars = 22°C, grey bars = 27°C) in SDs. Error bars represent (A, B, D-F) standard error and (H) standard deviation.
Moreover, the difference in *FT* mRNA rhythms from WT and pif4;5 backgrounds between ~ZT4-16 at 22°C shows that PIF proteins also play a limited role in the correct regulation of *FT* mRNA at cooler temperatures in LD conditions (Figure 4.9b).

The data suggested that the temperature regulation of *FT* mRNA occurs in the absence of PIFs specifically between ZT8 and ZT16, the time when the CO-dependent photoperiod pathway is active. Interestingly, the specific timing for temperature regulation of *FT*, and not *CO*, mRNA suggests that temperature regulates flowering downstream of *CO* transcription. A model of *FT* transcription that took into account the role of PIF4/5 in *FT* regulation at 22°C and made levels of CO protein temperature sensitive (decreasing parameter g₉ 10-fold between 22°C and 27°C in equation 4.7) allowed the model simulations to qualitatively match the data presented here (compare Figure 4.9b & c). The model derived prediction that CO protein is temperature sensitive was validated experimentally by Assistant Prof. Takato Imaizumi’s group (University of Washington, unpublished) who showed that CO protein, in a 35S:3HA-CO overexpressing transgenic plant, is more stable between ~ZT4-12 of 27°C LDs compared to 22°C LDs despite little change in the mRNA level (Figure 4.9d & e). The higher level of CO protein then corresponds to higher expression of *FT* mRNA at these times in 27°C grown plants compared to those grown at 22°C (Figure 4.9f). Interestingly, simulating the same conditions in SD provided a qualitatively similar result to what has been observed experimentally (Figure 4.9g & h; [174]). In SD, expression levels of *FT* mRNA are increased at 27°C compared to 22°C and this increase is dependent on PIF4 activity, which does not greatly regulate *FT* expression at 22°C. This qualitative similarity to the data supports the view that part of the PIF4 regulation of *FT* transcription does occur through an interaction with the CO-FT pathway.

**Discussion**

In this chapter I have developed on the model presented in Chapter 3 to achieve two goals: first, to connect *CDF1* and *FKF1* transcription to the ‘Pokhilko2011’ circadian
clock model and; second, to test the mechanism regulating temperature-induced acceleration of flowering through increased expression of $FT$ mRNA. By building a model describing the circadian regulation of $CDF1$ and $FKF1$ transcription, the model presented here does not require data sets to be input into the system to function, unlike the model of Chapter 3 (see Figure 4.1). Furthermore, this allows for the model to simulate multiple perturbations to the circadian clock system, such as different photoperiods and loss-of-function mutations that have not been able to be simulated by previous models of photoperiodic flowering (Figures 4.3 and 4.5-4.8). The inclusion of model components that are temperature sensitive is also the first mathematical analysis to link temperature with the photoperiodic CO-$FT$ molecular pathway that regulates flowering.

The additional connections of the circadian clock to $CDF1$ and $FKF1$ transcription were constructed based on the currently available published data sets and observations. Thus, $CDF1$ transcription was postulated to be inhibited by the PRR protein family, but also activated by CCA1 & LHY. This mechanism correctly described the rhythms of $CDF1$ mRNA from SD and LD conditions in WT, $cca1;lhy$ and $prr9;7$ plants (Figure 4.3a & i; [31, 50, 78]). Based on the observations that $FKF1$ transcription is seemingly under the control of a similar mechanism that regulates $GI$ transcription, the model of $FKF1$ regulation had transcription inhibited by both CCA1/LHY and EC. This model was able to correctly describe the effects of $cca1;lhy$ and $prr9;7$ loss-of-function mutants compared to WT rhythms, that were similarly timed to rhythms of $GI$ (Figure 4.3b & j; [50, 78, 80]). Furthermore, the regulation of both $CDF1$ and $FKF1$ transcription by CCA1 was validated experimentally, by showing CCA1 activity at CBS sites lying upstream of their respective transcription start sites (Figure 4.4; D.R. MacGregor, University of Exeter, unpublished). Through these connections the simulations of CO and $FT$ transcription in the $prr9;7$ loss-of-function mutant were qualitatively similar to published data (Figure 4.3k & l; [78]).

Interestingly, though, simulations of CO and $FT$ mRNA in the $cca1;lhy$ loss-of-function double mutant were unable to qualitatively match published data sets
(Figure 4.5e & f). Despite CDF1 mRNA being described by the presented model in LD conditions in both WT and cca1; lhy mutant, rhythms of CO mRNA were unable to maintain a high level of expression (Figure 4.5e). The lack of simulated CO mRNA in the cca1; lhy mutant then leads to an under-estimate of FT mRNA compared to the published data that shows a large increase in FT expression (compare Figure 4.5c & f). Thus, it seems likely that CCA1 or LHY play a further role in the flowering system by inhibiting CO and FT mRNA directly. As the model describes CDF1 mRNA correctly in the cca1; lhy mutant, the role of CCA1 or LHY on CO and FT mRNA must, logically, be either downstream of CDF1 mRNA or in an independent parallel pathway. In the model presented here this opens up two possibilities. First, CCA1 or LHY might be part of the circadian regulation of CDF1 protein. Interestingly, ELF3 and CCA1 have been observed to interact in vivo, and it may be through this interaction that CCA1 regulates CDF1 [212]. Second, CCA1 or LHY might be part of the unknown NP mechanism (see Figure 4.1) that regulates the night-time peak of CO mRNA expression. Recently, two protein groups, LOV1 and FBH1/2, have been found to regulate the night-time peak of CO mRNA and it may be through these that CCA1 & LHY plays a secondary role in the flowering system [84, 85].

Further to the incorrect rhythms of CO and FT mRNA in simulated cca1; lhy mutants, the model was also unable to accurately describe CO and FT transcription in gi loss-of-function mutants due to low levels of simulated CDF1 protein (Figure 4.7; [73, 81, 83]). Thus, I hypothesised that CDF1 protein levels or activity must be enhanced in gi loss-of-function transgenic plants such that CO transcription is suppressed. Experimental evidence showed that CDF1 protein levels in the 35S:HA-CDF1;gi-2 line are greater than those in the 35S:HA-CDF1 background (Figure 4.7b; Y.H. Song, University of Washington, unpublished; [81]). Thus, low levels of CO mRNA in gi loss-of-function transgenic plants are a result of increased levels of CDF1 protein. However, this suggested that the model was missing a component that stabilised CDF1 protein in the gi loss-of-function mutant. One candidate for such a role is ELF3 due to the antagonistic relationship between ELF3 and GI [34]. Including this mechanism into the model produced simulations of CDF1 protein and
CO & FT transcription in the gi loss-of-function mutant that are comparable with the data (Figure 4.7). Thus, the model presented here makes the hypothesis that ELF3 plays a role in the regulation of GI-CDF1 interactions, resulting in high levels of CDF1 protein in the gi mutant (Figure 4.7a). To confirm the regulation of CDF1 protein stability by ELF3 further experiments would need to be conducted to test whether a direct interaction occurs between ELF3 and CDF1, whether this interaction is dependent on the absence of GI, and how the diurnal rhythm of CDF1 protein is altered in an elf3 loss-of-function transgenic plant. Since ELF3 has been shown to interact with phyB, the key red light photoreceptor (see Chapter 1), and play a role in the circadian clock through the EC, this mechanism may present another mechanism through which the circadian clock and light signalling can finely tune the flowering process [12, 25, 214, 215].

As the model presented here is able to describe FT transcription in a range of photoperiods and a number of transgenic lines where components of both the circadian clock and flowering pathway are perturbed (Figure 4.8 and Table 4.1), I wished to add the regulation of FT mRNA across temperatures. By including the temperature regulation of flowering, this model represents a first step towards constructing an artificial molecular system that may describe flowering in more natural conditions where light and temperature sources are not constant throughout a day. The temperature-induced acceleration of flowering is due to an increase of FT mRNA that is partially dependent on PIF4 activity and is thought to be independent of CO function [173, 174]. In order to determine whether this is the case, experiments were conducted in LDs when CO is the key regulator of FT transcription (K. Stewart, G. Steel, J. Foreman, University of Edinburgh, unpublished). The results highlighted that FT mRNA rhythms are temperature sensitive in the pif4;5 double mutant, suggesting that another regulator of FT transcription is able to mediate the temperature-induced increase in FT mRNA levels (Figure 4.9b). In the model presented here, I have hypothesised that CO is a temperature-sensitive regulator of FT mRNA such that when plants are grown at 27°C the regulation of FT transcription by CO protein is increased. This prediction was validated experimentally by Assistant Prof. Takato Imaizumi’s group (University of
Washington, unpublished; Figure 4.9d-f). Further to this, the model also predicted that a CO-PIF interaction would be able to explain a proportion of the temperature response of $FT$ mRNA seen in both SD and LD growth conditions (Figure 4.9c, g & h; [174]). To test this hypothesis, experiments would need to be conducted to test whether CO and PIF4 directly interact. Interestingly, PIFs have already been shown to interact with the CCT domain of TOC1 protein, which is also present in the CO protein structure [216, 217]. Thus, it seems reasonable to suggest that PIFs may also regulate CO through the CCT domain. Furthermore, an interaction between CO and PIFs may form part of the light regulation of CO protein that has been shown to be degraded quickly in red light and is under the control of phytochrome signalling [86, 153].

In this chapter, I have introduced a more complete model of the photoperiodic flowering pathway. From this system I have derived hypotheses that ELF3, CCA1 and LHY may play a role in the regulation of CDF1 protein and that CO protein is important for the temperature sensitivity of LD flowering through $FT$ transcription. These hypotheses should be tested experimentally in future to enhance our understanding of the circadian- and temperature-regulation of flowering. In the next chapter I shall discuss on-going work as part of the ROBuST project that is looking at specific mechanisms through which red light and temperature directly regulates the circadian clock.
Chapter 5: Red light and temperature signals regulate the circadian clock of Arabidopsis thaliana

In the previous chapters I have concentrated on how light and temperature are able to regulate plant growth and development through specific mechanisms that are outputs of the circadian clock. However, as mentioned in Chapter 1, temperature and light signalling also play an important role in regulating the circadian clock itself. Yet, across a range of light intensities and temperatures the period length of the circadian clock is maintained at ~24hrs [8–10]. This process is referred to as ‘compensation’. In this chapter, data sets produced by Dr. Karen Halliday’s group (University of Edinburgh, UK) will be examined to investigate this problem. Using the most recent mathematical model of the circadian clock, the ‘Pokhilko2012’ model, I will go on to propose a mechanism through which both red light and temperature may regulate plant development [39].

Light regulation of the circadian clock

As discussed in Chapter 1, the key red light photoreceptor, phyB, seems to have two effects on circadian rhythms. First, when de-etiolated plants are exposed to red light for the first time, acute ‘bursts’ of transcription of CCA1, LHY, GI, and PRR9, as well as the clock regulated CAB2 are observed [23, 142–145]. These acute ‘bursts’ are partly under the control of phyB and are proposed to occur due to histone modifications, whereby acetylation of histone markers H3K9 and H3K27 near transcription start sites correlates with the ‘turning on’ of gene expression [143, 145]. Second, the circadian rhythms following the acute ‘bursts’ of gene expression have altered amplitudes compared to WT rhythms. In red light, phyB loss-of-function mutants have lower amplitude rhythms with a larger effect under constant red light conditions compared to red 12L:12D diurnal cycles [143]. Furthermore, period lengths of circadian rhythms from phyB loss-of-function transgenic plants are longer than WT plants when grown in fluences of constant red light greater than ~1µmol m⁻²
s\(^{-1}\) [9, 10]. In order to simplify the problem investigated in this chapter, I shall concentrate on finding a mechanism that can explain the impact of phyB loss-of-function mutants on amplitude changes of red light diurnal rhythms and the long period phenotype seen in constant red light.

Interestingly, nearly all of the key circadian clock components have been linked to the phyB-dependent light-regulation of the circadian clock. The key morning-expressed protein, CCA1, has been shown to interact with the light-stable HY5 protein [211, 218]. HY5 has been proposed to act downstream of phytochromes in light signalling, interacting with PIF1/3 proteins and regulating the light-induced acute responses of gene expression [130, 219]. As discussed in Chapter 1, the PIFs are key members of red light signalling through their interaction with phyB [132, 137, 138]. Similarly to HY5, the PRR protein TOC1 has been shown to interact with PIF proteins through its C-terminal domain [216, 217]. Further PRRs have also been implicated in red light signalling. Notably, the prr7 loss-of-function and PRR5-ox mutations are unable to suppress the phenotypes of phyB loss-of-function transgenic plants supporting a mechanism where PRRs act downstream of phyB [178, 220]. Furthermore, transgenic plants that overexpress PRR5 mRNA do not respond to changes in red and far-red light, in a similar manner to phyB mutants [221]. In addition, red light leads to the fast degradation of PRR5 protein compared to other light conditions [107, 222]. As well as the day-time circadian clock components, the important evening gene ELF3 has been shown to directly interact with phyB in vitro, but the two genes may act independently in the regulation of hypocotyl elongation and flowering time [214, 215]. Interestingly, loss-of-function elf4 and gi mutants have been shown to alter red light-signalling pathways and alter the circadian clock. Since ELF3 interacts with ELF4 and GI, as well as phyB, then ELF4 and GI may modulate red light signalling downstream of phyB-ELF3 interactions [25, 34, 223–225]. Thus, the published literature seems to suggest the existence of many mechanisms through which the circadian clock is regulated by phyB.
Temperature and phyB

As discussed in Chapter 1, temperature effects on chemical reactions are generally thought to be approximated by the Arrhenius equation, such that reaction rates are increased by a factor of 2 as temperature rises by 10°C (this is known as the Q_{10} value). phyB has been implicated in temperature signalling with observations that warm temperature promotion of flowering is enhanced in phyB loss-of-function mutants [149]. Similarly, the difference in hypocotyl lengths of phyB loss-of-function plants grown at 22°C and 28°C is greater than that of WT plants, suggesting that phyB partially suppresses temperature-mediated elongation [161]. Interestingly, recent analysis shows that phyB mutant plants have a reduced sensitivity to changing red light photoperiods and may not sense diurnal changes in temperature [146, 175]. Thus, it seems reasonable that phyB plays a role in mediating temperature, as well as red light, signalling in plants. However, whether phyB plays a role in the temperature regulation of the circadian clock is unknown. One of the key properties of circadian clocks is that they are temperature compensated such that the period of the clock is maintained at ~24hrs across a range of ambient temperatures [6–8]. In this chapter I will present data looking at how phyB alters the red light diurnal rhythms of clock components. By manipulating the existing circadian clock model to qualitatively match the data, I will hypothesise the mechanisms through which phyB plays a role in regulating the circadian clock at 22°C. Finally, as phyB has been shown to play a role in temperature signalling, data will be presented showing the effects of removing phyB function from the circadian clock at 27°C. A mechanism through which phyB regulates plant development across temperature ranges will then be discussed.

Methods

Experimental Methods

Experimental procedures were conducted by Dr. Julia Foreman from Dr. Karen Halliday’s group (University of Edinburgh, UK). BioDare’s FFT-NLLS analysis was
conducted by Dr. Tomasz Zielinski from Prof. Andrew Millar’s group (University of Edinburgh, UK).

- **Growth Conditions**

Seeds were surface sterilised then 30-40 seedlings were sown on 55 mm diameter plates containing half-strength MS media (Melford, Ipswich, UK), pH 5.8, and 1.2% agar without added sucrose. WT and phyB-9 seeds in the Col-4 (Columbia) accession of *Arabidopsis thaliana* were stratified at 4°C for 3 days and then grown for 7 days in 12L:12D white-light cycles (80 μmol m⁻² s⁻¹ from cool white fluorescent tubes) and then transferred to 12L:12D red-light (40 μmol m⁻² s⁻¹) at 22°C and 27°C. For chromatin immunoprecipitation experiments, seedlings were harvested on the 6th day after transfer to red L:D cycles at ZT8, 12, 16 and 20 (ZT = zeitgeber time, ZT0 = dawn). For RNA analysis, seedlings were harvested on the 14th day after transfer to red L:D cycles from triplicate samples at ZT0, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22 and 24 into RNAlater solution (Sigma-Aldrich, Gillingham, UK). The plants were left overnight at 4°C in the RNAlater solution to allow full penetration into the tissue [23].

- **RNA Extraction**

RNA was extracted from the plant tissue using the Illustra RNAspin 96 RNA isolation kit (GE Healthcare, Chalfont St. Giles, UK) manually, as described [210]. Purified total RNA (1 μg) was reverse transcribed into cDNA using SuperScript VILO cDNA synthesis kit with oligo dT primers (Invitrogen/Life Technologies, Paisley, UK) according to the manufacturer's instructions. cDNA was diluted 1/10 and 1 μl used for subsequent qRT-PCR.

- **Gene expression analysis**

qPCR reactions were set up using a liquid handling robot (freedom Evo, TECAN, Reading, UK) and run in a Lightcycler 480 system (Roche, Burgess Hill, UK) using LightCycler 480 SYBR green master mix (Roche, Burgess Hill, UK). Data was
analysed with Roche Lightcycler 480SW 1.5 using relative quantification based on the 2nd derivative maximum method. Each cDNA sample was assayed in triplicate. The primers used for this experiment can be found in Appendix C. Transcript levels were normalized to ACT7 expression [192].

*Computational Methods*

The ‘Pokhilko2012’ circadian clock model (see Chapter 1) was simulated using the ode15s differential equation solver on Matlab R2008b (Mathworks, Cambridge, UK; [39]). This clock model also includes induction of TOC1 mRNA by abscisic acid (ABA). However, removing this term does not alter the dynamics of the clock system.

The SASSy (Sensitivity Analysis Software for Systems) Matlab toolbox was used to find the parameters that are able to alter the amplitude of diurnal oscillations without changing the phase (Warwick University, UK; [226]). This analysis outputs how the phase, P, and amplitude, A, of simulations change due to perturbations in parameter values, k_j. Relevant parameters were selected based on minor changes in the phase (abs(k_j dP/dk_j) < 0.01) with no change or a decrease in amplitude (k_j dA/dk_j < 0.005) for simulated rhythms of all mRNA components in the ‘Pokhilko2012’ clock model.

Period analysis of simulations was conducted using the FFT-NLLS (Fast Fourier Transform – Non Linear Least Squares) analysis on the BioDare data repository (www.biodare.ed.ac.uk; [227]).

*Results*

*phyB regulates the circadian clock in red light diurnal cycles*

As discussed above, previous studies have shown that phyB regulates the period of the circadian clock in constant red light, such that rhythms have a longer period in phyB loss-of-function plants [9, 10]. To further investigate the mechanism through
which phyB regulates components of the circadian clock, mRNA rhythms were obtained in red light 12L:12D diurnal cycles at 22°C (J. Foreman, University of Edinburgh, unpublished; Figure 5.1 and Figure C.1, Appendix C). As seen in Figure 5.1, the amplitudes of mRNA rhythms are lower in phyB loss-of-function mutants compared to WT. Thus, to hypothesise potential phyB-dependent mechanisms within the circadian clock mechanism, I manipulated the ‘Pokhilko2012’ circadian clock model (that was constructed to describe plants grown at ~22°C under predominantly white light) to find a mechanism that would provide low amplitude rhythms of
components in diurnal cycles and long period phenotypes in constant light [39]. As stated in Chapter 1, this clock model incorporates the EC and transcriptional inhibition of CCA1/LHY, PRR9, PRR7, PRR5, GI, ELF4 and LUX transcription by TOC1 protein.

Parameter scanning highlights two potential mechanisms that provide simulations with a qualitative match to phenotypes of phyB loss-of-function mutants

To determine the potential phyB-dependent mechanisms within the circadian clock, two methods were used to find simulations that would decrease the amplitude of the majority of clock components in 12L:12D diurnal cycles. If these parameter changes also led to a long period phenotype in constant conditions then they can be postulated as being part of a phyB-dependent mechanism. A similar methodology was recently used to highlight how temperature- and blue light-signalling regulates the circadian clock [8]. However, in this example, only parameters that were already regulated by light were analysed. To determine whether it is possible for light to regulate the circadian machinery through a novel mechanism not already included in the mathematical clock model, I analysed the change in mRNA dynamics for any parameter change.

The first method was to manually alter the parameters of the circadian clock model between 0% and 100% (in 25% increments) of their published values (Figure 5.2a). The parameters that describe the acute light response of CCA1/LHY, PRR9, and GI transcription were automatically set to half of their published values in line with the observed acute response of CAB2 luciferase constructs that is approximately halved in phyB loss-of-function transgenic plants [143]. In doing this, increasing the concentration of the EC, by decreasing the complexes rate of degradation, led to the suppressed amplitude rhythms of circadian clock components seen in phyB loss-of-function mutants in diurnal cycles (Figure 5.2a). In the current circadian clock model EC degradation is indirectly regulated by light. However, EC dynamics are strongly governed by processes that are known to be biologically light regulated. One such mechanism is the degradation of ELF3 by COP1 [34]. COP1 has been shown to
Figure 5.2: Parameter scanning to find potential phyB-dependent mechanisms in the circadian clock. (A) Simulations of mRNA components of clock model, e.g. TOC1, were examined when individual parameters, e.g. n₆ (light-dependent COP₁₆ to COP₁₇ transition), of the clock model were perturbed from original value (black line) in 25% increments (75% = blue line; 50% = red line; 25% = yellow line; 0% = cyan line). (B) Output of SASSy toolbox showing how changes in individual parameters, kᵢ, alters amplitude, A, and phase, P, of individual components of the circadian clock model (red dots represent changes in variables in response to parameter changes, see Computational Methods). (C) As in (B) for squared region. Black dots = n₆ (light-dependent COP₁₆-COP₁₇ switching); cyan dots = p₄ (TOC1 translation rate); blue dots = m₆, m₇, m₈ (TOC1 protein degradation).

translocate from the cytosol into the nucleus of plant cells during periods of darkness [228]. The action of COP1 has been proposed to be light dependent due to interactions with CULLIN 4 (CUL4), a component of an E3 ligase, and SUPPRESSOR OF PHYA (SPA) proteins [211, 229, 230]. The proposed mechanism is that during the day CUL4 is active to degrade target proteins, whilst at night COP1 takes on this function to degrade the same targets (termed as COP₁₆ and COP₁₇ in the ‘Pokhilko2012’ model, respectively; [12, 39, 211]). Therefore, the dynamics of
ELF3 protein levels, and the EC, are regulated by the light-dependent \( \text{COP1}_d - \text{COP1}_n \) switch [34, 39]. The example highlighted in Figure 5.2a shows that by decreasing the rate of light-dependent switching between \( \text{COP1}_d \) and \( \text{COP1}_n \) action, leading to decreased \( \text{COP1}_d \) activity and increased \( \text{COP1}_n \) function, results in increased concentrations of the EC and a suppression of \( \text{TOC1} \) mRNA amplitude.

To support this observation, a more theoretical approach was taken with the SASSy software [226]. Using this toolbox, it is possible to find parameters that, when altered, lead to changes in amplitude without changing the phase of diurnal rhythms (see Computational Methods). Performing this analysis found three clusters of parameters that, when altered, suppress the amplitude of clock components without altering the phase (Figure 5.2b). This analysis indicated that parameters related to EC dynamics (including the \( \text{COP1}_d - \text{COP1}_n \) switch as shown in Figure 5.2c), GI-ZTL interactions and TOC1 protein levels could alter amplitude without greatly changing phase. As GI-ZTL dynamics are blue light-dependent, these parameters will be ignored in the following analysis [33]. Figure 5.2c shows how changing the parameter values for the \( \text{COP1}_d - \text{COP1}_n \) switch (\( n_6 \), black dots), TOC1 translation rate (\( p_4 \), cyan dots) and TOC1 degradation (\( m_6, m_7, m_8 \), blue dots) lead to phase and amplitude changes in the mRNA components of the circadian clock model. Thus, increasing the rate of \( \text{COP1}_d - \text{COP1}_n \) switching does not greatly alter the phase or amplitude of clock components (as seen in Figure 5.2a), whilst increasing the TOC1 translation rate or protein degradation rate can lead to decreased or increased amplitude of clock components, respectively, with a smaller effect on phase altering phase. Thus, this analysis provides the hypothesis that PRR genes, like TOC1, play a role in phyB signalling [217, 220, 221]. Interestingly, PRR5 protein has been shown to be degraded at a similar rate in red light as in darkness [107, 222]. Dark-dependent degradation of PRR5 and TOC1 has been shown to be ZTL-dependent, however the mechanism that leads to red light-mediated degradation of PRR5 is yet to be discovered [32, 107]. By increasing TOC1 translation rate and decreasing acute light activation of \( \text{CCA1/LHY}, \text{PRR9} \) and \( \text{GI} \) transcription, the ‘Pokhilko2012’ model is able to capture the low amplitude diurnal rhythms of clock components (Figure 5.3a-d and Figure C.2, Appendix C). Furthermore, these parameter changes result in
Figure 5.3: Simulations of phyB loss-of-function mutant through TOC1 overexpression at 22°C. Simulations of red light 12L:12D diurnal cycles of
cycles of (A) CCA1, (B) PRR9, (C) TOC1, and (D) LUX mRNA in WT (black line) and phyB loss-of-function mutant (red line). (E) Simulation of CCA1 mRNA in constant red light conditions. Period lengths calculated by FFT-NLLS.

Simulations that mimic the long period phenotype of phyB loss-of-function transgenic plants (Figure 5.3e). However, the ~4hr period lengthening of phyB simulations is approximately double what has been observed experimentally [9, 10]. The altered model parameter values for these simulations are given in Table 5.I. Thus, from the analysis of the circadian clock model presented here, one can hypothesise that phyB-signalling plays a role in the red light-mediated degradation of TOC1 protein such that TOC1 protein levels are overexpressed in the absence of phyB.

phyB maintains a role in the circadian clock at 27°C

To look at whether phyB plays a role in the temperature regulation of the circadian clock machinery, transcription profiles of clock components were obtained at 27°C (J. Foreman, University of Edinburgh, unpublished). Previous reports have shown that phyB inhibits temperature responses such that when phyB function is removed,

<table>
<thead>
<tr>
<th>$k_j$</th>
<th>Parameter Function</th>
<th>WT value</th>
<th>phyB value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_1$</td>
<td>Acute light activator of $CCA1/LHY$ transcription</td>
<td>1.2</td>
<td>0.6</td>
</tr>
<tr>
<td>$q_2$</td>
<td>Acute light activator of $GI$ transcription</td>
<td>1.56</td>
<td>0.78</td>
</tr>
<tr>
<td>$q_3$</td>
<td>Acute light activator of $PRR9$ transcription</td>
<td>3</td>
<td>1.5</td>
</tr>
<tr>
<td>$m_{11}$</td>
<td>Degradation of acute light activator</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>$p_4$</td>
<td>TOC1 translation rate</td>
<td>0.5</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.I: Changes in parameter values to describe the phyB loss-of-function mutant by TOC1 protein overexpression.
Figure 5.4: Regulation of the circadian clock by phyB at 27°C. As in Figure 5.1 for red light 12L:12D diurnal cycles at 27°C. Data from Figure 5.1 shown with empty symbols and dashed lines. Error bars represent standard error.

temperature effects are enhanced [149, 161]. Comparing the expression of clock components in WT rhythms at 22°C and 27°C showed that the amplitude of gene expression was decreased in the warm, in a similar manner to the removing of phyB at 22°C (Figure 5.4 and Figure C.3, Appendix C). However, the amplitude of diurnal rhythms of the clock components does not always decrease further in phyB loss-of-function transgenic plants grown at 27°C. In some cases, such as CCA1 and PRR9 mRNA, the amplitude does decrease in phyB mutants compared to WT at 27°C (Figure 5.4a and b). Conversely, the removal of phyB results in very minor changes
to the rhythm of *TOC1* mRNA but, remarkably, leads to a large increase in *LUX* transcription during 27°C nights (Figure 5.4c and d). Interestingly, though, examples such as the transcription of *PRR7* and *GI* may show that transcription rhythms controlled by diurnal cycles are altered by the removal of phyB such that they maintain relatively constant levels throughout a whole day (Figure C.3a and c, Appendix C).

To explain these results, two hypotheses for how both light and temperature effect the clock can be postulated. First, the regulation of the circadian clock by phyB changes across temperatures, such that at 22°C phyB regulates a single component (e.g. TOC1 or the EC) but, at 27°C, phyB regulates multiple components (possibly TOC1 and the EC) of the clock machinery. This system would lead to decreased amplitude rhythms of clock components at 22°C in *phyB* mutants and may also go some way to explaining the expression patterns observed at 27°C where the loss of phyB has multiple effects on transcriptional rhythms. Conversely, a counter hypothesis is that the effects of temperature and phyB can be separated in the circadian clock mechanism. In this system, the loss of phyB and the increase in temperature both alter the clock in the same manner (i.e. decreasing the amplitude of mRNA rhythms) albeit through independent mechanisms. Thus, when *phyB* loss-of-function transgenic plants are grown at 27°C more than one clock function is modified; one alteration of the clock would be due to the removal of phyB activity whilst the other is due to increased growth temperatures. The resulting rhythms of *phyB* mutants grown at 27°C would then appear to be significantly different to the WT rhythms as seen in Figure 5.4. Therefore, future experimental efforts should concentrate on determining how the clock machinery is altered across temperatures and whether these changes are phyB-dependent.

**Discussion**

In this chapter I have used the most recent published circadian clock model, ‘Pokhilko2012’, to represent WT conditions at 22°C in red light and hypothesise a mechanism through which phyB and temperature may regulate the circadian clock
This forms part of on-going work with collaborators from Dr. Karen Halliday’s group (University of Edinburgh, UK) whom are experimentally testing the hypothesis derived in this chapter.

The model-derived hypothesis states that phyB can regulate the circadian clock through either changing EC (through COP1) or TOC1 protein dynamics, or potentially both together. This conclusion was reached by testing which parameters are able to provide simulations that qualitatively match the low amplitude diurnal rhythms of clock components and long period phenotype in constant red light. Simulations of overexpressed TOC1 protein provided both these requirements (compare Figure 5.1 with 5.3; [9, 10]). This suggests that phyB may negatively regulate either TOC1 levels or activity. Interestingly, a further member of the PRR protein family, PRR5, has been shown to be degraded faster in red light compared to white or blue light [107, 222]. Thus it seems plausible that PRR proteins play an important role in red light signalling, as has been observed with hypocotyl and flowering phenotypes [220]. phyB has previously been shown to degrade PIF proteins through a mechanism that involves phosphorylation and ubiquitination of the PIF proteins [132, 137, 138]. Thus, it may be possible for PRR proteins, such as TOC1 and PRR5, to be degraded through a similar system. Alternatively, TOC1 and PIF3 proteins have been shown to interact through yeast 2-hybrid experiments, suggesting that an interaction between TOC1 and phyB may occur through the PIF proteins [216, 217].

Interestingly, the effects of increased temperature (to 27°C) have the same effect on diurnal rhythms of circadian clock components to the removal of phyB at 22°C, resulting in decreased amplitudes of mRNA expression (Figure 5.4 and Figure C.3, Appendix C). As discussed above, the analysis presented here has found two mechanisms through which low amplitude diurnal rhythms could be achieved using the ‘Pokhilko2012’ circadian clock model [39]. Thus, it is possible that the same single mechanism could mediate both phyB-signalling into the circadian clock whilst controlling the clocks response to a 5°C temperature increase. This would also result in the period length of the circadian clock to be greater than 24 hours in both phyB
loss-of-function mutants at 22°C and WT plants at 27°C grown in constant red light as has been experimentally observed [9, 10]. However, having phyB and temperature working through the same single mechanism would not be able to account for the diurnal rhythms of LUX, PRR7 and GI mRNA from phyB loss-of-function plants grown in 27°C conditions (Figure 5.4d and Figure C.3a and c, Appendix C). These rhythms do not have synergistically lower amplitude as a result of increased temperature and the removal of phyB function. Thus, it appears that more than one element of the circadian clock machinery is altered when temperature is increased and phyB function is removed at the same time. Such a separation of phyB and temperature mechanisms would allow for the entrainment of the circadian clock by H:C cycles in the absence of light cues (i.e. in darkness) [164]. It would be of interest to determine whether the two mechanisms required for temperature and phyB responses, together, feature TOC1 protein and the EC since overexpression of one of these components results in the low amplitude, long period rhythms in the circadian clock model that were analysed in this chapter.

A further question to explore is how plant phenotypes, such as the timing of flowering and hypocotyl elongation, at warm temperatures are enhanced by the loss of phyB function [149, 161]. Given that the data presented in this chapter shows that the majority of circadian clock components are not as severely perturbed in phyB loss-of-function plants compared to WT at 27°C, one possibility is that phyB acts downstream of the circadian clock, thus forming a feed-forward network. The key regulators of hypocotyl elongation and flowering in Arabidopsis, PIF4 & 5 and CO respectively, have been shown to be strongly regulated by phyB mediated red light-signals [86, 138]. Furthermore, PIF4 protein levels have been shown to be regulated by temperature [125, 162]. In Chapter 4, with the use of mathematical modelling I hypothesised a mechanism whereby the PIFs and CO interact to regulate flowering at 22°C and 27°C. Interestingly, the CCT domain of TOC1 proteins that PIF3 interacts with is present in the CO protein structure [216, 217]. Thus, phyB may be able to suppress temperature responses in plants through mediating temperature-responsive PIF interactions with TOC1, CO and further partners.
In the next chapter I shall bring together the conclusions made throughout this thesis and speculate as to the future directions of research that are required to get a better understanding of the environmental regulation of plant development.
Chapter 6: Summary & Conclusions

Since plants are sessile organisms, crop development is strongly linked to the local environment. However, as climate change continues and environmental fluctuations become harder to predict, it is important for scientists (and society at large) to understand how the altered growth conditions of crops will affect yields and biofuel feedstock production. By determining how plants are able to cope with fluctuating environments, crop management may be further improved to prevent the loss of yield in adverse seasonal conditions. In this thesis, I have developed mathematical models that aim to further our understanding of the molecular processes that link the local growth environment of plants with their development. By using the model plant *Arabidopsis thaliana* as a case-study, I have linked flowering with day-length, light- and temperature-signalling – three important environmental cues sensed by plants. Furthermore, by looking at how the circadian clock (the principle day-length measuring mechanism within plants) is regulated by changes in red light- and temperature-signals, the integration of environmental signals is starting to be elucidated by using systems biology approaches.

In Chapter 2, I used model selection techniques to construct a system that described the circadian regulation of *PIF4* and *PIF5* transcription across multiple photoperiods. The use of model selection techniques helps determine the simplest model that accurately describe experimentally obtained mRNA rhythms. This analysis showed that the best supported model of circadian regulated *PIF* transcription requires rhythmic signals from multiple clock components to control the *PIF* genes. However, this model was built to describe rhythms of *PIF* transcription in WT plants under different photoperiods, not in transgenic mis-expression lines or mutants. Yet, in Chapter 4, models built to describe the circadian regulation of *FKF1* and *CDF1* transcription across different photoperiods and in different transgenic lines also required at least two circadian clock regulators. Thus, it seems from the models developed here, which are based on the currently available data, that regulation of
transcription by the circadian clock is a dynamic process that often features multiple components of the circadian clock.

In Chapters 3 & 4, I went on to link the circadian regulation of flowering with blue light-, red light- and temperature-signalling within mathematical models. These two models highlighted four important features of plant flowering in response to environmental signals:

1. components of the circadian clock, particularly CCA1, LHY and ELF3, may have specific roles in flowering independent of the transcriptional regulation of FKF1 and CDF1 by mediating levels of CDF1 protein;

2. of the two roles that the blue light-regulated protein FKF1 plays in the flowering system, photoperiodic regulation of FT transcription is relatively more sensitive to FKF1 stabilisation of CO than FKF1 mediated degradation of CDF1;

3. due to the similar rhythms of CO transcription seen in WT and pif4;5 loss-of-function mutations, it seems that red light-signalling mediated by PIF4 and PIF5 regulates LD flowering (and FT transcription) through a CO-PIF protein interaction, and;

4. temperature-sensitivity of flowering is dependent on photoperiod such that, in LDs, temperature sensitivity is mediated through the photoperiodic flowering pathway, notably temperature-sensitive CO protein stability, whereas in SDs PIF4 is required for the acceleration of flowering in warm temperatures (~27°C).

Thus the regulation of CO protein by external signals seems to be critical for the correct regulation of flowering across fluctuating environmental conditions such that CO stability is increased in warm ambient temperatures (~27°C) and in the absence of red light signals [86, 153]. Yet, it is unknown whether an interaction between CO and PIF4, a similarly light- and temperature-regulated protein, is required for the response of CO protein levels to external signals [137, 162]. Interestingly, PIF3 has already been shown to interact with TOC1 protein through the CCT domain that is shared with the CO protein structure [216, 217]. Furthermore, both CO and PIF4
have been shown to be localised to the vascular tissues of leaves [174, 231]. However, the protein abundance of CO \textit{in planta} is low such that CO overexpression lines need to be used to detect the diurnal rhythm of CO protein and interactions between CO and other proteins [86, 153]. Thus, whilst a PIF4-CO interaction can be tested using a coimmunoprecipitation system (as used in [153] to determine a CO-FKF1 interaction), the overexpression of CO in plants may lead to altered protein complex dynamics such that CO sequesters the PIF4 protein. If CO senses environmental signals through PIF4, sequestration could result in CO protein levels being more sensitive to environmental cues in CO overexpression lines than in WT plants.

Finally, in Chapter 5, I examined how red light- and temperature-signals regulate the circadian clock mechanism, thereby integrating these signals directly with the sensing of photoperiod in Arabidopsis. By using a pre-existing mathematical model of the circadian clock, I hypothesised a mechanism through which red light signals may alter the circadian clock. The resulting analysis highlighted the potential for red light, through phyB, to regulate TOC1 protein dynamics. It is interesting to note that, like CO protein, TOC1 contains a CCT domain that is important for DNA-binding activities [232, 233]. Furthermore, the CCT containing C-terminus of TOC1 has been shown to interact with PIF proteins that are important in red light- and temperature-signalling [216, 217]. Thus, it remains to be seen whether the CCT domain is important for the integration of multiple environmental signals in the circadian clock and flowering systems.

Whilst the modelling approach employed throughout this thesis has provided a number of experimentally testable hypotheses that have been validated, there are limitations to what the models can describe due to assumptions that have been made during model construction. For example, as the flowering model presented in Chapter 4 is built as an output system of the ‘Pokhilko2011’ circadian clock model then any limitations to the clock model will be maintained in the flowering system. For example, the clock models description of GI-ZTL, GI-ELF3 and ELF3-COP1 protein interactions has a direct impact on the flowering system. In the
‘Pokhilko2011’ clock model the nuclear pool of GI protein is negatively regulated by ELF3- and COP1-mediated sequestration and degradation, whilst the cytoplasmic pool is sequestered into GI-ZTL complexes [12]. Thus, a large proportion of available GI in the system is already used before it can form complexes with FKF1 and CDF1 in the flowering system. Furthermore, FKF1 has been shown to have only a minor effect on the period of circadian rhythms suggesting that it may not interact with a large enough pool of GI to alter function of GI in the circadian clock [109]. Therefore, rather than directly model the protein dynamics of FKF1-GI complex formation, I assumed that FKF1 and GI interact to degrade CDF1 protein without altering the pools of GI that are required for the circadian clock model to function correctly. The result of this assumption is that the short period lengthening of the circadian clock observed in $fkf1$ loss-of-function transgenic plants (possibly due to the availability of a larger pool of free GI) cannot be replicated here [109].

A further limitation to the model presented in Chapter 4 is that it does not take into account any regulators of $FT$ transcription that act independently of CO protein. Thus, whilst experimentally PIF4 has been shown to regulate flowering without the presence of CO protein in SDs, the presented model would be unable to describe this effect since PIF4 and CO proteins act together to control $FT$ expression levels in LDs [174]. To disseminate the two roles of PIF4, one that is CO-dependent and the other that is CO-independent, time-series data of $FT$ mRNA would need to be produced in SDs in WT and transgenic plants (such as $pif4;5$ and $CO$-ox;$pif4;5$ or $co;pif4;5$). From this data, parameters could be constrained such that CO-independent PIF4 activation of $FT$ transcription can be included in the flowering model. This may then allow for the inclusion of further components that regulate $FT$ transcription under specific conditions, such as HOS1 that controls flowering in the cool ($\sim16^\circ C$) through a partially CO-independent mechanism (see Chapter 1; [171]).

From the conclusions presented above, there are a number of directions in which future research of this area could elucidate new information and develop on the ideas presented in this thesis. These directions cross multiple scales from examining the molecular level in more depth, to coordinating temporal regulation across spatial
domains, before finally looking at how molecular mechanisms could integrate into whole plant models and crop studies. Each of these would provide us with a better understanding of how the environment and the circadian clock are able to correctly regulate plant development.

First, it seems crucial to obtain a deeper understanding of protein regulation across different day-length, light- and temperature-regimes. For the development of the flowering models, a number of quantified protein time-series data were used to obtain a better understanding of, for example, the regulation of CDF1 protein levels by the GI-FKF1 complex (see Chapter 4). However, in the construction of the circadian clock models, not many quantified protein datasets have been used to constrain simulated protein dynamics. Thus, it is hard to know how/whether a circadian clock protein is able to interact or regulate the stability of other clock proteins. Given the hypothesis presented in Chapter 4 that CCA1, LHY and ELF3, as well as the already published role of GI, are able to regulate CDF1 protein levels, this underlines the conclusion that the roles of circadian clock proteins are not just restricted to the circadian clock mechanism but may also have specific roles in communicating timing information to plant developmental pathways. Whilst transcriptional control of output targets by the circadian clock has been previously discovered and described throughout this thesis, the suggestion that clock components may also regulate developmental pathways post-translationally is a novel hypothesis to be tested in future studies [20, 25, 31].

Additionally, as more becomes known about the dynamics of circadian clock proteins, it would be of interest to examine the mechanisms through which the circadian clock regulates transcription. Whilst current knowledge suggests that circadian clock proteins regulate target genes by binding to promoter motifs at specific times of the day (see Chapter 2), recent analysis of the mammalian circadian clock suggests a more stochastic view of circadian regulation [53, 54]. What these studies highlighted was that rhythmic gene expression does not occur through a continuum of circadian regulation where, for example, CCA1 & LHY regulate target gene expression in the morning, followed by PRRs during the day and the EC at
night, but that transcriptional regulation occurs in bursts. Interestingly, some individual promoter motifs are targeted by multiple circadian clock proteins in Arabidopsis. Notably, promoters targeted by CCA1, LHY and TOC1 have a significant number of EE-like motifs suggesting that the EE motif may be important for both CCA1/LHY- and TOC1-mediated transcriptional regulation [19, 30]. Therefore, the recycling of one clock protein, e.g. CCA1 or LHY, on the promoter may allow for a second protein, e.g. TOC1, to regulate transcription of the target gene in fluctuating ‘bursts’. Conversely, the convergence of multiple circadian regulators on the promoters of target genes may enhance the stability of proteins by preventing degradation by the proteasome on the promoter. The proteasome is required for the fast turnover of proteins on target promoters resulting in stochastic ‘bursts’ of circadian regulated transcription in mammalian systems [54]. One system that may help elucidate the dynamics of transcriptional regulation in planta could be the photoperiodic flowering network outlined in Chapters 3 & 4. In this system, CO, FKF1, GI and CDF1 have been shown to regulate each others stability whilst also occupying similar locations on the promoter of FT. Thus, if the continual turnover of these proteins on the FT promoter is required for the correct regulation of FT transcription, then it may point to a more general mechanism of transcriptional control throughout the whole plant.

Whilst the two experimental directions outlined above require technically demanding experiments to obtain dynamic information about specific proteins in the circadian and flowering systems, the models presented in this thesis can also be used to understand how the circadian clock and flowering integrates with other developmental pathways regulating the whole plant. Recent work has been conducted to elucidate how FT protein dynamics regulate flowering [75, 234]. As well as the temporal regulation of FT transcription, spatial transport of FT protein is required for the induction of flowering. Thus, it seems that FT is transcribed in a photoperiod-dependent manner in leaves before the protein translocates to the shoot apical meristem (SAM) where it induces flowering through transcription of APETALA 1 (API) [75]. Mathematical analysis of this system was able to describe floral induction after FT protein had been transported to the SAM [234].
Furthermore, and potentially as a result of transcriptional regulation by FT protein, stomatal aperture (opening and closing of the stomata) has been shown to be regulated through the photoperiodic flowering pathway [235]. It would be interesting to see whether the model presented in Chapter 4 could be used as a module in larger models describing spatial FT dynamics. Importantly, given the recent analysis determining circadian rhythms on a spatial scale, the transportation of FT protein and its regulation of transcription may be affected by spatial heterogeneity of circadian clock function [236, 237].

Finally, given the importance in determining the effects of the environment on the whole plant, a recent mathematical model was able to predict the flowering of multiple accessions of Arabidopsis from field studies [175]. Using information about the local environments where the field studies were conducted, the time taken for a plant to flower was estimated with calculations based on recorded day-lengths and temperature cycles. Given that this environmental information is now encompassed in the flowering model constructed in Chapter 4, it may be possible to use the model presented in this thesis to predict flowering in field studies. Thus, the model of Chapter 4 could be used as a small part of a larger system describing multiple molecular mechanisms of Arabidopsis plants. This has implications for whole plant models and computational crop studies. In these systems, large models are constructed by combining multiple smaller models describing more specific molecular processes. This modular technique has been used recently to model the life cycle of a human pathogen, Mycoplasma genitalium [238]. By combining multiple whole plant models, models would be able to predict what occurs in fields of crops. Hence, by obtaining a better understanding of the molecular mechanisms regulating an individual plant, the science community is able to translate the results to other plant species and resulting crop yields through modular models. This approach might contribute to understand the effects of altered environments on the yields of particular crop genotypes.
Appendix A: Parameter values of model presented in Chapter 3

Table A.I: Parameter values of model in Chapter 3 as obtained by simulated annealing.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Interpretation</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>n₁</td>
<td>CDF1-dependent CO transcription</td>
<td>4.33</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>n₂</td>
<td>CDF1-independent CO transcription</td>
<td>1.365</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>n₃</td>
<td>CDF1-independent FT transcription</td>
<td>0.135</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>n₄</td>
<td>CDF1-dependent FT transcription</td>
<td>1.546</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>m₁</td>
<td>GI/FKF1-independent CDF1 degradation</td>
<td>0.3344</td>
<td>1/hr</td>
</tr>
<tr>
<td>m₂</td>
<td>CO mRNA degradation</td>
<td>0.864</td>
<td>1/hr</td>
</tr>
<tr>
<td>m₃</td>
<td>Basal CO protein degradation</td>
<td>1.0851</td>
<td>1/hr</td>
</tr>
<tr>
<td>m₄</td>
<td>Dark-dependent CO protein degradation</td>
<td>38.3384</td>
<td>1/hr</td>
</tr>
<tr>
<td>m₅</td>
<td>FT mRNA degradation</td>
<td>0.243</td>
<td>1/hr</td>
</tr>
<tr>
<td>g₁</td>
<td>Michaelis-Menten coefficient for CDF1 inhibition of CO</td>
<td>0.055</td>
<td>nmol</td>
</tr>
<tr>
<td>g₂</td>
<td>Michaelis-Menten coefficient for FKF1-independent GI disruption of CDF1 activity</td>
<td>0.00005</td>
<td>nmol</td>
</tr>
<tr>
<td>g₃</td>
<td>Michaelis-Menten coefficient for activation of CO</td>
<td>2</td>
<td>nmol</td>
</tr>
<tr>
<td>g₄</td>
<td>Michaelis-Menten coefficient for stabilization</td>
<td>0.1</td>
<td>nmol</td>
</tr>
<tr>
<td>g₅</td>
<td>Michaelis-Menten coefficient for CDF1 inhibition of FT</td>
<td>0.165</td>
<td>nmol</td>
</tr>
<tr>
<td>g₆</td>
<td>Michaelis-Menten coefficient for CO activation of FT</td>
<td>0.276</td>
<td>nmol</td>
</tr>
<tr>
<td>p₁</td>
<td>CDF1 mRNA translation</td>
<td>0.09825</td>
<td>1/hr</td>
</tr>
<tr>
<td>p₂</td>
<td>GI/FKF1-dependent CDF1 degradation</td>
<td>7.74706</td>
<td>1/hr</td>
</tr>
<tr>
<td>Parameter</td>
<td>Description</td>
<td>Value 1</td>
<td>Units</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------</td>
<td>---------</td>
<td>-------</td>
</tr>
<tr>
<td>p_3</td>
<td>CO mRNA translation</td>
<td>0.56413</td>
<td>1/hr</td>
</tr>
<tr>
<td>p_4</td>
<td>CO stabilization by FKF1</td>
<td>4.4484</td>
<td>1/hr</td>
</tr>
<tr>
<td>a</td>
<td>Hill coefficient</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>Hill coefficient</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>Hill coefficient</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>B_{CO}</td>
<td>Basal CO transcription</td>
<td>0.049</td>
<td>nmol/hr</td>
</tr>
</tbody>
</table>
Appendix B: Parameter values of model presented in
Chapter 4

Photoperiodic Hypocotyl Elongation Model

This model was constructed by Dr. Daniel Seaton, a collaborator in Prof. Andrew Millar’s group (University of Edinburgh, UK). The model equations describing photoperiodic hypocotyl elongation are:

\[
\frac{dc_{\text{PIF}4}^{(m)}}{dt} = n_1 \frac{g_{10}}{g_{10} + c_{\text{EC}}(\tau)} \left( 1 + n_1 \frac{c_L^f}{g_{11}^f + c_L^f} \right) - m_9 c_{\text{PIF}4}^{(m)} \tag{B.1}
\]

\[
\frac{dc_{\text{PIF}5}^{(m)}}{dt} = n_2 \frac{g_{12}}{g_{12} + c_{\text{EC}}(\tau)} \left( 1 + n_3 \frac{c_L^g}{g_{13}^g + c_L^g} \right) - m_{10} c_{\text{PIF}5}^{(m)} \tag{B.2}
\]

\[
\frac{dc_{\text{phyB}}}{dt} = p_9 L (1 - c_{\text{phyB}}) - m_{11} c_{\text{phyB}} \tag{B.3}
\]

\[
\frac{dc_{\text{Pfr}}}{dt} = p_{10} L (1 - c_{\text{Pr}}) - m_{12} c_{\text{Pr}} \tag{B.4}
\]

\[
\frac{dc_{\text{Int}}}{dt} = p_{11} + p_{12} c_{\text{Pr}} - m_{13} c_{\text{Int}} - p_{13} c_{\text{Int}} c_{\text{PIF}} + m_{14} c_{\text{PIF,Int}} + (m_{15} + m_{16} c_{\text{phyB}}) c_{\text{PIF,Int}} \tag{B.5}
\]

\[
\frac{dc_{\text{PIF}}}{dt} = \left( p_{14} c_{\text{PIF,Int}}^{(m)} + p_{15} c_{\text{PIF,5}}^{(m)} \right) - (m_{15} + m_{16} c_{\text{phyB}}) c_{\text{PIF}} - p_{13} c_{\text{Int}} c_{\text{PIF}} + m_{14} c_{\text{PIF,Int}} + 2 p_{16} c_{\text{PIF,2}} + 2 m_{17} c_{\text{PIF,dimer}} + m_{15} c_{\text{PIF,Int}} + 2 (m_{15} + m_{16} c_{\text{phyB}}) c_{\text{PIF,dimer}} \tag{B.6}
\]

\[
\frac{dc_{\text{PIF,Int}}}{dt} = p_{13} c_{\text{Int}} c_{\text{PIF}} - m_{14} c_{\text{PIF,Int}} - (m_{13} + m_{15} + m_{16} c_{\text{phyB}}) c_{\text{PIF,Int}} \tag{B.7}
\]
\[ \frac{dc_{PIF\_dimer}}{dt} = p_{16}c_{PIF}^2 - m_{17}c_{PIF\_dimer} - 2(m_{15} + m_{16}c_{phyB})c_{PIF\_dimer} \]  

(B.8)

where parameters are denoted in the same fashion as in Chapter 3 and 4. \( \tau \) represents a \( \tau \)-hour phase advance of EC dynamics required to obtain accurate rhythms of \( PIF4 \) and \( PIF5 \) mRNA across a range of photoperiods. These equations can be added to the ‘Pokhilko2012’ circadian clock model to describe regulation of PIF protein levels required for \( FT \) transcription (equation 4.7). In equation (4.7), \( c_{PIF} = c_{PIF} + c_{PIF,Int} + c_{PIF,\_dimer} \). In this system, components \( phyB, PR \) and ‘Int’ represent the red light photoreceptor phytochrome B, a non-\( phyB \) red light photoreceptor and a number of PIF interacting proteins, respectively. Each of these groups have been shown experimentally to regulate PIF protein stability and dynamics [121, 125, 129, 131, 137, 139, 141, 239, 240]. This model was constructed by Daniel Seaton, a collaborator in the Millar group (University of Edinburgh, UK). Parameter values for this system are given in Table B.II.

Table B.I: Parameter values of model in Chapter 4 as obtained by simulated annealing.

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Interpretation</th>
<th>Parameter Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_1 )</td>
<td>CCA1/LHY-independent ( CDF1 ) transcription</td>
<td>0.2669</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>( n_2 )</td>
<td>CCA1/LHY-dependent ( CDF1 ) transcription</td>
<td>2.329</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>( n_3 )</td>
<td>( FKF1 ) transcription</td>
<td>3.089</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>( n_4 )</td>
<td>NP-independent ( CO ) transcription</td>
<td>0.4122</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>( n_5 )</td>
<td>NP-dependent ( CO ) transcription</td>
<td>1.1211</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>( n_6 )</td>
<td>PIF-independent ( FT ) transcription</td>
<td>0.8012</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>( n_7 )</td>
<td>PIF-dependent ( FT ) transcription</td>
<td>0.492</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>( n_8 )</td>
<td>( CDF1)-independent ( FT ) transcription</td>
<td>0.0324</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>( n_9 )</td>
<td>( CDF1)-dependent ( FT ) transcription</td>
<td>0.371</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>( m_1 )</td>
<td>( CDF1 ) mRNA degradation</td>
<td>0.43</td>
<td>1/hr</td>
</tr>
<tr>
<td>m_2</td>
<td>Basal CDF1 protein degradation</td>
<td>0.341</td>
<td>1/hr</td>
</tr>
<tr>
<td>m_3</td>
<td>FKF1 mRNA degradation</td>
<td>1.353</td>
<td>1/hr</td>
</tr>
<tr>
<td>m_4</td>
<td>Basal FKF1 protein degradation</td>
<td>283</td>
<td>1/hr</td>
</tr>
<tr>
<td>m_5</td>
<td>CO mRNA degradation</td>
<td>0.767</td>
<td>1/hr</td>
</tr>
<tr>
<td>m_6</td>
<td>COP1-dependent CO protein degradation</td>
<td>38.3384</td>
<td>1/hr</td>
</tr>
<tr>
<td>m_7</td>
<td>Basal CO protein degradation</td>
<td>1.0859</td>
<td>1/hr</td>
</tr>
<tr>
<td>m_8</td>
<td>FT mRNA degradation</td>
<td>0.243</td>
<td>1/hr</td>
</tr>
</tbody>
</table>

| g_1 | Michaelis-Menten coefficient for CCA1/LHY activation of CDF1 | 0.94 | nmol |
| g_2 | Michaelis-Menten coefficient for PRR inhibition of CDF1 | 0.789 | nmol |
| g_3 | Michaelis-Menten coefficient for CCA1/LHY inhibition of FKF1 | 0.28 | nmol |
| g_4 | Michaelis-Menten coefficient for EC inhibition of FKF1 | 0.006 | nmol |
| g_5 | Michaelis-Menten coefficient for CDF1 inhibition of CO | 0.082 | nmol |
| g_6 | Michaelis-Menten coefficient for NP activation of CO | 1.9908 | nmol |
| g_7 | Michaelis-Menten coefficient for PIF activation of FT | 16.463 | nmol |
| g_8 | Michaelis-Menten coefficient for CDF1 inhibition of FT | 0.0351 | nmol |
| g_9 | Michaelis-Menten coefficient for CO activation of FT | 0.828 | nmol |

<p>| p_1 | CDF1 mRNA translation | 0.0694 | 1/hr |
| p_2 | GI-FKF1-dependent CDF1 degradation | 0.7859 | 1/hr |
| p_3 | GI-dependent, FKF1-independent CDF1 degradation | 0.0293 | 1/hr |
| p_4 | ELF3-dependent CDF1 stabilisation | 1.4663 | 1/hr |
| p_5 | FKF1 mRNA translation | 1.115 | 1/hr |
| p_6 | GI-dependent FKF1 stabilisation | 0.005 | 1/hr |</p>
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Interpretation</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>p7</td>
<td>CO mRNA translation</td>
<td>3.0883</td>
<td>1/hr</td>
</tr>
<tr>
<td>p8</td>
<td>FKF1-dependent CO stabilisation</td>
<td>4.4484</td>
<td>1/hr</td>
</tr>
<tr>
<td>k1</td>
<td>Michaelis-Menten coefficient for ELF3 stabilisation of CDF1</td>
<td>0.04</td>
<td>nmol</td>
</tr>
<tr>
<td>k2</td>
<td>Michaelis-Menten coefficient for GI stabilisation of FKF1</td>
<td>1.801</td>
<td>nmol</td>
</tr>
<tr>
<td>k3</td>
<td>Michaelis-Menten coefficient for FKF1 stabilisation of CO</td>
<td>0.001</td>
<td>nmol</td>
</tr>
<tr>
<td>q1</td>
<td>Acute light activation of FKF1 transcription</td>
<td>0.21</td>
<td>1/hr</td>
</tr>
<tr>
<td>BCO</td>
<td>Basal CO transcription</td>
<td>0.0106</td>
<td>nmol/hr</td>
</tr>
<tr>
<td>a</td>
<td>Hill coefficient</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>Hill coefficient</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>Hill coefficient</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>Hill coefficient</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>Hill coefficient</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>aF</td>
<td>Scaling factor of FT expression</td>
<td>-2308.141</td>
<td></td>
</tr>
<tr>
<td>d0</td>
<td>Lowest number of days to flower</td>
<td>16.55</td>
<td>days</td>
</tr>
<tr>
<td>bF</td>
<td>Lower bound for FT required to flower</td>
<td>0.02</td>
<td>nmol</td>
</tr>
</tbody>
</table>

Table B.II: Parameter values for hypocotyl elongation model.
<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{14}$</td>
<td>De-stabilisation of PIF-'Interactor' protein interactions</td>
<td></td>
<td>5</td>
<td>1/hr</td>
</tr>
<tr>
<td>$m_{15}$</td>
<td>phyB-independent PIF protein degradation</td>
<td>1.5049</td>
<td>1/hr</td>
<td></td>
</tr>
<tr>
<td>$m_{16}$</td>
<td>phyB-dependent PIF protein degradation</td>
<td>3.7815</td>
<td>1/hr</td>
<td></td>
</tr>
<tr>
<td>$m_{17}$</td>
<td>Degradation of PIF dimer complexes</td>
<td></td>
<td>5</td>
<td>1/hr</td>
</tr>
<tr>
<td>$g_{10}$</td>
<td>Michaelis-Menten coefficient for EC inhibition of $PIF4$</td>
<td>0.0116</td>
<td>nmol</td>
<td></td>
</tr>
<tr>
<td>$g_{11}$</td>
<td>Michaelis-Menten coefficient for CCA1/LHY activation of $PIF4$</td>
<td>0.2972</td>
<td>nmol</td>
<td></td>
</tr>
<tr>
<td>$g_{12}$</td>
<td>Michaelis-Menten coefficient for EC inhibition of $PIF5$</td>
<td>0.1083</td>
<td>nmol</td>
<td></td>
</tr>
<tr>
<td>$g_{13}$</td>
<td>Michaelis-Menten coefficient for CCA1/LHY activation of $PIF5$</td>
<td>0.4893</td>
<td>nmol</td>
<td></td>
</tr>
<tr>
<td>$p_9$</td>
<td>phyB production</td>
<td></td>
<td>20</td>
<td>1/hr</td>
</tr>
<tr>
<td>$p_{10}$</td>
<td>PR production</td>
<td></td>
<td>20</td>
<td>1/hr</td>
</tr>
<tr>
<td>$p_{11}$</td>
<td>PIF 'Interactor' protein production</td>
<td>85.8422</td>
<td>nmol/hr</td>
<td></td>
</tr>
<tr>
<td>$p_{12}$</td>
<td>PR-dependent 'Interactor' protein production</td>
<td>60.1045</td>
<td>1/hr</td>
<td></td>
</tr>
<tr>
<td>$p_{13}$</td>
<td>PIF-'Interactor' protein complex formation</td>
<td>115.4979</td>
<td>1/hr</td>
<td></td>
</tr>
<tr>
<td>$p_{14}$</td>
<td>$PIF4$ translation</td>
<td>43.6364</td>
<td>1/hr</td>
<td></td>
</tr>
<tr>
<td>$p_{15}$</td>
<td>$PIF5$ translation</td>
<td>112.7338</td>
<td>1/hr</td>
<td></td>
</tr>
<tr>
<td>$p_{16}$</td>
<td>PIF dimer formation</td>
<td>49.9135</td>
<td>1/hr</td>
<td></td>
</tr>
<tr>
<td>$f$</td>
<td>Hill coefficient</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$g$</td>
<td>Hill coefficient</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$\tau$</td>
<td>Phase altering of EC activity</td>
<td></td>
<td>2</td>
<td>hr</td>
</tr>
</tbody>
</table>
Appendix C: Data analysed in Chapter 5

Table C.I: List of primers used in qPCR experiments of Chapter 5.

<table>
<thead>
<tr>
<th>Transcript</th>
<th>Primers</th>
</tr>
</thead>
</table>
| ACT7       | 5'-CAGTGTCTGGATCGGAGGAT-3'  
            | 5'-TGAACAATCGATGGACCTGA-3'                   |
| CCA1       | 5'-CTGTGTCTGACGAGGGTGCAAA-3'                 |
|            | 5'-ATATGTAATACCTTCAGGCAAATCCT-3'            |
| LHY        | 5'-TAGCTAAGGCAAGAAGCCA-3'                    |
|            | 5'-GCTTCTAGAAACCTCCTGC-3'                   |
| PRR9       | 5'-GATTTGGTAGGACAGAACGC-3'                   |
|            | 5'-TCCTCAATCTGGAGAAGGC-3'                   |
| PRR7       | 5'-CTTTCTCAAGGTAATCCAGGC-3'                 |
|            | 5'-ACAATCATATGCTGCTTCAGTC-3'                |
| PRR5       | 5'-GTGTATGGTGAAGGTCGG-3'                    |
|            | 5'-AGGAGCAAGTGAGTTTGTGC-3'                  |
| TOC1       | 5'-ATCTTCCGACAATCCCTGTGATA-3'               |
|            | 5'-GCACCTAGCTTCAAGCACTTTACA-3'              |
| GI         | 5'-TATTGAAATGTGCCTACCAG-3'                  |
|            | 5'-GAGCTTTGGTCATGATATCAC-3'                 |
| ELF3       | 5'-GGAAAGCCATGGCAATCAA-3'                   |
|            | 5'-ATCCGGTGTGCAGCAATAAGT-3'                 |
| ELF4       | 5'-CGACAATCAATCGAGATG-3'                    |
|            | 5'-AATGTCTCCCGTGAGTTCTGGAAATC-3'            |
| LUX        | 5'-TGCTCATCATCTTCACAAACC-3'                 |
|            | 5'-CTTCTCTCCATTCAAAACT-3'                   |
Figure C.1: Effects of *phyB* loss-of-function mutations on clock components at 22°C. Expression rhythms of (A) *PRR7*, (B) *PRR5*, (C) *GI*, and (D) *ELF3* transcription from red light 12L:12D diurnal cycles in WT (black line, filled squares) and *phyB* (red line, filled circles) loss-of-functions mutants. Error bars represent standard error.
Figure C.2: Simulations of additional clock components in WT and *phyB* at 22°C. As in Figure C.1 with model simulations of WT (black lines) and *phyB* (red lines).
Figure C.3: Effects of phyB loss-of-function mutations on clock components at 27°C. As in Figure C.1 for transcriptional rhythms at 27°C.
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