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Spatial modulation (SM) is a unique single-stream, multiple-input multiple-output (MIMO) transmission technique. Unlike traditional MIMO schemes, SM sends out signals through a single active antenna, and achieves multiplexing gains by encoding information bits into the index of the currently active antenna. In contrast to multi-stream MIMO systems, this particular characteristic offers great superiority in two main aspects. Firstly, SM completely avoids inter-channel interference. Secondly, SM requires a single radio-frequency chain, regardless of the number of antennas used, and therefore exhibits a significant energy saving. However, the property of a single active antenna challenges the channel estimation process for SM: the transmit antennas have to be activated sequentially for sending pilot signals. As a result, the time consumed in pilot transmission is proportional to the number of transmit antennas. However, this fact has so far been neglected in related research. Also, published research on SM has focused on point-to-point communications, and few have covered a network perspective. In this thesis, a comprehensive study is undertaken on SM systems in single-user, multi-user and multi-cell scenarios.

As a unique three-dimensional modulation scheme, SM enables a trade-off between the size of the signal constellation diagram and the size of the spatial constellation diagram. In this thesis, an optimum transmit structure is proposed for SM to employ an adaptive scale of antennas against channel correlations. Unlike traditional antenna selection methods, this new approach is not sensitive to fast fading, due to the exploitation of statistical channel state information (CSI) instead of instant CSI. The proposed transmit structure is demonstrated to have a near-optimal performance against exhaustive search, while achieving very low computational complexity.

In addition, three novel methods are developed to improve the channel estimation process for SM. A first method estimates the entire MIMO channel by sending pilot signals through only one of the transmit antennas, among which the channel correlation is exploited. In a similar way but focusing on the receiver, a second method can improve the estimation accuracy without increasing the pilot sequence length. A third method balances the transmission power between pilot and data to minimise the bit error rate. A framework of combined channel estimation is also proposed, in which the three methods are jointly applied.

Furthermore, the antenna allocation in multi-user SM is studied, in order to explore multi-user diversity gains. A method that jointly manages transmit antennas and receive antennas for all co-channel users is proposed. The aim of this new method is to maximise the channel capacity for each user, and the fairness among users is taken into account. It is demonstrated that the proposed method significantly improves the performance of multi-user SM, especially when serving a large number of users.

Finally, a novel cooperative scheme is proposed for SM in a multi-cell scenario. Based on the concept of coordinated multi-point transmission (CoMP), this scheme enables the coordinated users to swap the base station antennas pertaining to them. A three-tier cellular architecture is further developed to switch between CoMP and the cooperative scheme.
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<td>Fast fading coefficient</td>
</tr>
<tr>
<td>$A(\theta_{m,k})$</td>
<td>Gain pattern of directional antennas</td>
</tr>
<tr>
<td>$A_m$</td>
<td>The maximum attenuation for the side-lobe</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Amplitude of fast fading</td>
</tr>
<tr>
<td>$B$</td>
<td>Shadow fading coefficient</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Signal-to-noise ratio</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Signal-to-interference-plus-noise ratio</td>
</tr>
<tr>
<td>$\bar{\gamma}$</td>
<td>Average signal-to-noise ratio</td>
</tr>
<tr>
<td>$\gamma_e$</td>
<td>Effective signal-to-noise ratio in the presence of channel estimation errors</td>
</tr>
<tr>
<td>$\gamma_p$</td>
<td>SNR for pilot symbols</td>
</tr>
<tr>
<td>$\gamma_{\text{ref}}$</td>
<td>SNR at the reference distance</td>
</tr>
<tr>
<td>$\gamma_s$</td>
<td>SNR for information-carrying symbols</td>
</tr>
<tr>
<td>$\gamma_{t,r_k}$</td>
<td>SNR of the link from the $t$-th transmit antenna to the $r$-th receive antenna at user $k$</td>
</tr>
<tr>
<td>$\Gamma(x)$</td>
<td>Gamma function</td>
</tr>
<tr>
<td>$\Delta_{t_1,t_2}$</td>
<td>Channel difference information between antennas $t_1$ and $t_2$</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>The slope that quantifies the load dependence</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Pilot ratio</td>
</tr>
<tr>
<td>$\eta_s$</td>
<td>Number of bits per symbol</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Angle between the user and the origin point</td>
</tr>
<tr>
<td>$\theta_{3\text{dB}}$</td>
<td>Angle at which the signal power is half of that at the main-beam direction</td>
</tr>
<tr>
<td>$\theta_{m,k}$</td>
<td>Angle between BS $m$ and user $k$ with respect to the main-beam direction</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Speed controlling parameter in the Gauss-innovations channel model</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Lagrange multiplier</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Path loss exponent</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Distance between the user and the origin point</td>
</tr>
<tr>
<td>$\pi$</td>
<td>Circumference ratio</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>Π</td>
<td>Multiplication calculator</td>
</tr>
<tr>
<td>ρ</td>
<td>Correlation degree</td>
</tr>
<tr>
<td>ρ_{av}</td>
<td>Average correlation degree</td>
</tr>
<tr>
<td>ρ_{rx}</td>
<td>Correlation degree between two receive antennas at the reference distance</td>
</tr>
<tr>
<td>ρ_{s}</td>
<td>Correlation degree between two antennas separated at a unit distance</td>
</tr>
<tr>
<td>ρ_{tx}</td>
<td>Correlation degree between two transmit antennas at the reference distance</td>
</tr>
<tr>
<td>η</td>
<td>Activation ratio of BS in the discontinuous transmission mode</td>
</tr>
<tr>
<td>Σ</td>
<td>Summation calculator</td>
</tr>
<tr>
<td>σ_ε</td>
<td>Standard deviation of channel estimation errors</td>
</tr>
<tr>
<td>ϕ</td>
<td>Phase of fast fading</td>
</tr>
<tr>
<td>χ_l</td>
<td>The l-th symbol of signal constellation diagram</td>
</tr>
<tr>
<td>Ω</td>
<td>Spread controlling parameter of Nakagami-\textit{m} distribution</td>
</tr>
</tbody>
</table>
Chapter 1
Introduction

1.1 Motivation

At the present time, the whole information and communication technology industry contributes 2% to the global carbon emission [1]. With the aim of reducing the carbon footprint and the operating cost of wireless networks, an overall energy reduction is required in the region of two to three orders of magnitude. Meanwhile, a significant increase of the network spectrum efficiency from currently around 1.5 bit/s/Hz to at least 10 bit/s/Hz is needed to cope with the exponentially increasing traffic loads [2]. Due to those factors, a mass of attention has been drawn to spatial modulation (SM), a unique single-stream multiple-input multiple-output (MIMO) transmission technique [3–5]. In SM, in addition to signal modulation, the antenna positions are used to carry information bits. Unlike conventional MIMO schemes, SM activates a single transmit antenna and conveys a single data stream at any time instance. Therefore SM requires one radio-frequency (RF) chain only, regardless of the number of transmit antennas used. This characteristic makes SM a truly energy efficient MIMO technique, since each RF chain contains one power amplifier that consumes about 60% of the entire energy of an RF chain [6]. Another significant advantage due to a single active antenna is that SM completely avoids inter-channel interference (ICI). Conversely, ICI is inevitable in the conventional MIMO schemes, leading to a drawback in their decoding processes.

The concept of SM has emerged and been developed in the recent decade. The original idea of exploiting antenna positions to carry information bits was introduced by Chau et al. in 2001, where the signal can be sent by different numbers of transmit antennas [7]. In 2004, Haas et al. first considered conveying information bits via activating one transmit antenna out of the antenna array [8], which forms the foundation of SM. Later in 2006, this unique single-stream MIMO scheme was termed as SM by Mesleh et al., and a two-stage detection method was proposed to estimate the transmit antenna index and the transmitted signal [3]. Since then, research related to SM has been conducted extensively. A joint maximum likelihood (ML) detection method was proposed in [9], where the transmit antenna index and the transmitted symbol are
estimated together, providing an optimal detector for SM. In [10], endeavours were made to combine SM with space-time block coding (STBC). In addition, MIMO-orthogonal frequency-division multiplexing (OFDM) is one of the most sought-after research directions. When SM confronts an OFDM system, the main challenge lies on the conflict between the constraint of a single RF chain in SM and the requirement of different streams for OFDM subcarriers [11]. Furthermore, theoretical work has been done to analyse the performance for SM in terms of bit error probability [12–14]. Results show that SM offers a better performance than many state-of-the-art MIMO techniques, while achieving a low-complexity implementation [12].

Some variants of SM concepts have also been studied. Removing the signal modulation part from SM, space shift keying (SSK) transfers the information bits solely by antenna indices [15]. Instead of activating a single transmit antenna, generalised spatial modulation (GSM) activates a certain number of antennas at any time instance, and exploits the combinations of the active antennas to construct the spatial constellation diagram [16]. Compared with the original SM, GSM can effectively increase the spectrum efficiency when using the same number of transmit antennas. Receive-spatial modulation (R-SM) uses the beamforming technique in order to carry information bits through the index of the antenna receiving signals [17]. This thesis is focused on the SM structure, and the proposed methods are also applicable to the above variants. So far, most studies on SM have been conducted in the single-user scenario under the assumption of known channel state information (CSI). In order to study the SM system in a practical and comprehensive environment, three cases will be considered in this thesis: i) a single user with perfect channel state information (PCSI); ii) a single user with practical channel estimation; and iii) multi-user and/or multi-cell scenarios.

When PCSI is assumed in a single-user scenario, one of the upmost issues raised in MIMO systems is the performance degradation caused by channel correlations. Table 1.1 summarises the technologies that have been reported to improve the bit error rate (BER) performance of MIMO schemes against multipath imperfection. Like all other MIMO schemes, SM experiences performance degradation over correlated channels [18]. With the aim of increasing the antenna diversity, the transmit antenna selection (TAS) techniques are widely applied in the MIMO systems, where a subset is selected from an antenna array to form the group of transmit antennas [19]. However, few studies have been done with respect to developing TAS methods for SM, and in those few, the subset contains a fixed number of antennas [20–22]. In [23], an adaptive spatial modulation method was proposed, which selects one candidate from several optional
SM structures of different transmit-antenna numbers. Although the performance of SM can be improved to some extent, this method has the following weaknesses: i) it offers a limited range of options; ii) it requires instant CSI and therefore is not suitable for fast fading; and iii) in despite of using a simplified modulation order selection criterion, it still requests significant processing power. To date, the optimal transmit structure for SM has not been addressed in literature.

Perfect channel knowledge is however impractical, and channel estimation (CE) is of vital importance. A massive body of literature, e.g. [44] and [45], has been done on the topic of CE for multi-stream MIMO systems, where all transmit antennas can send their respective pilot signals simultaneously. While the property of a single active antenna benefits SM in saving energy and avoiding ICI, this challenges the channel estimation process: the transmit antennas have to be activated sequentially when sending the pilot signal. As a result, the CE time for SM is proportional to the number of transmit antennas. Unfortunately, this fact has so far been neglected in literature. In [46] and [47], the BER performance of SM with imperfect CSI is studied for uncorrelated channels and correlated channels, respectively. A similar work on SSK was reported in [48], where the effects of pilot sequence lengths were considered. Although the above papers fill some gaps in the knowledge, they have two major limitations: i) the CSI errors are artificial instead of being obtained from practical CE methods; and ii) the relation between the CE time and the number of transmit antennas is not addressed. Until now, only a few studies have been conducted to develop the CE methods for SM. In [49], the authors attempted to apply recursive least square (RLS) to SM. Another CE method for SM was introduced in [50], using joint channel estimation with data detection. However, those methods are based on existing CE techniques, and the issue of the costly CE time in SM remains to be unsolved.

When the scenario changes from single-user to multi-user/multi-cell, the interference between co-channel users becomes the bottleneck in wireless communications. Multi-user detection (MUD) methods for SM offer multiple accessing at the cost of an increase in the complexity of receivers [51, 52]. Alternatively, precoding techniques proposed in [53, 54] aim to cancel inter-user interference at the transmitter, while maintaining the same receiver structure as that for a single user. The above studies, however, failed to exploit the multi-user diversity, and their performance degrades as the number of users increases. So far, it appears that no user selection method has been investigated for multi-user SM systems. In the multi-cell scenario, with the aim of improving the overall system capacity in the multi-cell scenario, coordinated multi-point
(CoMP) transmission techniques and distributed antennas systems (DAS) are two research directions that draw considerable attention. The former enables the dynamic coordination of transmission and reception over a variety of different base stations, turning inter-cell interference into useful signals. The latter focuses on enhancing the quality of desired signals, where the antennas are distributed within a geographic area instead of being centralised. Research has been conducted to apply SM to CoMP or DAS systems [55, 56]. However, both methods have their respective shortcomings: CoMP is ineffective against multipath fading, while DAS is costly in deployment of antennas and backhauls. Effectively applying SM in a multi-cell scenario is still an open issue.

1.2 Contributions

In this thesis, the optimal transmit structure balancing the number of transmit antennas with the order of signal modulation is studied for SM in a single-user scenario. In addition, the difficulty in estimating CSI caused by a single active antenna is analysed, and three channel estimation methods specially tailored for SM are proposed. Finally, the application of SM in multi-user/multi-cell scenarios is investigated, and novel methods are proposed to exploit the multi-user diversity for SM systems. The results of the studies have been published in two journal papers in the IEEE Transactions on Communications and the IEEE Transactions on Wireless Communications [57, 58]. In addition, the results have been presented in eight conference papers at IEEE GLOBECOM, IEEE ICC, IEEE VTC, IEEE PIMRC and IEEE CAMAD [59–66].

1.2.1 Antenna selection

As a unique three-dimensional modulation scheme, SM enables a trade-off between the size of the spatial constellation diagram and the size of the signal constellation diagram for a certain spectrum efficiency. As a first contribution of this thesis, a novel two-stage TAS method is proposed to obtain the optimal transmit structure for SM that minimises the average bit error probability (ABEP). In the first step, the optimal number of transmit antennas is determined to balance the diversity gain against the degradation caused by channel correlation. The second step is to select the required number of transmit antennas from an antenna array. The BER performance of the proposed method is analysed for generalised fading channels as well as a
special case of Rayleigh fading channel, and in the latter a deployment table of the transmit structure is developed. In addition, the BER performance of the proposed method is compared with exhaustive search. The detailed work is presented in Chapter 3, and it has been published in [58–61].

1.2.2 Channel estimation

Because of the fact that SM has to activate transmit antennas sequentially for sending pilots, the CE process becomes challenging and using the traditional CE techniques for SM would severely compromise its throughput. As a second contribution of this thesis, novel CE methods are developed for SM in two aspects. On the one hand, the correlation information between antennas at the transmitter/receiver is exploited to improve the CE performance for SM. Based on the transmit-side antenna correlation, a novel CE method is proposed which enables SM to estimate the entire MIMO channel by sending the pilot signal through one antenna only. Another CE method, focusing on using the antenna correlation at the receiver, can increase the estimation accuracy without adding the pilot sequence length. On the other hand, the power allocation between pilot symbols and information-carrying symbols is significant to the BER performance. Allocating more energy to pilot symbols can increase the estimation accuracy, and thus reduce the probability of misdetections caused by imperfect CSIs. Meanwhile, the level of signal-to-noise ratio (SNR) is impaired since less energy is available for information-carrying symbols. Based on this fact, the optimal power allocation (OPA) between those two types of symbols is studied for SM systems. In addition, OPA is able to combine with the above two methods to further improve the performance of SM. The studies with respect to the channel estimation for SM are presented in Chapter 4, and they have been published in [57, 62–64].

1.2.3 Exploitation of multi-user diversity

As a third contribution of this thesis, the exploitation of multi-user diversity is studied for SM systems in the multi-user/multi-cell scenario. When serving multiple users in the same time-frequency slot, the transmit antennas of a SM system are divided into groups and each group is dedicated to one user. In order to intelligently allocate the antennas to users, a novel method is proposed to deal with the management and selection of antennas. The performance of the proposed method is compared with multi-user SM when no antenna management is applied. This study is presented in Chapter 5, and it has been published in [66]. When considering
the multi-cell scenario, a novel cooperative scheme is proposed to combine the advantages of CoMP and DAS techniques. The proposed scheme enables the mobile users to be served by multiple BSs dynamically. Similar to the multi-user scenario, antenna management is needed here for the co-channel users in different cells. The cooperative scheme can improve the quality of service for cell-edge users significantly, but barely for cell-centre users. A three-tier cellular architecture is therefore proposed to demarcate the effective region for the cooperative scheme. The cooperative SM framework and the results of the studies are presented in Chapter 6.

1.3 Thesis outline

The remainder of the thesis is organised as follows. Chapter 2 introduces the fundamentals of SM, including the transmission principle, the detection methods and the analysis with respect to its advantages and disadvantages.

Chapter 3 presents the work on optimising the transmit structure of SM for a single user. Section 3.2 introduces the system model, including the signal model, the channel model and the detector. In Section 3.3, the optimal transmit structure of SM is derived. Section 3.4 discusses the optimal transmit structure in a special case of Rayleigh fading. The optimality of the proposed method is verified through a Monte Carlo simulation in Section 3.5.

Chapter 4 elaborates the CE process for SM systems. Section 4.2 introduces the channel model and the model of pilot-assisted estimator. Two novel CE methods, focusing on exploiting the correlation between antennas at the transmitter/receiver, are presented in Section 4.3 and Section 4.4, respectively. Section 4.5 presents the optimal solution to allocate the transmission power between pilot symbols and information-carrying symbols. The framework of combined CE is studied in Section 4.6.

In Chapter 5, the general model of multi-user SM is presented in Section 5.2. It includes the bitstream mapping for multiple users and the channel model. Section 5.3 depicts the precoding method for multi-user SM and the decoding process. In Section 5.4, a novel method is proposed to manage the antennas in multi-user SM. The performance of the proposed method is analysed in Section 5.5.

Chapter 6 discusses the application of SM in a multi-cell scenario. Section 6.2 introduces the model of cellular networks. The work of applying SM to the CoMP system is presented in
Section 6.3. Section 6.4 presents a novel cooperative scheme for SM which enables the users to be served by multiple BSs. In Section 6.5, the effective region of the proposed scheme is discussed. Simulation results of the studies are shown in Section 6.6.

Finally, Chapter 7 concludes the thesis with the key findings of this study. The limitations of the work are discussed, and an outlook for future work is presented.

1.4 Chapter summary

Acknowledging the costly energy consumption of multi-stream MIMO schemes, some of the notable advances in the current SM systems have been presented in this Chapter. The main challenges in improving the capacity of SM systems considering the limitations of a single active antenna have been introduced. In this context, methods to maximise the system capacity of SM in single-user, multi-user and multi-cell scenarios have been summarised as the contributions of this thesis. The Chapter concluded with the thesis outline.
<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antenna selection</td>
<td>A subset of antennas is selected from a large antenna array in order to increase the antenna diversity.</td>
</tr>
<tr>
<td>Precoding</td>
<td>A precoding mask is added before sending out the signal so that the channel characteristics can be altered as designed.</td>
</tr>
<tr>
<td>Equalisation</td>
<td>An equaliser is a filter at the receiver that tackles inter-symbol interference. Those filters are normally based on the knowledge of the channel statistics or the transmitted signal’s statistics.</td>
</tr>
<tr>
<td>Space-time coding (STC)</td>
<td>STCs are aimed to improve decoding reliability by transmitting multiple, redundant copies of a data stream.</td>
</tr>
<tr>
<td>Channel coding</td>
<td>Channel coding introduces redundant bits, i.e. parity bits, into each symbol to reduce decoding errors.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antenna selection does not increase the complexity of receivers.</td>
<td>A large number of antennas and additional processing power for selection are required.</td>
</tr>
<tr>
<td>Precoding does not require additional antennas.</td>
<td>Feedback is needed to inform the transmitter of the channel knowledge.</td>
</tr>
<tr>
<td>Equalisation does not require any change of the transmitters.</td>
<td>The equalisation process increases the complexity of receivers and causes delay.</td>
</tr>
<tr>
<td>STCs are readily implemented as they simply duplicate the signals to be transmitted.</td>
<td>Both STCs and channel coding schemes cost additional bandwidth and increase decoding complexity.</td>
</tr>
<tr>
<td>Channel coding does not require any channel knowledge at the transmitter.</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.1: Major categories of technologies on improving the BER performance for MIMO schemes in a single-user scenario.
2.1 Introduction

Multiple-input multiple-output (MIMO) refers to the methods that use multiple transmit and receive antennas to multiply the capacity of a radio link. Compared with the traditional wireless communication system of a single antenna, MIMO techniques are able to increase the data rate significantly without additional bandwidth or transmission power. Due to the dense deployment of wireless networks and the enormous increase of mobile devices, the spectrum resource of radio-frequency (RF) band has become exhausted. This has drawn much attention to the development of MIMO systems to satisfy the exponentially increasing demand for data rates. In this chapter, a new perception of categorising the MIMO techniques is introduced, where spatial modulation (SM) is presented as a unique single-stream MIMO scheme. Next, the transmission principle of SM and different detection methods are discussed.

2.2 Multiple-input multiple-output

2.2.1 The development of MIMO

The concept of MIMO has emerged over the past two decades. In April 1996, Gregory Raleigh and John Cioffi were first to propose that natural multipath propagation can be exploited to transmit multiple, independent information streams using co-located antennas and multi-dimensional signals [67]. Up to that time, radio engineers had treated natural multipath propagation as an impairment to be mitigated. Later that year, Gerard Foschini also suggested it is possible to multiply the channel capacity of a wireless link through layered space-time signalling [68]. Two years later, Bell Labs demonstrated the first laboratory prototype of spatial multiplexing, which is well known as vertical Bell Laboratories layered space-time (V-BLAST) [69]. At the same time, Siavash Alamouti proposed the famous Alamouti coding [70], which was then extended to space-time block coding (STBC) by Tarokh et al. [71]. MIMO techniques are often combined with orthogonal frequency division multiplexing (OFDM) to achieve higher
data rates [67, 72]. In the recent decade, MIMO-OFDM has become the foundation of most advanced wireless local area network (WLAN) standards and the dominant air interface for broadband wireless communications. In 2003, Airgo Networks designed and shipped the first MIMO-OFDM chipsets for what became the IEEE 802.11n standard (commercialised as WiFi), supporting up to four spatial streams and a maximum net data rate of 600 Mbit/s. Meanwhile, MIMO-orthogonal frequency division multiplexing access (MIMO-OFDMA) based solutions were developed for IEEE 802.16e standard (commercialised as WiMAX). Multi-user MIMO was included in IEEE 802.11ac standard, allowing up to four simultaneous downlink clients with up to eight spatial streams for each client. MIMO technology is also planned to be used in mobile radio telephone standards, such as high-speed packet access plus (HSPA+) and long-term evolution (LTE) in 3rd Generation Partnership Project (3GPP).

When compared with single-input single-output (SISO) systems, MIMO techniques offer a number of advantages that are usually described by the terms array gain, diversity gain and multiplexing gain [73]. The array gain denotes the improvement of signal-to-noise ratio (SNR) at the receiver, which can be obtained through a coherent combining effect of the information signals, such as equal-gain combining, selection combining and maximum-ratio combining. Alternatively, those combining schemes can request less transmission power than SISO to achieve the equivalent level of SNR, leading to interference mitigation between co-channel users. Based on this point of view, the diversity gain is defined as the increase in signal-to-interference ratio, while there is not a loss of SNR against SISO. The array gain and the diversity gain are both metrics with respect to the capability of decoding transmitted signals. In contrast, multiplexing gain measures the growth in data rates offered by spatial multiplexing schemes, e.g. V-BLAST and STBC. Those methods convey different data streams simultaneously, and thus can increase the channel capacity without additional bandwidth or transmission power. It is worth noting that the three types of gains are exchangeable [74]. Spatial multiplexing schemes can also achieve array gain or diversity gain by lowering the modulation order of each data stream.

Another widely used classification of the MIMO techniques is based on exploiting antenna diversity at the receiver side or at the transmitter side. The receive-diversity MIMO, such as the combining schemes, benefits from the propagation difference between the receive antennas. Those methods however normally work with one transmit antenna only, due to the fact that two signals received at the same antenna could diminish each other. The remedies, such as maximum ratio transmission (MRT) [75], request channel side information at the transmitter (CSIT)
for modifying the signals to be transmitted. The propagation difference between transmit antennas, on the other hand, is exploited in the transmit-diversity MIMO, e.g. STBC. Note that STBC does not need CSIT, and multiple receive antennas are applicable. In addition, V-BLAST is a transmit-receive diversity scheme which relies on the multiplicity of both transmit antennas and receive antennas.

Recent research on MIMO includes antenna selection, multi-user MIMO, massive MIMO and cooperative MIMO. Antenna selection methods, including transmit antenna selection and receive antenna selection, aim to increase the diversity between operative antennas by selecting a subset of an antenna array that minimises the bit error rate (BER) [24]. Multi-user MIMO allows multiple transmitters to send separate signals and multiple user terminals to receive separate signals simultaneously in the same band [76]. Multi-user detection (MUD) [77] or the precoding technique [78], making use of channel side information at the receiver (CSIR) and CSIT respectively, is normally employed to eliminate the interference between co-channel users. In order to boost the spectrum efficiency by supporting a large number of user terminals in the same time-frequency slot, massive MIMO considers a very large number of base station antennas (e.g. hundreds or thousands) operating in a multi-user MIMO environment [79]. Cooperative MIMO enables single-antenna terminals in a multi-user system to share their antennas and thus creates a virtual multiple-antenna transmitter for uplink services [80].

2.2.2 A new perception of MIMO classification

While MIMO techniques offer a variety of gains over SISO, more RF chains are needed to fit the increase in the number of data streams. Each RF chain requires a power amplifier (PA), which consumes about 60% of the entire energy of an RF chain [6]. As a result, the system requires more quiescent power to increase the number of RF chains. When delivering the same amount of total transmission power, using more RF chains in a MIMO system leads to a lower energy efficiency. This raises a concern over the number of RF chains needed, and MIMO schemes are thus classified into two categories: multi-stream MIMO and single-stream MIMO.

The traditional MIMO schemes, e.g. V-BLAST and STBC, are multi-stream MIMO as they convey different data streams simultaneously. In V-BLAST, the data stream is split into several slices, and each slice is emitted through one antenna. STBC, different from V-BLAST, sends multiple copies of the slices and exploits channel orthogonality based on the various received versions of the data. Nevertheless both V-BLAST and STBC require one RF chain for each
transmit antenna, i.e. the number of required RF chains is equal to the number of transmit antennas. Another type of multi-stream MIMO is that the number of required RF chains is smaller than the number of transmit antennas but larger than one, e.g. generalised spatial modulation (GSM).

Conversely, single-stream MIMO refers to the MIMO schemes employing a single RF chain, regardless of the number of antennas used. There are two types of single-stream MIMO. One is when the same signal is sent through multiple transmit antennas simultaneously, e.g. MRT. The other one is that a single transmit antenna is activated at any time instance, such as space shift keying (SSK) [15] and SM [3]. In SSK, the entity of transmit antennas comprises the constellation diagram of modulation, and the information bits are solely carried by the index of the active antenna. With the same mechanism of antenna activation as that in SSK, SM conveys extra information bits by combining with the conventional signal modulation. Due to the need for a single RF chain, single-stream MIMO schemes exhibit a great saving in quiescent power in comparison with multi-stream MIMO.

2.3 Spatial modulation

2.3.1 Transmission principle

The basic concept of SM is to map the information bits of each block into two information carrying units:

- One transmit antenna is activated from the antenna array.
- One symbol is determined out of a certain signal constellation diagram.

Taking four transmit antennas as an example, Fig. 2.1 illustrates the bitstream mapping of SM systems. For instance, quadrature phase shift keying (QPSK) is considered. The bits used for selecting the active antenna are in given red colour, whereas the bits for picking one symbol from the signal constellation diagram are shown in blue colour. The chosen symbol is then sent from the currently active antenna. At the receiver, the index of the active antenna and the transmitted symbol are both decoded to retrieve the information bits. The detection methods for SM are discussed in Section 2.4.
A $N_t \times N_r$ SM system is considered in a general way, where $N_t$ and $N_r$ are the number of transmit antennas and the number of receive antennas, respectively. The size of the spatial constellation diagram is exactly the number of transmit antennas, and the size of the signal constellation diagram is denoted by $M$. The bitstream is divided into blocks with the length of $\eta_s$ bits, where $\eta_s = \log_2(N_t) + \log_2(M)$ is the number of bits per symbol. Each block is then split into two units of $\log_2(N_t)$ and $\log_2(M)$ bits. The first part activates a single transmit antenna from the spatial constellation diagram, and the currently active antenna is denoted by $t_{act}$. The second part selects one symbol $\chi_l$ ($1 \leq l \leq M$) from the signal constellation diagram, and sends it out through the activated antenna. The transmitted signal of SM is represented by a vector $\mathbf{x} = [0, \ldots, x_{t_{act}}, 0]^T$ of $N_t$ elements, where the $t_{act}$-th element is $\chi_l$ and all other elements are zero. The received signal is denoted by a vector $\mathbf{y}$ of $N_r$ elements, and it is expressed as:

$$\mathbf{y} = \mathbf{Hx} + \mathbf{w},$$

(2.1)

where $\mathbf{H}$ denotes the MIMO channel matrix; $\mathbf{w} = [w_1, \ldots, w_r, \ldots, w_{N_r}]^T$ and $w_r$ is the noise at the $r$-th receive antenna. The $t$-th column of $\mathbf{H}$ is denoted by $\mathbf{h}_t$. Since all elements in $\mathbf{x}$ but $x_{t_{act}}$ are zero, (2.1) can be reduced to:

$$\mathbf{y} = \mathbf{h}_{t_{act}} x_{t_{act}} + \mathbf{w}. $$

(2.2)
2.3.2 Constellation diagram

In addition to the two dimensions of signal constellation diagrams, i.e. amplitude and phase, SM adds in an extra dimension of antenna index. For this reason, SM is entitled as a tri-dimensional modulation scheme. The received signal is however still of two dimensions, and this raises a question: what is the constellation diagram of SM like in the domain of two dimensions?

Fig. 2.2 shows the equivalent constellation diagram of SM in two dimensions. The two charts on the left side are the signal constellation diagram and the diagram of channel coefficients. Each dot in the latter diagram denotes the link attenuation from one of the transmit antennas to a certain receive antenna, and the dot related to the active antenna is marked in red colour. On the right side is the constellation diagram of received symbols at a certain receive antenna. The dot in pink colour represents the desired symbol, which is the production of the transmitted symbol and the channel coefficient of the active antenna. The remaining dots are the symbols that can possibly be decoded.

![Constellation Diagram](image)

**Figure 2.2:** The equivalent constellation diagram of SM in two dimensions.

When compared with phase shift keying (PSK), SM offers multiple levels of amplitude in the constellation diagram. This property is similar to quadrature amplitude modulation (QAM), but SM does not need to grade the transmit power, leading to a more efficient usage of transmit energy than QAM. However unlike fixed symbol positions in QAM, the symbol positions in
SM are variable as they depend on channel coefficients. This introduces an uncertainty in the Hamming distance between symbols. In this case, the pair of symbols “0010” and “0111” and other three pairs have a much smaller Hamming distance than the other pairs of symbols. This is because the corresponding two channel coefficients are close to each other in amplitude. As the channel correlation increases, the channel coefficients of different transmit antennas would become statistically closer to each other. Consequently, the Hamming distances in the constellation diagram of SM decrease, making it difficult to detect the desired symbols.

2.3.3 Advantages and disadvantages of spatial modulation

2.3.3.1 Advantages of spatial modulation

The four main advantages of SM can be summarised as follows:

- SM offers a higher spectrum efficiency than SISO systems. In addition to the traditional signal modulation, SM conveys extra information bits through activating one of the transmit antennas. The multiplexing gain offered by SM is a logarithm to base 2 with respect to the number of transmit antennas. This also results in SM having a larger capacity than the traditional low-complexity coding methods for MIMO systems such as STBC.

- In contrast to the conventional MIMO schemes, e.g. V-BLAST and STBC, SM completely avoids inter-channel interference (ICI) due to using a single active antenna.

- Another important benefit from a single active antenna is that SM requires only one RF chain, regardless of the number of transmit antennas used. Compared with the multi-stream MIMO schemes of multiple RF chains, SM exhibits a significant energy saving in terms of quiescent power at the power amplifier stage.

- SM is able to operate under the condition $N_r < N_t$. In contrast, V-BLAST requires a number of receive antennas larger than or equal to the number of transmit antennas. In addition, V-BLAST needs a high-complexity receiver to perform successive interference cancellation, whereas SM inherently has a simple receiving structure, due to the complete avoidance of ICI.
2.3.3.2 Disadvantages of spatial modulation

The four main disadvantages of SM can be summarised as follows:

- SM requires at least two transmit antennas.

- When compared with V-BLAST, SM can offer only a logarithmic (instead of linear) increase of the data rate with the number of transmit antenna. This could impede SM to achieve a high spectrum efficiency when the number of transmit antennas is limited due to some practical reasons, e.g. the compact size of mobile devices.

- The BER performance of SM is impaired by channel correlations, like all other MIMO schemes. As previously analysed, when the links of different transmit antennas are not diverse sufficiently, SM might encounter difficulties in identifying the active antenna from the idle antennas.

- SM needs channel state information (CSI) to decode the transmitted signal. In order to acquire CSI of the entire MIMO channel, SM has to activate all transmit antennas sequentially for the sending of training signals. Therefore the time consumed by the channel estimation process for SM is proportional to the number of transmit antennas. This leads to a significant compromise of throughput, especially when a large number of transmit antennas are used.

2.4 Detection methods for spatial modulation

2.4.1 Two-stage detection

A two-stage detection method was proposed for SM in [3]. The first step is to estimate the index of the currently active antenna, and this is formulated as follows:

\[ \hat{t}_{\text{act}} = \arg\min_{t_{\text{act}}} \| g \|, \tag{2.3} \]

where \( g = [g_1, \ldots, g_t, \ldots, g_{N_t}]^T \) and \( g_t = h_t^H y \). The second step is to detect the transmitted symbol based on the decoding result of \( t_{\text{act}} \):

\[ \hat{l} = \arg\min_{l} \| \chi_l - g_{\hat{t}_{\text{act}}} \| \tag{2.4} \]
The computational complexity of this two-stage detection is \( O(N_t + M) \), where \( O(\cdot) \) is used to classify algorithms by how they respond to changes in input size. The two-stage detection method is however not optimal, as it causes error propagations when an incorrect decision is made on detecting the active antenna.

### 2.4.2 Joint maximum likelihood detection

With the aim of implementing an optimal detection for SM, the joint maximum likelihood (ML) detection was introduced in [9]. The active antenna and the transmitted symbol are decoded together as follows:

\[
\left[ \hat{t}_{\text{act}}, \hat{l} \right] = \arg \min_{t,l} \| \mathbf{h}_t \chi_l - \mathbf{y} \|^2. \tag{2.5}
\]

Although offering much better decoding performance than the two-stage detection method, the joint ML detection requires much higher computational complexity (\( O(N_t M) \)) than the two-stage detection. Despite this, the joint ML detection is in common use due to the need for analysing the BER bound.

### 2.4.3 Sphere decoding

With the aim of reducing the computational complexity of the joint ML detection, the sphere decoding (SD) techniques for SM were proposed, including receiver-centric SD (Rx-SD) [81] and transmitter-centric SD (Tx-SD) [82]. Rx-SD aims to reduce the search space of receive antennas. The decoding process can be written as follows:

\[
\left[ \hat{t}_{\text{act}}, \hat{l} \right]_{\text{Rx-SD}} = \arg \min_{t,l} \sum_{r=1}^{\tilde{N}_r(t,l)} \| \mathbf{y}_r - h_{r,t} \chi_l \|^2, \tag{2.6}
\]

where \( 1 \leq \tilde{N}_r(t,l) \leq N_r \) is the number of Euclidean distance evaluations (\( \| \mathbf{y}_r - h_{r,t} \chi_l \|^2 \)) that have to be calculated by the Rx-SD detector. Given a sphere with radius \( R \), \( \tilde{N}_r(t,l) \) is computed by:

\[
\tilde{N}_r(t,l) = \max_{n \in \{1,2,\ldots,N_r\}} \left\{ n \left| \sum_{r=1}^{n} \| \mathbf{y}_r - h_{r,t} \chi_l \|^2 \leq R^2 \right. \right\}. \tag{2.7}
\]

Rx-SD is most effective when the number of receive antennas is large. Otherwise Rx-SD fails
to lower the computational complexity of the ML-optimum detector. Alternatively, Tx-SD reduces the range of symbols to be searched as follows:

\[
\hat{[t_{\text{act}}, l]}_{\text{Tx-SD}} = \arg \min_{(t, l) \in \Theta_R} \| \mathbf{h}_t \mathbf{x}_l - \mathbf{y} \|^2,
\]

where \( \Theta_R \) is the subset of points \((t, l)\) that lie inside a sphere centred around the received signal and with radius \(R\). Due to a reduction of the full search space, the computational complexity of sphere decoding methods is lower than the joint ML detection, but higher than the two-stage detection.

### 2.5 Chapter summary

In this chapter, a brief summary of the history of MIMO has been presented. According to the number of required RF chains, a new perception of MIMO classification has been introduced. It was pointed out that SM is a unique single-stream MIMO transmission technique. The transmission principle of SM has been detailed, and the equivalent constellation diagram of SM in two dimensions has been analysed. In addition, the advantages and disadvantages of SM have been presented. Finally, the detection methods for SM have been summarised.
Chapter 3

Optimum transmitter design for spatial modulation

3.1 Introduction

One key property of spatial modulation (SM) is that there are two constellation diagrams: the spatial constellation diagram and the signal constellation diagram. Using the antenna index to carry information bits can offload the density of signal constellation points, especially when a high spectrum efficiency is required. However, this fact does not mean the SM system should use as many transmit antennas as possible. As the channel correlation increases, the channel coefficients of different antennas are closer to each other. This impedes the ability of distinguishing the active antenna from the others, leading to a trend of using less transmit antennas. Given a spectrum efficiency, SM enables a trade-off between the size of spatial constellation diagram and the size of signal constellation diagram. Consequently, there exists the optimal combination of those two constellation diagrams that minimises the bit error rate (BER). In this chapter, an optimum transmit structure is proposed for SM by developing the above concept. In addition, the total energy consumption of base stations (BSs) is studied.

3.2 System model

3.2.1 Dynamic modulation

A $N_t \times N_r$ SM-MIMO system is considered for a single user, where $N_t$ and $N_r$ denote the number of transmit antennas and the number of receive antennas, respectively. Unlike in the original SM system, only a subset of the transmit-antenna array is in use. The number of used transmit antennas, i.e. the size of the spatial constellation diagram, is denoted by $N$. The size of the signal constellation diagram is denoted by $M$. The bit stream is divided into blocks with the length of $\eta_s$ bits, where $\eta_s = \log_2(N) + \log_2(M)$ is the number of bits per symbol. Each block is then split into two units of $\log_2(N)$ and $\log_2(M)$ bits. The first part activates a
single transmit antenna from the spatial constellation diagram, and the currently active antenna
is denoted by $t_{\text{act}}$. The second part selects a symbol $\chi_l$ ($1 \leq l \leq M$) from a specific signal
constellation diagram, such as phase shift keying (PSK) or quadrature amplitude modulation
(QAM), and sends it out through the activated antenna. The transmitted signal is represented by
a vector $x = [0, \ldots, x_{t_{\text{act}}}, \ldots, 0]^T$ of $N$ elements, where the $t_{\text{act}}$-th element is $\chi_l$ and all other
elements are zero. The received signal is expressed as:

$$y = Hx + w,$$

where $H$ stands for the channel matrix, of which the details are presented in Section 3.2.2; $w = [w_1, w_2, \ldots, w_{N_r}]^T$ is the noise vector, and each noise component is a sample of complex
additive white Gaussian noise with distribution $CN(0, N_0)$. Across the receive antennas, the
noise components are statistically independent. The signal-to-noise ratio (SNR) is defined as
$\gamma = E_m L/N_0$, where $E_m$ denotes the average energy per symbol transmission and $L$ is the
path loss without shadowing. In addition, the radio-frequency (RF) output energy consumed
for conveying one bit is denoted by $E_b = E_m/\eta_s$. At the receiver, the transmitted signal is
decoded by the joint maximum likelihood (ML) detection in (2.5).

### 3.2.2 Channel model

#### 3.2.2.1 Channel distribution

The fading coefficient of the link from the $t$-th transmit antenna to the $r$-th receive antenna
is denoted by $\alpha_{r,t} = \beta_{r,t} \exp(j\varphi_{r,t})$, where $\beta_{r,t}$ and $\varphi_{r,t}$ are the amplitude and the phase,
respectively. The channel fading distribution as well as channel state information (CSI) is
assumed to be known at the receiver. Nakagami-$m$ fading is widely used to model attenuation
of wireless signals traversing multiple paths. Thus $\beta_{r,t} \sim \text{Nakagami}(m_{r,t}, \Omega_{r,t})$, where $m_{r,t}$
is the shape parameter (when $m_{r,t} = 1$, the channel is Rayleigh fading) and $\Omega_{r,t}$ is the spread
controlling parameter. The phase $\varphi_{r,t}$ is uniformly distributed between $(-\pi, \pi]$.

#### 3.2.2.2 Channel correlation

Since we focus on selecting the transmit antennas, the receive antennas are assumed to be
independent without loss of the generality. The correlation coefficient between the amplitudes
of the two propagation paths from the transmit antennas $t_i$ and $t_j$ to the $r$-th receive antenna is denoted by $\rho_{t_i,t_j,r}$. Note that the correlation model here is for the purpose of understanding the relationship between the proposed method and the channel correlation. For the sake of simplicity, the exponential correlation matrix model in [83] is considered, which is based on the fact that the channel correlation decreases with increasing the distance between antennas. As shown in Fig. 3.1, the transmit antennas are located in a normalised square area, i.e. the distance between $t_1$ and $t_A$ is unity. The correlation coefficient between between $t_1$ and $t_A$ with respect to the $r$-th receive antenna is denoted by $\rho_{s(r)}$. The number of antennas on each side of the antenna array is formulated as follows:

$$A = \begin{cases} \sqrt{N_t} & \text{if } \log_2(N_t) \text{ is even} \\ 3 \times \sqrt{\frac{N_t}{8}} & \text{if } \log_2(N_t) \text{ is odd} \end{cases}. \quad (3.2)$$

![Figure 3.1: Placement of transmit antenna arrays.](image)

Figure 3.1: Placement of transmit antenna arrays.

When $\log_2(N_t)$ is even, the antennas form a square array with the dimension of $A \times A$. If $\log_2(N_t)$ is odd, the antennas are placed in the shape shown in Fig. 3.1(b), where $A_{\text{inner}} = \sqrt{\frac{N_t}{8}}$. Denoting the absolute distance between $t_i$ and $t_j$ by $d_{t_i,t_j}$, the correlation between those two antennas is given by [83, Eq. (10)]:

$$\rho_{t_i,t_j,r} = \rho_{s(r)}^{d_{t_i,t_j}}, \quad 0 \leq \rho_{s(r)} \leq 1, \quad (3.3)$$
and the average channel correlation, denoted by \( \rho_{av} \), is calculated by:

\[
\rho_{av} = \frac{1}{N_r} \sum_{r=1}^{N_r} \left( \frac{1}{N_t(N_t - 1)} \sum_{t_i=1}^{N_t} \sum_{t_j \neq t_i=1}^{N_t} \rho_{t_i,t_j,r} \right).
\] (3.4)

### 3.2.3 Base station power model

In [6], a linear relationship between the RF output power and the overall consumed power of a multi-sector BS was established. The overall BS power consumption is divided into two parts: the load-dependent portion and the constant portion. The former is dependent on the RF output power, while the latter is invariant. In addition, when no data is transmitted, a sleep mode is enabled to reduce the consumption by switching off unneeded components. The details of the BS power model are presented as follows.

#### 3.2.3.1 Power model

Based on the above literature, a power model named SOTA 2010 was proposed for BSs with one sector and one RF chain [84]. This power model is chosen here due to two facts: i) it is based on empirical results; ii) it suits the property of a single RF chain in SM. Table 3.1 specifies the parameters: \( P_{\text{max}} \) is the maximum RF output power; \( P_0 \) and \( P_s \) denote the constant power consumption in the active mode and the sleep mode, respectively; \( \zeta \) stands for the slope that quantifies the load dependence. The instantaneous BS power consumption, denoted by \( P_{\text{in}} \), is formulated as a function of the RF output power \( P_{\text{out}} \) [84, Eq. (1)]:

\[
P_{\text{in}} = \begin{cases} 
  P_0 + \zeta P_{\text{out}} & \text{if } 0 < P_{\text{out}} \leq P_{\text{max}} \\
  P_s & \text{if } P_{\text{out}} = 0 
\end{cases}.
\] (3.5)

<table>
<thead>
<tr>
<th>Power model</th>
<th>( P_{\text{max}} ) (W)</th>
<th>( P_0 ) (W)</th>
<th>( P_s ) (W)</th>
<th>( \zeta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOTA 2010</td>
<td>40</td>
<td>119</td>
<td>63</td>
<td>2.4</td>
</tr>
</tbody>
</table>

**Table 3.1: BS power model parameters.**

Also, the ratio of the time consumed in the active mode and the total period is referred to as the activation ratio \( \varrho \). The average power consumption of a single-RF-chain BS is thus computed by:

\[
P_{\text{BS}} = \varrho(P_0 + \zeta P_{\text{out}}) + (1 - \varrho)P_s.
\] (3.6)
Unlike SM using a single RF chain, multi-stream MIMO schemes require multiple RF chains to activate the transmit antennas simultaneously. For $N_{\text{act}}$ activated antennas, the RF output power of each antenna is $1/N_{\text{act}}$ of $P_{\text{out}}$. As a result, the overall power consumption of a BS with multiple RF chains is calculated by:

$$P_{\text{BS}} = N_{\text{act}} \left[ \varrho \left( P_0 + \zeta \frac{P_{\text{out}}}{N_{\text{act}}} \right) + (1 - \varrho) P_s \right]. \quad (3.7)$$

### 3.2.3.2 Continuous mode and DTX mode

There are two modes for operating the RF chains: the continuous mode and the discontinuous transmission (DTX) mode [85]. In the continuous mode, the RF chains are always delivering output power of the same level. As a result, $P_{\text{out}}$ is equal to the average RF output power, denoted by $\bar{P}_{\text{out}}$, and $\varrho = 1$. Substituting those conditions into (3.7), the overall BS power consumption in the continuous mode is obtained by:

$$P_{\text{BS(cont.)}} = N_{\text{act}} P_0 + \zeta \bar{P}_{\text{out}}. \quad (3.8)$$

The data rate of the continuous mode is equal to the average data rate, which is denoted by $\bar{R}_b = \bar{P}_{\text{out}}/E_b$. Conversely, the DTX mode conveys data with full load, and the instantaneous data rate is $R_{\text{bmax}} = P_{\text{max}}/E_b$ that is higher than $\bar{R}_b$. Then the system is enabled into sleep mode during the saved time to maintain the same average data rate. The parameter $\varrho$ of the DTX mode is computed by:

$$\varrho = \frac{\bar{R}_b}{R_{\text{bmax}}} = \frac{\bar{P}_{\text{out}}}{P_{\text{max}}}. \quad (3.9)$$

Substituting (3.9) and $P_{\text{out}} = P_{\text{max}}$ into (3.7), the overall BS power consumption in the DTX mode is expressed as:

$$P_{\text{BS(DTX)}} = N_{\text{act}} P_s + \left( \zeta + \frac{N_{\text{act}}(P_0 - P_s)}{P_{\text{max}}} \right) \bar{P}_{\text{out}}. \quad (3.10)$$

### 3.3 Optimum transmit structure over generalised channels

As mentioned, SM enables to trade off the size of signal constellation diagrams with the size of spatial constellation diagrams. To achieve a certain spectrum efficiency $\eta_s$, there are $\eta_s + 1$ possible combinations of $(M, N)$, based on the requirement of a power of two to provide a full
usage in the constellation diagrams. In order to supply a complete selection range of \( N, N_t \) is set to be equal to \( 2^{\eta_s} \). In this section, an optimisation algorithm is presented to select the best \((M, N)\) as well as the specific antennas. The context is arranged in four portions: i) an average bit error probability (ABEP) upper bound is introduced for SM over generalised fading channels; ii) the ABEP upper bound is simplified to suit the minimisation on the subject of either \( M \) or \( N \); iii) the optimum \((M, N)\) is obtained by solving the minimisation problem; and iv) the required number of transmit antennas are selected from the antenna array.

### 3.3.1 ABEP upper bound

Union bound is widely used to evaluate event probability, which says that the probability that at least one of the events happens is no greater than the sum of the probabilities of the individual events [86]. Based on the joint ML detection, the ABEP upper bound of SM is given by [12, Eq. (6)]:

\[
\text{ABEP} \leq \text{ABEP}_{\text{spatial}} + \text{ABEP}_{\text{signal}} + \text{ABEP}_{\text{joint}},
\]  

(3.11)

where:

\[
\begin{align*}
\text{ABEP}_{\text{spatial}} &= \frac{\log_2(N)}{\eta_s M} \sum_{l=1}^{M} \text{ABEP}_{\text{SSK}}(l) \\
\text{ABEP}_{\text{signal}} &= \frac{\log_2(M)}{\eta_s N} \sum_{t=1}^{N} \text{ABEP}_{\text{MOD}}(t) \\
\text{ABEP}_{\text{joint}} &= \frac{1}{\eta_s MN} \sum_{t_1=1}^{N} \sum_{t_i=1}^{M} \sum_{t_j=1}^{N} \sum_{t_l=1}^{M} \text{ABEP}_{\text{MIX}}
\end{align*}
\]

(3.12)

(3.13)

with the terms in summations expressed as:

\[
\begin{align*}
\text{ABEP}_{\text{SSK}}(l) &= \frac{1}{N \log_2(N)} \sum_{t_1=1}^{N} \sum_{t_j \neq t_i=1}^{N} N_H(t_j \rightarrow t_i) \text{APEP}( (t_j, \chi_l) \rightarrow (t_i, \chi_l) ) \\
\text{ABEP}_{\text{MOD}}(t) &= \frac{1}{M \log_2(M)} \sum_{l=1}^{M} P_s(l, t) \\
\text{ABEP}_{\text{MIX}} &= N_H((t_j, \chi_{t_j}) \rightarrow (t_i, \chi_{t_i})) \text{APEP}( (t_j, \chi_{t_j}) \rightarrow (t_i, \chi_{t_i}))
\end{align*}
\]

(3.13)

(3.13)

where \( P_s(l, t) \) is the average symbol error rate of the symbol \( \chi_l \) emitted from transmit antenna \( t \); \( N_H(\cdot) \) denotes the Hamming distance; the probability of pair-wise error event is defined as
the average pair-wise error probability (APEP), which is computed by [12, Eq. (5)]:

\[
\text{APEP}((t_j, \chi_{l,j}) \rightarrow (t_i, \chi_{l,i})) = \mathbb{E}\left\{ Q\left( \sqrt[4]{\gamma |\alpha_{t_j}\chi_{l,j} - \alpha_{t_i}\chi_{l,i}|^2} \right) \right\},
\]

where \( \mathbb{E}\{\cdot\} \) is the expectation operator and \( Q(x) \) stands for the Q-function.

### 3.3.2 Optimisation problem

Due to the relaxation of linearity requirements, unlike QAM, PSK can work in power amplifier (PA) saturation [87]. This makes PSK a more energy efficient modulation scheme. In addition, results in [12] have shown that for SM, PSK is not worse than QAM in many cases and in some cases it is even better. For those reasons, PSK modulation is assumed where each symbol has an equal amplitude. As a result, the average over different signal symbols in (3.12) can be neglected and \( P_s(t, l) \) reduces to \( P_s(t) \).

#### 3.3.2.1 ABEP of spatial part

First, we focus on the term \( \text{ABEP}_{\text{spatial}} \) in the union bound. Assuming a sufficiently high SNR, the APEP of SSK over correlated Nakagami fading can be obtained by the moment generate function (MGF) as follows [88, Eq. (15)]:

\[
\text{APEP}(t_j \rightarrow t_i) = \frac{2^{3N_r-1}\Gamma(N_r + 0.5)}{\gamma^{N_r}\sqrt{\pi\Gamma(N_r + 1)}} \prod_{r=1}^{N_r} f(r),
\]

where:

\[
f(r) = \frac{m_r(\Omega_{r,t_i}\Omega_{r,t_j})^{m_r-1}(1 - \rho_{t_i,t_j,r})^{m_r-1}}{(\Omega_{r,t_i} + \Omega_{r,t_j})^{2m_r-1}\Gamma(m_r)} \times \\
\sum_{k_r=0}^{+\infty} \frac{\rho_{t_i,t_j,r}^{k_r}}{(k_r!)\Gamma(m_r + k_r)} \frac{\Gamma(2m_r + 2k_r - 1)}{\left(\Omega_{r,t_i} + \Omega_{r,t_j}\right)^{2k_r}}.
\]

We define:

\[
C_{t_i,t_j} = \frac{1}{2} \times \frac{2^{3N_r-1}\Gamma(N_r + 0.5)}{\sqrt{\pi\Gamma(N_r + 1)}} \prod_{r=1}^{N_r} f(r).
\]

Note that \( C_{t_i,t_j} \) is constant when \( m_r, \Omega_{r,t}, \) and \( \rho_{t_i,t_j,r} \) are fixed. Consequently, (3.15) can be
rewritten as:
\[ \text{AEEP}(t_j \rightarrow t_i) = 2C_{t_i,t_j} \gamma^{-N_r}. \] (3.18)

Gray codes are assumed for encoding. When a certain antenna is activated, there are \(N/2\) other antennas that can cause an error for any particular bit. Therefore the total Hamming distance of any symbol to the others is calculated by:
\[
\sum_{t_j \neq t_i=1}^{N} N_H(t_j \rightarrow t_i) = \frac{N}{2} \log_2(N). \] (3.19)

Combining (3.19) and (3.13a), this gives:
\[
\text{ABEP}_{\text{SSK}}(l) = \frac{1}{2(N-1)} \sum_{t_i=1}^{N} \sum_{t_j \neq t_i=1}^{N} \text{AEEP}(t_j \rightarrow t_i). \] (3.20)

Substituting (3.18) and (3.20) into (3.12a), ABEP\text{\_spatial} can be expressed as a function of \(N\):
\[
\text{ABEP}_\text{spatial} = \frac{N \log_2(N)}{\eta_s} \left( \frac{1}{N(N-1)} \sum_{t_i=1}^{N} \sum_{t_j \neq t_i=1}^{N} C_{t_i,t_j} \right) \gamma^{-N_r}. \] (3.21)

### 3.3.2.2 ABEP of signal part

The average symbol error rate (SER) of PSK modulation over Nakagami fading is given by [89, Eq. (9.16)]:
\[
P_s(t) = \frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \prod_{r=1}^{N_r} \left( 1 + \frac{\bar{\gamma}_{r,t} \sin^2\left(\frac{\theta}{M}\right)}{2m_r \sin^2(\theta)} \right)^{-m_r} d\theta, \] (3.22)

where \(\bar{\gamma}_{r,t} = \Omega_{r,t} \gamma\) is the average SNR of the symbol sent from the \(t\)-th transmit antenna at the input of the \(r\)-th receive antenna. The assumption of a high SNR results in \(\frac{\gamma \sin^2 \left( \frac{\theta}{M} \right)}{2 m_r \sin^2(\theta)} \gg 1\). Hence (3.22) can be rewritten as:
\[
P_s(t) = \frac{1}{\pi} \left[ \prod_{r=1}^{N_r} \left( \frac{2m_r}{\Omega_{r,t} \gamma \sin^2 \left( \frac{\theta}{M} \right)} \right)^{m_r} \right] \int_{0}^{\frac{\pi}{2}} (\sin \theta)^{\sum_{r=1}^{N_r} 2m_r} d\theta. \] (3.23)
When \( M \geq 4 \), we have: i) 
\[
\int_0^{\frac{M-1}{M} \pi} \sum_{r=1}^{N_r} \frac{2m_r}{\Omega_{r,t}} \sin(\theta) d\theta \approx \int_0^{\pi} \sum_{r=1}^{N_r} \frac{2m_r}{\Omega_{r,t}} d\theta,
\]
which is independent of \( M \); and ii) \( \sin(\pi/M) \approx \pi/M \). The average shape parameter of the fading distributions across all receive antennas is denoted by \( \bar{m}_r = \frac{1}{N_r} \sum_{r=1}^{N_r} m_r \). Then the average SER of PSK can be formulated by:

\[
P_s(t) = \left\{ \frac{1}{\pi^{2m_r N_r+1}} \left[ \prod_{r=1}^{N_r} \left( \frac{2m_r}{\Omega_{r,t}} \right)^{m_r} \right] \int_0^{\pi} (\sin(\theta))^{2m_r N_r} d\theta \right\} \left( \frac{M^2}{\gamma} \right)^{m_r N_r}.
\] (3.24)

A simplified ABEP_{signal} is obtained by substituting (3.24) into (3.12b):

\[
ABEP_{signal} = \frac{\bar{B}_N}{\eta_s} M^{2\bar{m}_r N_r} \gamma^{-\bar{m}_r N_r},
\] (3.25)

with

\[
\bar{B}_N = \left( \frac{1}{\pi^{2m_r N_r+1}} \int_0^{\pi} (\sin(\theta))^{2m_r N_r} d\theta \right) \frac{1}{N_r} \sum_{t=1}^{N_r} \prod_{r=1}^{N_r} \left( \frac{2m_r}{\Omega_{r,t}} \right)^{m_r}.
\] (3.26)

It is worth noting that similar to ABEP_{spatial} in (3.21), ABEP_{signal} is also a function of \( N \) after replacing \( M \) by \( 2^{\eta_s}/N \).

### 3.3.2.3 ABEP of joint part

Using PSK modulation, the symbol \( \chi_l \) of the signal constellation diagram is given by \( \chi_l = \exp(j\varphi_l) \) where \( \varphi_l = 2\pi(l-1)/M \). Thus (3.14) can be rewritten as follows:

\[
\text{AEP}((t_j, \chi_{l_j}) \rightarrow (t_i, \chi_{l_i})) =
E \left\{ Q \left( \sqrt{\frac{\gamma \beta_l \exp(j\varphi_{l_j} + j\varphi_{l_i}) - \beta_l \exp(j\varphi_{l_i} + j\varphi_{l_j})}{4}} \right) \right\},
\] (3.27)

where \( \varphi_l \) is a constant, while \( \varphi_{l_i} \) is uniformly distributed between \((-\pi, \pi]\) as mentioned before. The sum of \( \varphi_{l_i} \) and \( \varphi_{l} \) also complies with a uniform distribution over the same region as \( \varphi_{l} \). As a result, \( \text{AEP}((t_j, \chi_{l_j}) \rightarrow (t_i, \chi_{l_i})) = \text{AEP}(t_j \rightarrow t_i) \). Similar to (3.19), the Hamming
distance in (3.13c) can be obtained by:

\[ \sum_{t_j \neq t_i} \sum_{l_j \neq l_i} N_H((t_j, \chi_{l_j}) \rightarrow (t_i, \chi_{l_i})) = \frac{(M - 1)N}{2} \log_2(N) + \frac{(N - 1)M}{2} \log_2(M). \] (3.28)

Substituting (3.18) and (3.28) into (3.12c), this gives:

\[ \text{ABEP}_{\text{joint}} = \frac{\eta_s 2^{\eta_s} - M \log_2 M - N \log_2(N)}{\eta_s \gamma N_r} \left( \frac{1}{N(N - 1)} \sum_{t_i=1}^{N} \sum_{t_j \neq t_i=1}^{N} C_{t_i, t_j} \right). \] (3.29)

### 3.3.2.4 Simplified ABEP expression

Combining (3.21), (3.25) and (3.29), the ABEP expression of SM is simplified as follows:

\[ \text{ABEP}(M, N) = \frac{M^{2\bar{m}_r N_r}}{\eta_s} B_N \gamma^{-m_r N_r} + \frac{\eta_s 2^{\eta_s} - M \log_2(M)}{\eta_s} \bar{C}_N \gamma^{-N_r}, \] (3.30)

with

\[ \bar{C}_N = \frac{1}{N(N - 1)} \sum_{t_i=1}^{N} \sum_{t_j \neq t_i=1}^{N} C_{t_i, t_j}. \] (3.31)

The term \( \bar{C}_N \) quantifies the effects of the fading distribution and the channel correlation on selecting the antenna array. Since the production of \( M \) and \( N \) is fixed for a certain spectrum efficiency, the optimisation problem of (3.30) is subjected to one variable, either \( M \) or \( N \). The aim is thus to determine the optimal transmitter structure, including the number of antennas and their locations. However, a joint optimisation of both of them requires an exhaustive search of prohibitive computational complexity. Alternatively, a two-stage approach is proposed where the optimisation problem is split into two steps: i) obtain the best combination of \( (M, N) \) that minimises the ABEP of SM; ii) select the specific transmit antennas from the antenna array.

### 3.3.3 Optimisation on the number of transmit antennas

In the first step, the minimisation of the simplified ABEP expression with respect to \( M \) is carried out for a given scenario, which is comprised of the spectrum efficiency, the number of receive antennas, the SNR, the fading distribution, and the correlation coefficients. The term
$1/\eta_s$ in (3.30) is a positive constant, hence it can be removed without affecting the optimisation result. In addition, the difference between antennas is considered in the second step. As a result, $\bar{B}_N$ and $\bar{C}_N$ are replaced by $\bar{B}_{Ni}$ and $\bar{C}_{Ni}$ to avoid the dependence on the antenna dissimilarity. The optimisation problem is thus formulated as follows:

$$M_{\text{opt}} = \arg\min_M \frac{\bar{B}_{Ni}}{\gamma^{m_r N_r}} M^{2m_r N_r} + \frac{\bar{C}_{Ni}}{\gamma^{N_r}} (2^{\eta_s/2} - M \log_2(M)),$$

s.t. $1 \leq M \leq 2^{\eta_s}$

(3.32)

where both $\bar{C}_{Ni}\gamma^{-N_r}$ and $\bar{B}_{Ni}\gamma^{-m_r N_r}$ are constant for a certain scenario. In other words, they are independent of the variable $M$. The above optimisation problem can be solved numerically by non-linear programming [90]. Note that the optimisation result of $\log_2(M)$ could be, and most likely is, a non-integer. However, without considering special encoding methods such as fractional bit encoding [91], both $M$ and $N$ must be a power of two to supply a full usage of the constellation diagram. This can readily be achieved by comparing the ABEP values of the two nearest integers around the optimal $M$. Afterwards, the best combination of $(M, N)$ is obtained and denoted by $(M_{\text{opt}}, N_{\text{opt}})$.

### 3.3.4 Selection on antenna locations

The second step is to select a subarray of $N_{\text{opt}}$ antennas from the size-$N_t$ antenna array. The chosen subset should minimise the BER among all subarrays with the same size. Since $\bar{B}_N$ in (3.30) is irrelevant to the channel correlation, the problem is equivalent to finding the subarray that minimises $\bar{C}_N$.

Like the traditional transmit antenna selection (TAS) methods, this issue can be solved through exhaustive search. However, this results in unaffordable computational-complexity for a large $\eta_s$. Taking $\eta_s = 6$ and $N_{\text{opt}} = 16$ as an example, the full search space is about $5 \times 10^{14}$ possible subsets. Alternatively, a novel selection method is proposed on the basis of circle packing, in which the subset can be selected directly.

Since the channel correlation is inversely proportional to the distance between two antennas, a rational solution is maximising the minimum geometric distance between any pair of the chosen antennas. This forms the circle packing problem in mathematics that can be worked out numerically [92]. Fig. 3.2 shows the circle packing solutions for various numbers of antennas, where the antennas are located at the circle centres. In the original problem, each circle must fit
inside the square boundary. The problem at hand is slightly different where the circle centres are restricted to be inside the boundary, and in Fig. 3.2 this is shown by dashed lines. This solution requires fully flexible positions, and thus is referred to as ideal circle packing (ICP). However, the antenna positions are normally fixed in practice, and those antennas closest to the ideal positions are selected instead. This method is thus named realistic circle packing (RCP). Fig. 3.3 shows the RCP solution for selecting 8 out of 32 antennas. As can be observed, the selection presents a similarity to the solution for \( N = 8 \) in Fig. 3.2. As \( N_t \) increases, the RCP solution becomes closer to ICP because the antenna array offers a larger flexibility in positions.

### 3.4 Optimum transmit structure over Rayleigh channels

In this section, the optimum transmit structure for SM is studied in a special case of Rayleigh fading channels. It is presented that the optimum transmit structure is independent of SNR in this specific scenario. In addition, a look-up table is built for quickly determining the best choice of \( (M, N) \). The SM system using the optimum transmit structure is named transmission optimised spatial modulation (TOSM). Furthermore, a closed-form expression of the BS energy consumption is derived for TOSM, allowing us to evaluate the proposed scheme analytically.
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3.4.1 Analytical modelling

For correlated and identically distributed (c.i.d.) Rayleigh fading channels, we have $m_r = 1$ and $\Omega_{r,t} = \Omega$ for all $t$ and $r$. As a result, $\tilde{B}_N$ in (3.26) and $\tilde{C}_N$ in (3.31) can be reduced to:

\[
B = \left( \frac{2}{\Omega} \right)^{N_r} \pi^{-2N_r-1} \int_0^\pi (\sin \theta)^{2N_r} d\theta, \tag{3.33}
\]
and:

\[
C = \frac{2^{2N_r-2} \Gamma(N_r + 0.5)}{\Omega^{N_r} \sqrt{\pi} \Gamma(N_r + 1)} \left[ \sum_{k=0}^{\infty} \left( \frac{\rho_{av}}{4} \right)^k \frac{\Gamma(2k+1)}{(k! \Gamma(k+1))} \right]^{N_r}. \tag{3.34}
\]

Correspondingly, the ABEP expression in (3.30) reduces to:

\[
\text{ABEP} = \frac{\gamma^{-N_r}}{\eta_s} \left( B(M)^{2N_r} + C(2^{\eta_s} \eta_s - M \log_2(M)) \right). \tag{3.35}
\]

The term $\gamma^{-N_r}/\eta_s$ is a positive constant, and therefore can be removed without influencing the optimisation result. After further removing the constant item $C2^{\eta_s} \eta_s$, the optimisation problem over Rayleigh fading can be formally expressed as follows:

\[
M_{\text{opt}} = \arg\min_M B(M)^{2N_r} - CM \log_2(M) \tag{3.36}
\]

s.t. $1 \leq M \leq 2^{\eta_s}$
3.4.2 Look-up table

From the objective function derived in (3.36), it is not hard to find that $M_{\text{opt}}$ is irrelevant to SNR in the case of c.i.d. Rayleigh fading. Also, $M_{\text{opt}}$ is independent of $\eta_s$ when $\eta_s$ is large enough. In other words, for a certain $N_r$ and a sufficiently large $\eta_s$, the optimum transmit structure is determined by $\rho_{av}$ only. As shown in Table 3.2, this allows us to build a look-up table to quickly decide the best SM deployment for various channel correlation degrees. The look-up table is analysed in detail in Section 3.5.2.

3.4.3 Base station energy consumption

Substituting $\gamma = E_m L / N_0$ into (3.35), the required $E_m$ using TOSM is computed by:

$$E_m = \frac{N_0}{L} \left( \frac{F(M_{\text{opt}})}{\eta_s R_e} \right)^{\frac{1}{N_r}},$$

(3.37)

where $F(M) = B(M)^{2N_r} + C(2^{\eta_s} - M \log_2(M))$ and $R_e$ denotes the value of the target BER. The required RF output power, denoted by $P_{\text{req}}$, is then given by:

$$P_{\text{req}} = \frac{R_b N_0}{\eta_s L} \left( \frac{F(M_{\text{opt}})}{\eta_s R_e} \right)^{\frac{1}{N_r}}.$$  

(3.38)

3.4.3.1 Continuous mode

The BS energy consumption per bit, denoted by $E_{\text{BS}}$, is obtained by:

$$E_{\text{BS}} = \frac{P_{\text{BS}}}{R_b}.$$  

(3.39)

Substituting (3.8), (3.38) and $N_{\text{act}} = 1$ into (3.39), the energy consumption per bit for a BS using TOSM in the continuous mode can be formulated as:

$$E_{\text{BS}} = \frac{P_0}{R_b} + \frac{\zeta N_0}{\eta_s L} \left( \frac{F(M_{\text{opt}})}{\eta_s R_e} \right)^{\frac{1}{N_r}}.$$  

(3.40)
<table>
<thead>
<tr>
<th>$\rho_{av}$</th>
<th>$\eta_s = 4$</th>
<th>$\eta_s = 5$</th>
<th>$\eta_s = 6$</th>
<th>$\eta_s = 7$</th>
<th>$\eta_s = 4$</th>
<th>$\eta_s = 5$</th>
<th>$\eta_s = 6$</th>
<th>$\eta_s = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>(16,1)</td>
<td>(16,2)</td>
<td>(16,4)</td>
<td>(16,8)</td>
<td>(4,4)</td>
<td>(4,8)</td>
<td>(4,16)</td>
<td>(4,32)</td>
</tr>
<tr>
<td>0.1</td>
<td>(16,1)</td>
<td>(16,2)</td>
<td>(16,4)</td>
<td>(16,8)</td>
<td>(4,4)</td>
<td>(4,8)</td>
<td>(4,16)</td>
<td>(4,32)</td>
</tr>
<tr>
<td>0.2</td>
<td>(16,1)</td>
<td>(16,2)</td>
<td>(16,4)</td>
<td>(16,8)</td>
<td>(4,4)</td>
<td>(4,8)</td>
<td>(4,16)</td>
<td>(4,32)</td>
</tr>
<tr>
<td>0.3</td>
<td>(16,1)</td>
<td>(16,2)</td>
<td>(16,4)</td>
<td>(16,8)</td>
<td>(4,4)</td>
<td>(4,8)</td>
<td>(4,16)</td>
<td>(4,32)</td>
</tr>
<tr>
<td>0.4</td>
<td>(16,1)</td>
<td>(16,2)</td>
<td>(16,4)</td>
<td>(16,8)</td>
<td>(4,4)</td>
<td>(4,8)</td>
<td>(4,16)</td>
<td>(4,32)</td>
</tr>
<tr>
<td>0.5</td>
<td>(16,1)</td>
<td>(16,2)</td>
<td>(16,4)</td>
<td>(16,8)</td>
<td>(4,4)</td>
<td>(4,8)</td>
<td>(4,16)</td>
<td>(4,32)</td>
</tr>
<tr>
<td>0.6</td>
<td>(16,1)</td>
<td>(16,2)</td>
<td>(16,4)</td>
<td>(16,8)</td>
<td>(8,2)</td>
<td>(8,4)</td>
<td>(8,8)</td>
<td>(8,16)</td>
</tr>
<tr>
<td>0.7</td>
<td>(16,1)</td>
<td>(32,1)</td>
<td>(32,2)</td>
<td>(32,4)</td>
<td>(8,2)</td>
<td>(8,4)</td>
<td>(8,8)</td>
<td>(8,16)</td>
</tr>
<tr>
<td>0.8</td>
<td>(16,1)</td>
<td>(32,1)</td>
<td>(32,2)</td>
<td>(32,4)</td>
<td>(8,2)</td>
<td>(8,4)</td>
<td>(8,8)</td>
<td>(8,16)</td>
</tr>
<tr>
<td>0.9</td>
<td>(16,1)</td>
<td>(32,1)</td>
<td>(64,1)</td>
<td>(64,2)</td>
<td>(8,2)</td>
<td>(8,4)</td>
<td>(8,8)</td>
<td>(8,16)</td>
</tr>
<tr>
<td>1.0</td>
<td>(16,1)</td>
<td>(32,1)</td>
<td>(64,1)</td>
<td>(128,1)</td>
<td>(16,1)</td>
<td>(32,1)</td>
<td>(32,2)</td>
<td>(32,4)</td>
</tr>
</tbody>
</table>

Table 3.2: TOSM deployment $(M, N)$ in the case of Rayleigh fading.
3.4.3.2 DTX mode

Similarly, based on (3.10), $E_{BS}$ in the DTX mode can be computed as follows:

$$E_{BS} = \frac{P_s}{R_b} + \frac{N_0}{\eta_s L} \left( \zeta + \frac{P_0 - P_s}{P_{\text{max}}} \right) \times \left( \frac{F(M_{\text{opt}})}{\eta_s R_e} \right)^{\frac{1}{N_r}}. \quad (3.41)$$

3.5 Results

In this section, Monte Carlo simulations are implemented to validate the performance of the proposed scheme. Two scenarios are studied: i) c.i.d. Nakagami-$m$ fading and ii) c.i.d. Rayleigh fading. In the first case, we focus on verifying the accuracy of the simplified ABEP expression. The reason for choosing the second case is threefold: i) multipath fading is typically modelled by a Rayleigh distribution; ii) by fixing the parameter $m$, the main trends of TOSM in relation to the channel correlation can be studied; and iii) a look-up table is formed within this scenario to exhibit the optimum transmit structure. The complexity and feedback cost introduced by TOSM is negligible, as TOSM is based on channel statistics and does not require frequent updates. Therefore this section is focused on the BER performance of TOSM, which is evaluated against some other schemes including fixed-SM, vertical Bell Laboratories layered space-time (V-BLAST) and space-time block coding (STBC). Also, the BS energy consumption and the maximum transmission rate are analysed for the proposed scheme. In order to guarantee the fairness of different values of $\eta_s$, the transmission energy per bit against noise, i.e. $E_{b}/N_0$, is used instead of SNR.

3.5.1 Accuracy of the simplified ABEP expression

In Fig. 3.4, the simplified ABEP expression of SM in (3.32) is verified against simulation results. In order to present an extensive comparison, several different scenarios are illustrated in terms of shape factor $m$, the number of receive antennas $N_r$, spectrum efficiency $\eta_s$ and $E_{b}/N_0$. A unit spread controlling factor is considered. For each scenario, the BER performance of TOSM is shown as a function of the average correlation degree $\rho_{av}$. As can be seen, in general, the theoretical curves match the simulation results well. Because the simplified ABEP expression is an approximation based on the upper bound, we expect some deviations especially at high channel correlations. Despite this, the simplified ABEP expression is still very close to the simulation results.
3.5.2 Optimality of the look-up table

Table 3.2 quantises the relationship between the optimal number of transmit antennas for SM and the channel correlation. Bold font is used to highlight the situations where the optimal number of transmit antennas is one. In other words, SM is not applied in those situations. The following outcomes are observed: i) given $\eta_s$ and $N_r$, $N_{opt}$ decreases when $\rho_{av}$ increases, as expected; ii) if $N_r = 1$, the optimum transmit structure regresses to a single transmit-antenna scheme when $\rho_{av}$ is high; iii) when increasing $N_r$, SM is suitable for more cases of $(\eta_s, \rho_{av})$, and $N_{opt}$ becomes larger; and iv) given $N_r$ and $\rho_{av}$, the best selection of $M$ maintains a constant when $\eta_s$ is large enough.

![Figure 3.4](image1)

**Figure 3.4:** *Simplified ABEP expression versus simulations.*

![Figure 3.5](image2)

**Figure 3.5:** *BER performance of fixed-SM schemes ($E_b/N_0 = 25$ dB, $\eta_s = 6$ and $N_r = 2$).*
The look-up table can be extended to any needed situation and easily used to configure the deployment of the TOSM system. The parameters $N_r$ and $\eta_s$ are usually fixed in practice. Therefore the only parameter which needs to be determined is the correlation coefficient, and this can be obtained by the structured correlation estimator [93]. Taking $\eta_s = 6$ and $N_r = 2$ as an example, Fig. 3.5 shows the BER performance of various fixed-SM schemes at 25 dB. As shown, SM using $N = 16$ outperforms $N = 8$ when $\rho_{av}$ is below 0.5. However, the opposite result happens for $0.6 \leq \rho_{av} \leq 0.9$. At an extremely high correlation of $\rho_{av} = 1$, two transmit-antenna SM achieves the lowest BER. It can be observed that Table 3.2 fits the simulation results.

### 3.5.3 Optimality of direct antenna selection

The performance of the proposed RCP is evaluated against two baselines: i) the exhaustive search (ES); and ii) the worst situation (WS) where neighbouring antennas are selected. Fig. 3.6 and Fig. 3.7 show the BER performance of RCP for $\eta_s = 4$ and 5, respectively. Due to the intractable complexity of ES, the results when $\eta_s > 5$ are not presented.

![Figure 3.6: BER performance of RCP ($N_t = 16$ and $N = 8$).](image)

The antenna arrays are assumed to be located in the same area in order to ensure the fairness of different $\eta_s$. For this reason, $\rho_s$ is used instead of $\rho_{av}$. As can be seen, RCP achieves almost the same performance as ES, with a gap of less than 0.3 dB. Also, the negligible difference between RCP and ES is hardly affected by channel correlations. Conversely, the performance of WS becomes much worse as $\rho_s$ increases.
3.5.4 BER performance of TOSM

The complexity of a MIMO system depends on the number of RF chains rather than the total number of transmit antennas. TOSM requires only one RF chain, regardless of the number of antennas used. Thus it is reasonable to compare TOSM with fixed-SM schemes using the same $\eta_s$. Fig. 3.8 and Fig. 3.9 show the BER performance of TOSM as a function of the channel correlation for $\eta_s = 4$ and 5, respectively.

The following trends are observed: i) fixed-SM with more antennas is not always better than those using fewer antennas, as expected; ii) TOSM always performs better than or equal to the
fixed-SM schemes, and this validates the optimality of TOSM; and iii) as $\eta_s$ increases, TOSM tends to employ more transmit antennas, and performs much better than fixed-SM with a small number of transmit antennas. For $\eta_s = 4$, TOSM slightly outperforms fixed-SM with $N = 2$ at low correlations. However, for $\eta_s = 5$, TOSM can always achieve a significant gain against fixed-SM with $N = 2$, except when the channel correlation is extremely high. Similar, but less pronounced trends are noticed at lower SNRs.

Figure 3.9: BER performance of TOSM against channel correlations ($E_b/N_0 = 25$ dB, $\eta_s = 5$ and $N_r = 2$).

Assuming $\eta_s = 6$, the BER performance of TOSM is shown as a function of $E_b/N_0$ in Fig. 3.10, in comparison with fixed-SM with $N = 2$ as well as space shift keying (SSK) and single-input multiple-output (SIMO). As shown, TOSM outperforms the other schemes signif-
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significantly for all presented SNRs and channel correlation degrees. When the channel links are independent ($\rho_s = 0$), TOSM achieves SNR gains of 0.8 dB, 8.7 dB and 15.1 dB against SSK, fixed-SM with $N = 2$ and SIMO, respectively. As the channel correlation increases, TOSM outmatches SSK more significantly. Fixed-SM with $N = 2$ is slightly affected by the channel correlation, and the gain of TOSM is diminishing with an increase of $\rho_s$. However, this gain still exceeds 4 dB at $\rho_s = 0.8$.

### 3.5.5 BS energy consumption

The BS energy consumption of TOSM is studied in comparison with V-BLAST and STBC. The simulations are restricted in two aspects. On the one hand, the number of transmit antennas for V-BLAST is limited due to the constraint $N_t \leq N_r$. On the other hand, SM can save more energy in RF chains for a larger $N_t$. The purpose here is to present the energy efficiency of TOSM. In order to carry out a relatively fair comparison, the case of $\eta_s = 4$ and $N_r = 4$ is chosen, where TOSM employs four transmit antennas when $\rho_s$ varies from 0 to 0.8. The same $4 \times 4$ MIMO structure is arranged for both V-BLAST in [69] and rate 3/4 STBC in [71]. In addition, the path loss is assumed to be 100 dB without shadowing [94].

![Figure 3.11: Transmit energy consumption ($\eta_s = 4, N_r = 4$ and a target BER value of $1 \times 10^{-4}$).](image_url)

For a target BER value of $1 \times 10^{-4}$, Fig. 3.11 shows the required transmit energy consumption for various schemes. It is noticed that, TOSM provides a remarkable and stable gain of around 5 dB against STBC and much more against V-BLAST. The overall BS energy consumptions in both the continuous mode and the DTX mode are shown in Fig. 3.12. To maintain a certain $E_b$,
the restriction on $P_{\text{max}}$ leads to a ceiling of the transmission rate. For this reason, a transmission rate of 30 Mbit/s is chosen to ensure the BS works physically, and TOSM is compared with STBC to show the trends. The following outcomes are observed: i) using the DTX mode for TOSM offers an energy gain of 1.4 dB over the continuous mode; ii) compared with STBC, TOSM requests much less energy because of the single RF chain requirement. In the continuous mode and the DTX mode, TOSM saves at least 6.3 $\mu$Joule/bit (56%) and 5.8 $\mu$Joule/bit (62%) against STBC, respectively; iii) in both modes, TOSM outperforms STBC more significantly as $\rho_s$ increases; and iv) compared with STBC, TOSM saves more energy in the DTX mode than in the continuous mode, especially at high channel correlations. For a higher spectrum efficiency, the power efficiency decreases for all involved methods, but TOSM still achieves noticeable gains over other schemes.

3.5.6 Maximum transmission rate

The above simulations are conducted when the same RF output power is considered for all involved techniques. In contrast to the multi-stream MIMO schemes, SM requires only one RF chain, and therefore less energy is requested to drive it. However, the maximum RF output power for SM is $1/N_{\text{act}}$ of that for a MIMO system with $N_{\text{act}}$ simultaneously-active antennas. This fact restricts the maximum transmission rate in the SM systems. Fig. 3.13 presents the maximum transmission rate as a function of the channel correlation. Note that maximum RF output signifies a very high SNR, and in this case the BER performance of V-BLAST is
bottlenecked due to the inevitability of ICI.

Figure 3.13: Maximum transmission rate ($\eta_s = 4$, $N_r = 4$ and $P_{out} = P_{\text{max}}$).

As shown, the maximum transmission rate of fixed-SM outperforms V-BLAST, but is much smaller than STBC. Meanwhile, TOSM yields a great improvement over fixed-SM (up to 1.8 times) and diminishes the gap between SM and STBC significantly. In addition, the BS energy consumption gains between TOSM and STBC with respect to the transmission rate is presented in Fig. 3.14. The gain obtained by TOSM in the DTX mode is larger than that in the continuous mode. Also, the DTX mode performs much better than the continuous mode when $R_b$ increases to the full load. This signifies that TOSM is more energy efficient when combined with DTX.

Figure 3.14: BS energy saving ratio between TOSM and STBC ($\eta_s = 4$, $N_r = 4$).
3.6 Chapter summary

In this chapter, an optimum transmit structure for SM has been presented, which balances the size of the spatial constellation diagram and the size of the signal constellation diagram. Instead of using exhaustive search, a novel two-stage TAS method has been proposed for reducing the computational complexity, where the optimal number of transmit antennas and the specific antenna positions are determined separately. The first step is to calculate the optimal number of transmit antennas by minimising a simplified ABEP expression. In the second step, based on circle packing, a direct antenna selection method named RCP has been developed to pick the required number of transmit antennas from an antenna array. Due to the exploitation of channel statistics, the complexity, latency and feedback cost of TOSM are negligible in comparison with the conventional TAS methods. The optimality of the proposed scheme as well as its BER performance has been presented. TOSM shows a lower SNR requirement for the same spectral efficiency as compared with fixed-SM.

In addition, a look-up table has been built in the case of c.i.d. Rayleigh fading, which can readily be used to obtain the optimum transmit structure. Furthermore, the overall BS energy consumption of TOSM has been compared with both V-BLAST and STBC. Thanks to the requirement of a single RF chain, TOSM exhibited a much higher energy efficiency than the other two schemes for achieving the same BER and transmission rate targets. A further study has shown that TOSM is more energy efficient when combined with the DTX mode than the continuous mode. Moreover, the issue with respect to the maximum transmission rate in the SM systems has been addressed, which is caused by the limited output power of a single RF chain. It was shown that TOSM uplifts the maximum transmission rate of fixed-SM greatly and diminishes the gap between fixed-SM and STBC.
Chapter 4

Channel estimation for spatial modulation

4.1 Introduction

In spatial modulation (SM) systems, a single transmit antenna is activated at any time instance, and the remaining antennas are idle. While this property offers a high energy efficiency as well as a complete avoidance of inter-channel interference, it challenges the channel estimation (CE) process. In current literature, the CE methods for SM separately estimate the channel links that pertain to different antennas. In order to estimate the entire MIMO channel, SM has to activate the transmit antennas sequentially for sending the training signal. Therefore the time spent on the CE process is proportional to the number of transmit antennas, leading to a substantial reduction in throughput especially when using a large number of transmit antennas. Also, the pilot sequence length is restricted for each transmit antenna, which impedes SM to improve the CE performance by increasing the pilot sequence length. New CE methods are needed to strengthen the performance of SM in practical systems.

In this chapter, the CE process for SM is studied in two aspects. On the one hand, the research focuses on improving the CE accuracy by exploiting the channel correlation between antennas. Two novel CE methods are proposed for SM, making a use of the antenna correlation at the transmitter and at the receiver, respectively. On the other hand, the power allocation between training symbols and information-carrying symbols imposes on the bit error rate (BER) performance. With more power allocated to training symbols, the CE results are more accurate. However, this reduces the signal-to-noise ratio (SNR), since less power is available for information-carrying symbols. A trade-off is therefore enabled between the power of those two types of symbols. Based on this fact, an optimal power allocation is proposed by minimising the BER. In addition, a framework that combines different CE methods is proposed.
4.2 System model

A $N_t \times N_r$ SM-MIMO system is considered for a single user, where $N_t$ and $N_r$ denote the number of transmit antennas and the number of receive antennas, respectively. The signal modulation and the decoding method are referred to Section 2.3. The channel model and the estimator used for CE are introduced in the following context.

4.2.1 Channel model

A space-correlated and time-variant MIMO channel is considered. The channel coefficient between the $t$-th transmit antenna and the $r$-th receive antenna is denoted by $h_{r,t(n)}$, where $n$ is the discrete time index. The corresponding $N_r \times N_t$ channel matrix, denoted by $H(n)$, is generated in two steps: i) create the channel matrix at the initial point, i.e. $H(0)$, of which the entries are correlated; and ii) produce a consecutive channel based on the temporal correlation, while maintaining the same spatial correlation. It is worth noting that the proposed CE method is not restricted to a specific channel model. The channel model here is for the purpose of evaluating the performance of the proposed method in simulations.

4.2.1.1 Spatial correlation

The Kronecker model is commonly used for spatially-correlated channels [95]. According to this model, the channel matrix is initialised as follows:

$$H(0) = R_t^{1/2} G(0) \left( R_t^{1/2} \right)^H,$$  \hspace{1cm} (4.1)

where matrix $G$ has the same dimension as $H(0)$, and its entries are independent and identically distributed (i.i.d.) complex Gaussian distribution $CN(0,1)$; $R_t$ and $R_r$ denote the transmit correlation matrix and the receive correlation matrix, respectively. The correlation coefficient between the transmit antennas $t_1$ and $t_2$ is denoted by $\rho_{t_1,t_2}$. The transmit correlation matrix is
then expressed as:

\[
\mathbf{R}_t = \begin{bmatrix}
1 & \rho_{1,2} & \cdots & \rho_{1,N_t} \\
\rho_{2,1} & 1 & \cdots & \rho_{2,N_t} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{N_t,1} & \rho_{N_t,2} & \cdots & 1
\end{bmatrix}.
\] (4.2)

Similarly, the element \(\rho_{r_1,r_2}\) in \(\mathbf{R}_r\) represents the correlation coefficient between the receive antennas \(r_1\) and \(r_2\). The correlation between antennas is modelled in the same way as that in Section 3.2.2.2, and the Euclidean distance between the two diagonal ends of the antenna array is normalised to be unity. The correlation coefficient between any pair of transmit antennas is then formulated as:

\[
\rho_{t_1,t_2} = \rho_{tx},
\] (4.3)

where \(d_{t_1,t_2}\) is the Euclidean distance between transmit antennas \(t_1\) and \(t_2\); \(\rho_{tx}\) denotes the correlation degree when two transmit antennas are separated at the reference distance. Similar to \(\rho_{t_1,t_2}\), the correlation coefficient between any pair of receive antennas is given by:

\[
\rho_{r_1,r_2} = \rho_{rx}.
\] (4.4)

### 4.2.1.2 Temporal correlation

The Gauss-innovations channel model formulates the channel variation as a function of the speed of users [96]. Using the Gauss-innovations channel model, the channel matrix at the \(n\)-th time index can be expressed as:

\[
\mathbf{H}(n) = \sqrt{\kappa} \mathbf{H}(n-1) + \sqrt{1-\kappa} \mathbf{H}'(n),
\] (4.5)

where \(\kappa\) is a parameter related to the user speed, and it is given by [96, Eq. (10)]:

\[
\kappa = J_0 \left( \frac{2\pi v f_c T_s}{c} \right)^2,
\] (4.6)

where \(J_0(\cdot)\) is the zeroth-order Bessel function of the first kind; \(T_s\) is the sampling period; \(f_c\) is the centre carrier frequency; \(v\) and \(c\) denote the speed of mobile user and the speed of light, respectively. The term \(\mathbf{H}'(n)\) in (4.5) is also generated from (4.1), but it is independent of
In addition, $H_{(n)}$ is independent from time to time. Substituting (4.1) and $n = 1$ into (4.5), this gives:

$$H(1) = \frac{R_1}{2} \left( \sqrt{\kappa} G(0) + \sqrt{1 - \kappa} G'(1) \right) \left( R_t^{1/2} \right)^H. \quad (4.7)$$

Note that $H(1)$ is a Rayleigh fading channel of the same correlation matrices as $H(0)$. Similarly, the expression for $H_{(n)}$ in (4.5) is rewritten as:

$$H_{(n)} = \frac{R_1}{2} G_{(n)} \left( R_t^{1/2} \right)^H, \quad (4.8)$$

and

$$G_{(n)} = \sum_{m=0}^{n} \left( \sqrt{1 - \kappa} \right)^{\text{sgn}(m)} (\sqrt{\kappa})^{n-m} G_{(m)}, \quad (4.9)$$

where $\text{sgn}(\cdot)$ is the sign function. It is straightforward to infer that, $H_{(n)}$ is also a correlated Rayleigh fading channel of the same correlation matrices as $H(0)$. Note that the above model also suits spatially-uncorrelated and/or time-invariant channels, by setting the correlation coefficients and/or the speed of mobile user to be zeros.

### 4.2.2 Pilot-assisted channel estimation

So far, the channel estimation methods for SM has been based on existing CE techniques, such as least square (LS), minimum mean square error (MMSE) and recursive least square (RLS). All those estimators are also available for the proposed CE methods. In order to keep simplicity and ensure a fair comparison, LS is adopted for both the conventional methods and the proposed methods in this chapter. The pilot signal and the LS estimator are described as follows.

#### 4.2.2.1 Pilot signal

A large quantity of studies have been performed on the optimal design of the training signal for estimating correlated MIMO channels [97–99]. Those optimal patterns are also applicable to the channel estimation for SM. However, the study here focuses on developing CE methods that are specially tailored for SM. For this reason, a simple pilot signal of $N_p$ repeated symbols is considered, where $N_p$ is the pilot sequence length. The optimal pilot design is kept for future research.

The estimation period, denoted by $P_{CE}$, is defined as the interval between two adjacent CE
processes of any transmit antenna. In addition, the pilot ratio is defined as the ratio of the number of pilot symbols to the number of total symbols during one estimation period, and it is denoted by $\eta$. Furthermore, we use $p_{t(n)}$ to represent the pilot symbol transmitted through transmit antenna $t$ at the $n$-th time index. To be distinguished from the information-carrying symbols, the transmission energy per pilot symbol is denoted by $E_p$. The signal-to-noise ratio (SNR) for pilot signals is denoted by $\gamma_p = E_p / N_0$.

### 4.2.2.2 Least square estimator

When sending out a pilot symbol through the $t$-th transmit antenna at the $n$-th time index, the received signal at the $r$-th receive antenna can be obtained by replacing $\chi_t$ in (2.1) with $p_{t(n)}$:

$$y_{r(n)} = h_{r,t(n)} p_{t(n)} + w_{r(n)}.$$  \hspace{1cm} (4.10)

We focus on a single CE period, and the LS estimate during the considered period is denoted by $\hat{h}_{r,t}$, where the time index is neglected for simplicity. According to [100, p. 224, Eq. (8.9)], $\hat{h}_{r,t}$ is calculated by:

$$\hat{h}_{r,t} = \arg \min_h \sum_{m=1}^{N_p} \| y_{r(m)} - h p_{t(m)} \|^2,$$  \hspace{1cm} (4.11)

where $m$ is the symbol index of the pilot sequence. Since both $y_{r(m)}$ and $p_{t(m)}$ are scalar, we have:

$$\hat{h}_{r,t} = \frac{1}{N_p} \sum_{m=1}^{N_p} \frac{y_{r(m)}}{p_{t(m)}},$$  \hspace{1cm} (4.12)

### 4.3 Channel estimation across transmit antennas

In the conventional channel estimation (CCE) for SM, all transmit antennas are activated in sequence to send the pilot signal. In the following context, the pilot structure of CCE is introduced, followed by a novel CE method, named transmit cross channel estimation (TCCE). By exploiting the channel correlation between transmit antennas, the new approach is able to estimate the entire MIMO channel by sending the pilot signal through only one transmit antenna. In order to clearly demonstrate the concept of the proposed method and keep a moderate complexity of analysis, the pilot sequence length is assumed to be one in this section, i.e. $N_p = 1$. The case of a generalised $N_p$ is studied in Section 4.6.
4.3.1 Conventional method

In Fig. 4.1, the pilot structure of CCE is presented for an example of four transmit antennas. During each blue coloured slot, a pilot symbol is sent out through the corresponding transmit antenna. Those slots are referred to as pilot slots. The remaining time slots are used to convey information-carrying symbols. The estimated channel state information (CSI) is used instead of the perfect CSI in (2.5). Based on the estimation results in (4.12), the detected symbols using CCE are obtained by:

\[
\hat{t}_{\text{act}}, \hat{l} = \arg \min_{t, l} \sum_{r=1}^{N_r} \| y_r - \tilde{h}_{r,t} \chi_l \|^2. \tag{4.13}
\]

Figure 4.1: The pilot structure of CCE.

The estimation period of CCE is calculated by:

\[
P_{\text{CE}} = \frac{N_t T_s}{\eta}. \tag{4.14}
\]

Note that the estimation period of CCE is proportional to the number of transmit antennas, as mentioned previously. Each LS process requires one division, which costs $\xi^2$ operations for $\xi$-digit numbers. Thus the computational complexity of CCE during one estimation period is given by:

\[
O_{\text{CCE}}(N_t N_r \xi^2). \tag{4.15}
\]
4.3.2 Proposed method

The channel difference information (CDI) is defined as the difference between the channel coefficients of a pair of transmit antennas. If CDI is known, then it is possible to obtain the CSI of the entire MIMO channel by estimating the channel information of any single transmit antenna. In the other words, only one transmit antenna is required to send the pilot signal. The CE time is therefore significantly shortened in comparison with CCE. A constant channel difference is however unrealistic. In order to make it available for time-varying channels, the channel difference information needs to keep updated. Taking four transmit antennas as an example, Fig. 4.2 depicts the schematic diagram of the proposed method.

![Figure 4.2: The pilot structure of TCCE.](image)

The pilot transmissions are represented by blue coloured slots, similar to Fig. 4.1. Note that, unlike CCE, the pilot slots pertaining to different transmit antennas are equally allocated along the time. At any pilot slot, the CSI of the currently active antenna is obtained in the same way as that of CCE. For those idle antennas, CSI is measured based on the estimated CSI of the active antenna and the CDI between the active antenna and the corresponding idle antenna. We refer to this type of CE as correlation-based CE, which is shown by yellow coloured slots. The CDI for a certain idle antenna is calculated at the latest pilot slot of that antenna. The CSI of the currently active antenna at that slot, which is highlighted in pink colour, is corrected by using interpolation based on the estimated CSIs at the current pilot slot and some previous pilot slots. At any pilot slot, the algorithm is comprised of four steps as follows:
Step 1: Pilot-assisted CE

In the first step, the pilot-assisted CE in Section 4.2.2 is implemented for the currently active antenna, i.e. $t_{\text{act}}$. The corresponding estimation result is denoted by $\tilde{h}_{t_{\text{act}}(n)}$, where the index for receive antennas is neglected for simplicity.

Step 2: CDI update

For each transmit antenna, the pilot is conveyed once for every $N_t$ pilot slots. At the previous $N_t - 1$ pilot slots, the CSI of $t_{\text{act}}$ is estimated by the correlation-assisted CE which will be detailed in step 3. In this step, those CSIs are corrected by a low-pass interpolation based on $\tilde{h}_{t_{\text{act}}(n)}$ and $L - 1$ previous estimates $\tilde{h}_{t_{\text{act}}(n-lN_t/\eta)}$, $l = 1, 2, \ldots, L - 1$. The number of totally used estimates, i.e. $L$, is defined as the interpolation sequence length. The corrected CSI is denoted by $\hat{h}_{t_{\text{act}}(n-k/\eta)}$, $k = 1, 2, \ldots, N_t - 1$. For clarity, the simplest case of $L = 2$ is chosen, and the corrected CSI is computed by:

$$\hat{h}_{t_{\text{act}}(n-k/\eta)} = \left(1 - \frac{k}{N_t}\right)\tilde{h}_{t_{\text{act}}(n)} + \left(\frac{k}{N_t}\right)\tilde{h}_{t_{\text{act}}(n-N_t/\eta)}, \quad k = 1, 2, \ldots, N_t - 1. \quad (4.16)$$

For $L > 2$, interested readers are referred to [101]. Regarding transmit antenna $t$, the last pilot slot is at the time index of $n - k_{t,t_{\text{act}}}/\eta$, and:

$$k_{t,t_{\text{act}}} = \begin{cases} t_{\text{act}} - t & \text{if } t \leq t_{\text{act}} \\ t_{\text{act}} - t + N_t & \text{if } t > t_{\text{act}} \end{cases}. \quad (4.17)$$

The channel difference information between $t$ and $t_{\text{act}}$, denoted by $\Delta_{t,t_{\text{act}}}$, is updated as follows:

$$\Delta_{t,t_{\text{act}}(n-k_{t,t_{\text{act}}}/\eta)} = \tilde{h}_{t(n-k_{t,t_{\text{act}}}/\eta)} - \hat{h}_{t_{\text{act}}(n-k_{t,t_{\text{act}}}/\eta)}, \quad \Delta_{t,t_{\text{act}}(n-k_{t,t_{\text{act}}}/\eta)} \quad (4.18)$$

Step 3: Correlation-assisted CE

After collecting the CDI, it is possible to measure the CSI of the idle antennas. The estimation result of correlation-based CE is denoted by $\hat{h}_{t(n)}$ and it is obtained by:

$$\hat{h}_{t(n)} = \tilde{h}_{t_{\text{act}}(n)} + \Delta_{t,t_{\text{act}}(n-k_{t,t_{\text{act}}}/\eta)}, \quad t \neq t_{\text{act}}. \quad (4.19)$$
Substituting (4.16) and (4.18) into (4.19), this gives:

\[
\hat{h}_{t(n)} = \tilde{h}_{t(n-kt_{t,\text{act}}/\eta)} + \frac{k_{t,t_{\text{act}}}}{N_t} \left( \tilde{h}_{t_{\text{act}}(n)} - \tilde{h}_{t_{\text{act}}(n-N_t/\eta)} \right), \quad t \neq t_{\text{act}}.
\]  

(4.20)

Note that when \( t = t_{\text{act}} \) in (4.17), the value of \( k_{t,t_{\text{act}}} \) equals zero. Correspondingly, the right side of the above equation reduces to \( \tilde{h}_{t_{\text{act}}(n)} \). Therefore, the estimated CSI obtained by both pilot-based CE and correlation-based CE can be written as the same expression in (4.20). The estimated CSI of any transmit antennas is denoted by \( \hat{h}_{t(n)} \), and (4.20) can be rewritten as:

\[
\hat{h}_{t(n)} = \tilde{h}_{t(n-kt_{t,\text{act}}/\eta)} + \frac{k_{t,t_{\text{act}}}}{N_t} \left( \tilde{h}_{t_{\text{act}}(n)} - \tilde{h}_{t_{\text{act}}(n-N_t/\eta)} \right), \quad t = 1, \ldots, N_t.
\]  

(4.21)

**Step 4: Antenna index update**

The index of the transmit antenna to convey the pilot next time is then updated to:

\[
t_{\text{act}} = \begin{cases} 
    t_{\text{act}} + 1 & \text{if } t_{\text{act}} < N_t \\
    1 & \text{if } t_{\text{act}} = N_t
\end{cases}.
\]  

(4.22)

The CE period of TCCE is computed by:

\[
P_{\text{CE}} = \frac{T_s}{\eta}.
\]  

(4.23)

The CE period of TCCE is independent of the number of transmit antennas. In addition to one LS process for the currently active antenna, TCCE requires one interpolation and two additions for each idle antenna. According to (4.16), the interpolation needs two multiplications and one addition. As a result, TCCE consumes \( 2\xi^2 + 3\xi \) operations for each idle antenna. The computational complexity of TCCE during one estimation period is given by:

\[
O_{\text{TCCE}}(N_r(\xi^2 + (N_t - 1)(2\xi^2 + 3\xi))).
\]  

(4.24)

Compared with CCE, TCCE approximately doubles the computational complexity.
4.3.3 Results

In this section, Monte Carlo simulation results are presented to validate the performance of the proposed method. Various numbers of transmit antennas are considered. In order to conduct a fair comparison, the antennas are located in a square area with a normalised diagonal distance. The BER performance of SM using TCCE is compared with CCE. Also, the effects of channel correlations on both CCE and TCCE are studied. In all simulations, a user speed of 5 m/s is assumed, and the pilot ratio is fixed to be 5% [102].

4.3.3.1 Effects of channel correlation

![BER performance of TCCE against channel correlations](image)

Figure 4.3: BER performance of TCCE against channel correlations (SNR = 20 dB and $N_t = 16$).

In Fig. 4.3, the BER performance of TCCE is shown as a function of $\rho_{tx}$. The SNR is assumed to be 20 dB, and 16 transmit antennas are considered. Two $\eta_s$ values of 5 and 6 are considered. As shown, the proposed method falls behind CCE when $\rho_{tx}$ is smaller than 0.3. The reason for this fact is as the channel correlation decreases, the CDI between antennas becomes larger and more random. Therefore the CDI updating process in TCCE is less accurate in this situation. However, when $\rho_{tx}$ is greater than 0.4, TCCE offers a much better BER performance than CCE. Similar, but less pronounced trends are noticed at lower SNRs.
4.3.3.2 Effects of the number of transmit antennas

Fixing $\rho_{tx}$ to be 0.8, Fig. 4.4 presents the BER performance of TCCE for two $N_t$ values of 8 and 16. The number of bits per symbol is fixed to ensure a fair comparison. Also, the case of perfect channel state information (PCSI) is considered as a baseline.

![Figure 4.4: BER performance of TCCE against the numbers of transmit antennas ($\rho_{tx} = 0.8$).](image)

The following outcomes are observed: i) unlike PCSI, the achievable BERs of both TCCE and CCE tend towards saturation with an increase of SNR, due to the inevitability of estimation errors; ii) compared with CCE, the BER performance of TCCE is much closer to that of PCSI; and iii) TCCE outperforms CCE more significantly as $N_t$ increases. For $N_t = 8$ and 16, to achieve the same BER value of CCE at 20 dB, TCCE requires 2.8 dB and 7.5 dB less, respectively. This is because the CE period of CCE is proportional to $N_t$, while that of TCCE is regardless of $N_t$. At a lower channel correlation, the gain gap between TCCE and CCE diminishes. Despite this, TCCE can still effectively improve the achievable BER over CCE when $\rho_{tx} = 0.5$, as shown in Fig. 4.5.

4.4 Channel estimation across receive antennas

In order to improve the CE accuracy, a longer pilot sequence length or a larger transmission power is usually required. However, as mentioned, the estimation time in the CCE methods for SM is proportional to the number of transmit antennas. Therefore the pilot sequence length
for each transmit antenna is constrained to avoid compromising the throughput significantly. In addition, the transmission power is limited due to the dynamic range of power amplifiers. This raises the question, how to improve the CE performance without increasing the pilot sequence length or the transmission power. Based on exploiting the channel correlation between receive antennas, another CE method for SM is proposed in this section. For the sake of simplicity, here we consider the pilot structure of Section 4.3.1, and keep the relevant study on the pilot structure of TCCE in Section 4.6.

\[ \tilde{h}_{r(n)} = \frac{y_{r(n)}}{P_{(n)}}. \] (4.25)
4.4.2 Proposed method

The proposed method is named spatially-averaging channel estimation (SACE), of which the schematic diagram for $N_r = 2$ is shown in Fig. 4.6. Unlike CCE, SACE jointly estimates the channel of different receive antennas, which resembles the way of exploiting the correlation between transmit antennas in TCCE. A similar definition of CDI is used in receive antennas, and it is used to estimate the channel of one receive antenna from the estimation result of another one. The estimated CSI of SACE for each receive antenna is a combination of the CCE results of all receive antennas. For an arbitrary number of receive antennas, the detailed algorithm of the proposed method is comprised of two steps.

**Step 1: channel difference update**

Regarding the proposed method, we use $\hat{h}_{r_1(n)}$ to denote the estimated CSI of the $r$-th receive antenna at the $n$-th estimation slot. The CDI between the $r_1$-th and $r_2$-th receive antennas, denoted by $\Delta_{r_1,r_2}$, is obtained by differentiating the previous estimation results of those antennas:

$$\Delta_{r_1,r_2}(n-1) = \hat{h}_{r_1(n-1)} - \hat{h}_{r_2(n-1)}. \quad (4.26)$$

**Step 2: weighted average**

Based on the CDI obtained in (4.26), the channel of $r_1$ can be estimated via the CCE result of $r_2$, i.e. $\tilde{h}_{r_2(n)}$. In order to reduce the affect of noise, the estimate for any receive antenna is
formed by a weighted average of the samples from all receive antennas. The estimation result of SACE is then formulated as:

$$\hat{h}_{r_1}(n) = \left(1 - \sum_{r_2=1, r_2 \neq r_1}^{N_r} f(\rho_{r_1,r_2})\right) \tilde{h}_{r_1}(n) + \sum_{r_2=1, r_2 \neq r_1}^{N_r} f(\rho_{r_1,r_2}) \left(\tilde{h}_{r_2}(n) + \Delta_{r_1,r_2}(n-1)\right), \quad (4.27)$$

where $f(\rho_{r_1,r_2})$ is the weight for the pair of $r_1$ and $r_2$, and it is subject to:

$$\begin{align*}
0 & \leq f(\rho_{r_1,r_2}) \leq 1 \\
0 & \leq \sum_{r_2=1, r_2 \neq r_1}^{N_r} f(\rho_{r_1,r_2}) \leq 1
\end{align*} \quad (4.28a)$$

$$\begin{align*}
0 & \leq \sum_{r_2=1, r_2 \neq r_1}^{N_r} f(\rho_{r_1,r_2}) \leq 1
\end{align*} \quad (4.28b)$$

Besides the above conditions, two extreme situations of $\rho_{r_1,r_2} = 1$ and $\rho_{r_1,r_2} = 0$ are analysed to further restrict the weights. When the antennas are completely correlated, the weights for all components in (4.27) should be equal. On the contrary, if the antennas are independent of each other, the estimation based on other antennas becomes difficult. Therefore, it is better to just use $\tilde{h}_{r_1}(n)$ in this situation. Then the weight $f(\rho_{r_1,r_2})$ is required to satisfy:

$$f(\rho_{r_1,r_2}) = \begin{cases} 
0 & \text{if } \rho_{r_1,r_2} = 0 \\
1/N_r & \text{if } \rho_{r_1,r_2} = 1
\end{cases}. \quad (4.29)$$

Combining (4.28) and (4.29), one solution for the weight function is simply given by:

$$f(\rho_{r_1,r_2}) = \frac{\rho_{r_1,r_2}}{N_r}. \quad (4.30)$$

Besides the estimation process of CCE, the weighted average process for each receive antenna mainly requires $N_r$ multiplications. Therefore, the computational complexity of SACE is estimated as:

$$O_{\text{SACE}}(N_t(N_r + N_r^2)\xi^2). \quad (4.31)$$

Compared with (4.15), it can be found that the complexity of SACE is $N_r + 1$ times as much as CCE. In practice, $N_r$ is restricted due to the compact size of mobile devices. Therefore SACE requires limited processing power in addition to CCE.
4.4.3 Results

In this section, Monte Carlo simulation results are shown to validate the performance of the proposed method. In all simulations, quadrature phase shift keying (QPSK) symbols are sent from a transmitter of four antennas. The pilot ratio and the user speed are set to be the same values as in Section 4.3.3. The BER performance of SACE is compared with CCE in two aspects: the receiver correlation and the number of receive antennas.

4.4.3.1 Effects of channel correlation

Assuming two antennas at the receiver, Fig. 4.7 presents the BER performance of SACE for different channel correlations. Due to the facts that $N_r$ is smaller than $N_t$ and the system uses practical CSIs, both SACE and CCE require a relatively large SNR to achieve a certain BER target. Two outcomes are observed: i) SACE always offers a better performance than CCE; and ii) when the channel correlation increases, SACE outperforms CCE more significantly. For $\rho_{rx} = 0.2$ and $0.8$, SACE achieves SNR gains of 0.2 dB and 0.6 dB against CCE, respectively. As $\rho_{rx}$ decreases, the CDI between receive antennas becomes larger and more random, which is similar to the situation in TCCE. However, unlike TCCE, SACE still performs better than CCE when the channel correlation between receive antennas is low. Because there are only two receive antennas involved in this case, the advantage of SACE is not well pronounced. The following context discusses the performance of SACE with a larger number of receive antennas.

![Figure 4.7: BER performance of SACE ($N_t = 4$ and $N_r = 2$).](image-url)
4.4.3.2 Effects of the number of receive antennas

Fig. 4.8 shows the BER performance of both SACE and CCE when 4 receive antennas are employed. As can be seen, the SNR gaps between SACE and CCE are larger than those in the case of 2 antennas. When $\rho_{rx} = 0.8$, for example, an SNR gain of 1.8 dB is obtained by SACE over CCE, which is greater than the gain of 0.6 dB when $N_r = 2$. The reason is simple and direct. When more receive antennas are involved, more samples are available for the averaging process in SACE, and this is equivalent to increase the pilot sequence length. Correspondingly, SACE requires higher computational complexity (4 times larger than CCE) in this case.

![Figure 4.8: BER performance of SACE ($N_t = 4$ and $N_r = 4$).](image)

4.5 Optimal power allocation in channel estimation

Since the CE process for SM occupies a substantial portion of time period, the power consumed for transmitting pilot symbols cannot be neglected. In current literature about the channel estimation for SM, equal power allocation (EPA) is considered between the pilot symbols and the information-carrying symbols. However, the power allocation needs to be treated carefully because it affects the BER performance in two aspects. On the one hand, an increased power for pilot symbols can improve the estimation accuracy, especially when the pilot sequence length is constrained. On the other hand, allocating less power to information-carrying symbols leads to an increase in the impairment caused by noise. This in fact enables a trade-off between
the transmission power of pilot symbols and the transmission power of information-carrying symbols. In this section, an optimal power allocation (OPA) method in CE for SM is proposed.

### 4.5.1 Optimisation problem

In [47], an average bit error probability (ABEP) upper bound is derived for SM in the presence of channel estimation errors. However, the ABEP bound is not a closed-form, and hence, it is difficult to be minimised. Alternatively, we focus on minimising the pair-wise error probability (PEP), which is given by [47, Eq. (12)]:

\[
\text{PEP}_H(x_{t,l} \rightarrow x_{t',l'}) = \frac{1}{\pi} \int_0^{\pi/2} \left(1 + \frac{g_{SM}}{4\sin^2\theta} \times \frac{E_s}{N_0(1 + \sigma_e^2) + E_s\sigma_e^2}\right)^{-N_r} d\theta, \tag{4.32}
\]

where \(x_{t,l}\) means the symbol \(\chi_l\) is sent from the \(t\)-th transmit antenna; \(\sigma_e^2\) denotes the variance of CE errors; and:

\[
g_{SM} = \begin{cases} 
2, & \text{if } t \neq t' \\
|\chi_t - \chi_{t'}|^2, & \text{if } t = t' 
\end{cases} \tag{4.33}
\]

The PEP of SM under the assumption of PCSI is computed by [103, Eq. (5)]:

\[
\text{PEP}_H(x_{t,l} \rightarrow x_{t',l'}) = \frac{1}{\pi} \int_0^{\pi/2} \left(1 + \frac{g_{SM}\gamma_s}{4\sin^2\theta}\right)^{-N_r} d\theta. \tag{4.34}
\]

It can be found that \(\gamma_s\) in (4.34) is replaced by \(\gamma_e\) when CE errors are involved, where:

\[
\gamma_e = \frac{E_s}{N_0(1 + \sigma_e^2) + E_s\sigma_e^2}, \tag{4.35}
\]

and \(\gamma_e\) is thus referred to as effective SNR. The variance of CE errors is calculated by:

\[
\sigma_e^2 = \frac{N_0}{E_p N_p N}, \tag{4.36}
\]

where \(N\) is a parameter depending on the chosen estimation approach [104]. When the LS estimator is considered, this results in \(N = 1\), and (4.35) is thus rewritten as:

\[
\gamma_e = \frac{E_p E_s}{(E_p + E_s + N_0)N_0}. \tag{4.37}
\]
Similar to the situation of PCSI, minimising the PEP in (4.32) is equivalent to maximising the effective SNR. The power allocation is normally restricted to a certain power budget. In other words, the average energy consumption per symbol is predefined, and it is denoted by $E_a$. Correspondingly, the average SNR is defined as $\gamma_a = E_a/N_0$. During a unit interval, the time consumed in conveying pilot symbols is $\frac{1}{\eta}$, while the time for sending information-carrying symbols is $1 - \frac{1}{\eta}$. The optimisation problem is then formulated by:

$$
\left( E^\dagger_p, E^\dagger_s \right) = \arg \max_{(E_p, E_s)} \gamma_e(E_p, E_s),
$$

s.t. \quad \eta E_p + (1 - \eta) E_s = E_a

$$
E_p \geq 0, E_s \geq 0 \tag{4.38}
$$

where $(E^\dagger_p, E^\dagger_s)$ denotes the optimal solution of $(E_p, E_s)$.

### 4.5.2 Analytical Modelling

The Lagrange multiplier maximisation method [105] is applicable to solve the problem in (4.38), for which the Lagrangian function is formed by:

$$
\Lambda(E_p, E_s, \lambda) = \gamma_e(E_p, E_s) + \lambda(\eta E_p + (1 - \eta) E_s - E_a), \tag{4.39}
$$

where $\lambda$ is the Lagrange multiplier. In order to achieve the maximum of the above Lagrangian function, stationary points are obtained by solving the following system of equations:

$$
\begin{align*}
\left\{ \begin{array}{l}
\frac{\partial \Lambda(E_p, E_s, \lambda)}{\partial E_p} = 0 \\
\frac{\partial \Lambda(E_p, E_s, \lambda)}{\partial E_s} = 0 \\
\frac{\partial \Lambda(E_p, E_s, \lambda)}{\partial \lambda} = 0
\end{array} \right.,
\end{align*} \tag{4.40}
$$

where $\lambda^\ast$ is the Lagrange multiplier associated to the stationary point $(E^\ast_p, E^\ast_s)$. The stationary points of $E_p$ are thus computed by:

$$
E^{s_1, s_2}_p = E_a \frac{-f(\gamma_a) \pm \sqrt{f^2(\gamma_a) + \frac{g}{\eta} f(\gamma_a)}}{g}, \tag{4.41}
$$
where:

\[
\begin{align*}
 f(\gamma_a) &= 1 + \frac{1 - \eta}{\gamma_a} \quad (4.42a) \\
 g &= (1 - \eta)N_p - \eta \quad (4.42b)
\end{align*}
\]

Note that \(f(\gamma_a)\) is always positive, and \(g \geq 1 - 2\eta\) because of \(N_p \geq 1\). In practice, the pilot ratio is usually less than 10% [102]. Therefore the parameter \(g\) is also positive. Consequently, \(E_p^{s_1}\) is positive whereas \(E_p^{s_2}\) is negative. However, energy is non-negative, and thus \(E_p^{s_1}\) is the only possible stationary point.

**Proposition 4.5.1.** \(E_p^{s_1}\) is the maximum point for the effective SNR in (4.37).

**Proof.** The second derivative of \(A\) with respect to \(E_p\) is calculated by:

\[
\frac{\partial^2 A(E_p)}{\partial E_p^2} = -\frac{2N_pE_a^2}{N_0} \times \frac{\eta f^2(\gamma_a) + gf(\gamma_a)}{(gE_p + f(\gamma_a)E_a)^3}. \tag{4.43}
\]

Substituting (4.41) into (4.43), this gives:

\[
\frac{\partial A(E_p)}{\partial E_p} \bigg|_{E_p = E_p^{s_1}} = -2\eta N_p \left(\frac{f^2(\gamma_a) + \frac{g}{\eta}f(\gamma_a)}{E_aN_0} \right)^{-\frac{1}{2}}. \tag{4.44}
\]

It is obvious that the right side of (4.44) is always negative. Based on the second derivative rule, it is proved that the effective SNR in (4.37) achieves its maximum value at \(E_p = E_p^{s_1}\).

Therefore the optimal solution of \(E_p\) is obtained by:

\[
E_p^\dagger = E_a \sqrt{f^2(\gamma_a) + \left(\frac{1 - \eta}{\eta}N_p - 1\right)} f(\gamma_a) - f(\gamma_a) \quad (1 - \eta)N_p - \eta. \tag{4.45}
\]

**4.5.3 Simplified solution for high SNRs**

Assuming the SNR is sufficiently high, i.e. \(\gamma_a \gg 1\), (4.42a) can be approximated to:

\[
f(\gamma_a) \approx 1. \tag{4.46}
\]
Substituting (4.46) into (4.45), this gives:

\[ E_p^\dagger = E_a \sqrt{\frac{1 - \eta}{\eta (1 - \eta) N_p - \eta}}. \] (4.47)

It can be found that, in this case, the ratio of \( E_p^\dagger \) to \( E_a \) depends on the pilot sequence length \( N_p \) and the pilot ratio \( \eta \). Fig. 4.9 plots the OPA solutions against \( N_p \) and \( \eta \), in comparison with EPA. As shown, when the product of \( N_p \) and \( \eta \) is larger than one, the optimal power of pilot symbols is slightly below the average power. However, as the product of \( N_p \) and \( \eta \) decreases in the region of \( \eta N_p < 1 \), the optimal power of pilot symbols increases dramatically.

![Figure 4.9: Power allocation in channel estimation for SM.](image)

### 4.5.4 Results

The performance of the proposed OPA method is validated in this section. Simulations are implemented for two purposes: i) to verify the accuracy of the optimisation solutions; and ii) to compare the BER performance of OPA with EPA for different values of \( N_p \) and \( \eta \). In all simulations, 4 antennas are assumed at both the transmitter and the receiver, without considering the correlation between antennas. QPSK is used for the signal modulation. Since the temporal correlation is not involved here, the users are assumed to be static for the sake of convenient analysis.
4.5.4.1 Optimisation accuracy

First, assuming $\gamma_a = 20$ dB, the BER performance of OPA is shown as a function of $E_p/E_a$ in Fig. 4.10. Different choices for $N_p$ and $\eta$ are considered to validate the optimisation accuracy for a broad range of scenarios, and the OPA results of the simplified solution are highlighted by red dots.

![Figure 4.10: Optimality of the proposed OPA method ($\gamma_a = 20$ dB, $N_t = 4$ and $N_r = 4$).](image)

As shown, the proposed OPA method always achieves the minimum BER. For different $\eta$ and $N_p$, the optimal value of $E_p/E_a$ varies. In general and as expected, it is better to allocate more transmission power to the pilot signal when the pilot ratio decreases. At $\eta = 5\%$, the optimal $E_p/E_a$ approaches one, i.e. the EPA method. When the pilot ratio reduces to 2\%, the optimal power of pilot symbols is 4.59 times of the average power. As the pilot ratio is further decreased to 1\%, the optimum ratio of the pilot power to the average power increases to 9.13. The reason for this trend is that a low pilot ratio results in a poor CE accuracy, which impairs the BER performance more significantly than reducing the transmission power of information-carrying symbols. Therefore, it is beneficial to trade off the power of information-carrying symbols for the power of pilot symbols, so that the CE errors can be reduced. On the contrary, more power should be allocated to information-carrying symbols when a CE of sufficient accuracy is achieved.
4.5.4.2 BER performance of OPA

In Fig. 4.11, the BER performance of OPA is presented as a function of the average SNR. To ensure a fair comparison, the CE period $\frac{N_rN_t}{\eta}$ is fixed for different values of $(\eta, N_p)$. Besides EPA, the case of PCSI is considered as a benchmark.

![Graph showing BER performance of OPA vs SNR](Image)

**Figure 4.11: BER performance of OPA ($N_t = 4$ and $N_r = 4$).**

The following outcomes are observed: i) the performance of OPA is closer than EPA to the results of PCSI; and ii) the performance of EPA degrades rapidly when reducing the pilot ratio. In contrast, OPA provides a fairly stable performance against the change of pilot ratio. To achieve the same performance as PCSI, OPA requires an extra SNR of less than 1 dB. This makes OPA superior to EPA in a more significant way when the pilot ratio becomes smaller.

4.6 Combined channel estimation

In the previous context, three novel CE methods have been proposed to improve the BER performance of SM in the presence of CE errors. Among those methods, TCCE and SACE focus on exploiting the channel correlation between antennas at the transmitter and at the receiver, respectively. In addition, OPA balances the transmission power of pilot symbols with the transmission power of information-carrying symbols to achieve the minimum BER. In this section, a combined CE technique for SM is presented, where the above CE methods are integrated.
4.6.1 Concept

The block diagram of the combined CE for SM is shown in Fig. 4.12, which consists of four main modules: i) the pilot structure; ii) the power allocation; iii) the CE for individual receive antenna; and iv) the CE across receive antennas. At the transmitter, an adaptive switch between CCE and TCCE is used in accordance with the channel correlation between transmit antennas. After the pilot structure is determined, the OPA algorithm is applied for allocating the optimal transmission power to pilot symbols.

A dedicated channel is required to inform the receiver of the selection result regarding the pilot structure. According to the selection of pilot structure, either CCE or TCCE is used to estimate the CSI between the active transmit antenna and each receive antenna. Afterwards, the SACE method is enabled, and the estimation results are then output to decode the following information-carrying symbols.

4.6.2 Results

Fig. 4.13 presents the BER performance of combined CE, where an SM system of 8 transmit antennas and 4 receive antennas is considered. In addition, both $\rho_{tx}$ and $\rho_{rx}$ are assumed to be 0.5. In order to ensure a fair comparison, the CE period is fixed, i.e. the ratio of $N_p$ to $\eta$ is constant. Besides CCE, two cases of PCSI are considered for comparison: i) time-invariant channel; and ii) time-variant channel, and PCSI is only at the estimation slots.

As shown, the error floor occurs in all cases with time-variant channels, due to the inevitable errors between the CE results and the varying channel. When compared with CCE, the BER
performance of combined CE is much closer to that of PCSI. Taking $N_p = 2$ as an example, combined CE obtains an SNR gain of 1.2 dB against CCE, which is more pronounced than any CE method being used individually. Also, the performance of CCE degrades significantly as the pilot sequence length decreases. When $N_p$ is reduced from 2 to 1, CCE requires an extra SNR of 1.3 dB to maintain the BER performance. In contrast, combined CE presents a stable performance against the reduction of the pilot sequence length. As a result, the SNR gain achieved by combined CE over CCE at $N_p = 1$ is larger than that at $N_p = 2$.

4.7 Summary

In this chapter, three novel CE methods have been presented to improve the performance of SM in the presence of CE errors. In order to shorten the time consumed in the CE process, TCCE enabled to estimate the entire MIMO channel by sending pilots through one transmit antenna only. By exploring the channel correlation between transmit antennas, this particular method offers a better estimation accuracy than the conventional methods for medium and high correlation degrees. Considering SM as well as other MIMO schemes encounters performance degradation over correlated channels, an accurate CE is of importance in particular. Results have shown that TCCE can effectively improve the performance of SM against the channel correlations.
In addition, SACE has been presented, aimed to increase the CE performance for SM under the constraint of a limited pilot sequence length. SACE exploits the channel correlation in a similar way to TCCE but at the receiver, and jointly estimates the channel of receive antennas. Simulation results have been presented to compare the performance of SACE with CCE. It has been shown that SACE improves the CE performance for SM without increasing the pilot sequence length. For various channel correlations, unlike TCCE, SACE always offers a better CE accuracy than CCE.

Furthermore, the power allocation between pilot symbols and information-carrying symbols has been studied. An optimal power allocation has been presented to balance the impairment caused by the CE errors and the noise, in order to minimise the BER. It has been shown that for a high SNR, the optimal transmission power is only determined by the pilot ratio and the pilot sequence length. Results have been presented to verify the optimality of the proposed method and to evaluate its performance against EPA and PCSI. Moreover, a framework on the combined CE for SM has been presented, where the above CE methods are combined in order to further improve the performance of SM systems. According to the practical environment, combined CE can adaptively switch between CCE and TCCE, and adjust the weights of SACE at the cost of limited feedback and complexity.
Chapter 5
Spatial modulation in a multi-user scenario

5.1 Introduction
In current literature, the research on spatial modulation (SM) in the multi-user scenario focuses on coordinating the interference among users [53, 54], while the user selection is neglected. Like other MIMO schemes, the precoding technique is applicable to SM in order to cancel inter-user interference (IUI). However, multi-stream MIMO can be decomposed into parallel non-interfering spatial layers, and each layer is available for one user. In contrast, the SM system requires at least two transmit antennas for each user in order to keep its function. This fact challenges the process of allocating the transmit antennas of the SM system to the users. In this chapter, a novel method that adaptively groups and allocates the antennas of the SM system is presented.

5.2 System model
5.2.1 SM system for multiple users
Consider the signal is transmitted from one base station (BS) to multiple users at the same time-frequency slot. The number of users is denoted by $N_u$, and each user is equipped with $N_r$ antennas. The total number of antennas at the BS is denoted by $N_{tot}$. Those antennas are divided into $N_u$ groups, and each group contains $N_t = N_{tot}/N_u$ antennas.

Fig. 5.1 draws the block diagram of the SM system in the multi-user scenario. For each user, a $N_t \times N_r$ SM-MIMO is operated in the same way as in Section 2.3. At the BS side, one antenna out of each group is activated at any time instance. Therefore there are $N_u$ antennas being active simultaneously, and each user receives the signals sent from all groups. For a certain user, the signal from the corresponding group is the desired signal, while the signals from the
remaining groups are interference. The desired signals and the interfering signals are shown by solid lines and dashed lines, respectively.

\[ y_{r_k} = h_{t_k,r_k}s_k + \sum_{j=1\neq k}^{N_u} h_{t_j,r_k}s_j + w_{r_k}, \]  

(5.1)

where \( w_{r_k} \) is the noise at \( r \)-th receive antenna of user \( k \).

### 5.2.2 Channel model

Consider a Rayleigh fading channel without shadowing. The constant correlation model in Section 3.2.2 is applied to the channel links from the BS to each user. Across the users, the channel links are statistically independent. For the sake of simplicity, the same channel correlation degree is assumed for all users. The correlation coefficients of the transmit antennas and
the receive antennas are denoted by $\rho_{tx}$ and $\rho_{rx}$, respectively.

5.3 Multi-user SM

Unlike the traditional MIMO schemes, SM encodes part of the information bits into channel impulse responses. As a result, the conventional precoding techniques, such as zero forcing (ZF) and minimum mean square error (MMSE), are not applicable to MU-SM. In this section, the precoding method in [55] is introduced.

5.3.1 Design of precoding mask

Fig. 5.2 shows the application of the precoding technique in MU-SM, where perfect channel state information (PCSI) are assumed to be known at both the transmitter and the receiver. Note that the precoding method proposed in [55] is only available for a single antenna at each user terminal. The precoding mask is defined as the vector that is used to shape the signal before transmission. The precoding mask is denoted by $P = [p_1, p_2, \ldots, p_{Nu}]^T$, where $p_k$ is the element pertaining to user $k$. The transmitted signal for user $k$ is the product of the chosen symbol and the precoding mask, i.e. $\hat{s}_k = s_k p_k$. Replacing $s_k$ in (5.1) by $\hat{s}_k$, the signal received by user $k$ is expressed as:

$$y_{r_k} = h_{t_k,r_k} \hat{s}_k + \sum_{j=1, j\neq k}^{Nu} h_{t_j,r_k} \hat{s}_j + w_{r_k}. \quad (5.2)$$

Substituting $\hat{s}_k = s_k p_k$ into (5.2), this gives:

$$y_{r_k} = \underbrace{[h_{t_1,r_k}s_1, h_{t_2,r_k}s_2, \ldots, h_{t_{Nu},r_k}s_{Nu}]P}_{B} + w_{r_k}. \quad (5.3)$$

In order to cancel the interference among users, term $B$ is required to be equal to term $A$ for all
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Figure 5.2: The application of the precoding technique in MU-SM.

users. The effective channel-modulation matrix is defined as:

\[
H_{\text{eff}} = \begin{bmatrix}
h_{t1,r1}s_1 & h_{t2,r1}s_2 & \cdots & h_{tN_u,r1}s_{N_u} \\
h_{t1,r2}s_1 & h_{t2,r2}s_2 & \cdots & h_{tN_u,r2}s_{N_u} \\
\vdots & \vdots & \ddots & \vdots \\
h_{t1,rN_u}s_1 & h_{t2,rN_u}s_2 & \cdots & h_{tN_u,rN_u}s_{N_u}
\end{bmatrix}, \quad (5.4)
\]

and the desired signals of all users formulates a vector as follows:

\[
H_{\text{req}} = \begin{bmatrix}
h_{t1,r1}s_1 \\
h_{t2,r2}s_2 \\
\vdots \\
h_{tN_u,rN_u}s_{N_u}
\end{bmatrix}. \quad (5.5)
\]

Equalising \( A \) and \( B \) for all users is thus equivalent to solve the following equation:

\[
H_{\text{eff}}P = H_{\text{req}}, \quad (5.6)
\]

Note that \( H_{\text{req}} \) is the diagonal of the matrix \( H_{\text{eff}} \), and receive constellation optimisation is not
considered here in order to keep moderate complexity of analysis. Therefore the precoding mask is obtained by:

$$P = (H_{\text{eff}})^{-1} \text{diag}(H_{\text{eff}}),$$

(5.7)

where \text{diag}(\cdot) extracts the diagonal of a matrix.

### 5.3.2 Normalisation of precoding mask

In order not to affect the average transmission power, the norm of the vector $P$ must be restricted to one. The normalised precoding mask is denoted by $P_{\text{norm}}$, and it is calculated by:

$$P_{\text{norm}} = \beta P,$$

(5.8)

and:

$$\beta = \mathbb{E} \left\{ \frac{1}{\text{tr} \left( PP^H \right)} \right\},$$

(5.9)

where $\mathbb{E}\{\cdot\}$ is the expectation operator, and $\text{tr}(\cdot)$ denotes the trace of a matrix. Substituting (5.7) and (5.9) into (5.8), the normalised precoding mask for MU-SM is computed by:

$$P_{\text{norm}} = \mathbb{E} \left\{ \frac{1}{\text{tr} \left( (H_{\text{eff}})^{-1} \text{diag}(H_{\text{eff}}) \right)^H} \right\} (H_{\text{eff}})^{-1} \text{diag}(H_{\text{eff}}).$$

(5.10)

The decoding process for each user is the same as that in the single-user scenario.

### 5.4 Spatial modulation multiple access

Although MU-SM eliminates IUI and realises space division for multiple users, it is based on a fixed grouping of the transmit antennas. Like the frequency carriers can be allocated to different users, the antennas are also a manageable resource, and they are significant for improving the performance of MU-SM. A novel method that adaptively allocates the antennas to the users in MU-SM is presented in this section. The new method is named spatial modulation multiple access (SMMA).
5.4.1 Concept

In Section 3.3.4, the transmit antenna selection (TAS) issue for SM in the single-user scenario has been addressed, which selects a portion of the antenna array in order to minimise the bit error rate (BER). Similarly, there exists an antenna selection when multiple users are involved. In MU-SM, each user requires $N_t$ transmit antennas from the total number of $N_{tot}$. The basic concept of SMMA is to adaptively allocate the transmit antennas to multiple users. Fig. 5.3 depicts the block diagram of SMMA in the case of two users. Based on the knowledge of CSI, the transmit antennas and the receive antennas are jointly scheduled for all users. Since MU-SM also requires CSI at the transmitter, SMMA in fact does not cost additional feedback. At the BS, the antennas are divided into $N_u$ groups, and each group is corresponding to one user. At the same time, one of the receive antennas is determined for each user. After the process of antenna allocation is done, MU-SM is applied to the SMMA system.

Exhaustive search is commonly used in solving TAS issues. However, from single-user to multi-user, the TAS problem becomes more complicated and more challenging. In Table 5.1, the exhaustive search methods for TAS in single-user and multi-user scenarios are compared in terms of the computational complexity and the feedback cost. Note that in MU-SM, the number of transmit antennas per user depends on the total number of transmit antennas and the number of users. Therefore the computational complexity in that case is formulated as a function of the number of users. Using exhaustive search in the multi-user scenario costs a much higher complexity than that in the single-user scenario. Take $N_{tot} = 16$ and $N_t = 2$ as an example.
The TAS for single-user SM has 120 possible solutions, while TAS for MU-SM needs to deal with over $8 \times 10^{10}$ candidates even if a single receive antenna is considered. In addition, TAS for MU-SM has an exponentially increasing complexity when the number of receive antennas increases. As a result, exhaustive search is not feasible for the antenna allocation in SMMA, due to the prohibitive complexity. Regarding the feedback cost per user, TAS for MU-SM requires the same amount of CSI as TAS for single-user SM. In the following context, a low-complexity method on the antenna allocation in SMMA is presented.

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Search space</th>
<th>Feedback required for CSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-user</td>
<td>$\frac{N_{\text{tot}}!}{N_t!(N_{\text{tot}}-N_t)!} N_{\text{tot}}N_r$</td>
<td>$N_{\text{tot}}N_r$</td>
</tr>
<tr>
<td>Multi-user</td>
<td>$\frac{N_{\text{tot}}!N_r^{N_u}}{\left(\frac{N_{\text{tot}}}{N_u}\right)!N_u}</td>
<td>N_{\text{tot}}N_rN_u$</td>
</tr>
</tbody>
</table>

Table 5.1: Search space and feedback cost of TAS in single-user and multi-user scenarios.

5.4.2 Antenna allocation

The antenna allocation here is focused on maximising the received SNR, which is defined as the ratio of the received signal power to the noise power. The influence of channel correlations is reserved for future research. First, consider a single receive antenna at each user end. In order to maximise the channel capacity for a certain user, the transmit antennas of strong SNR values should be chosen, and they are referred to as strong candidate antennas. However, one antenna could be a strong candidate to several users. In order to avoid one user from occupying all strong candidates of other users, the users are arranged to select the transmit antennas sequentially, and each user selects one antenna at a time.

When $N_r$ receive antennas are used at each user end, there are $(N_r)^{N_u}$ possible combinations for choosing one receive antenna from each user. Each combination corresponds to a receiver structure of MU-SM, where the above antenna scheduling method is applicable. Regarding the channel link from the $t$-th transmit antenna to the $r$-th receive antenna of user $k$, the received SNR is denoted by $\Gamma_{t,r,k}$. The average received SNR is defined as the average value of all $\Gamma_{t,r,k}$ in a certain combination, and the combination of the largest value is chosen for SMMA. The set of all possible combinations is denoted by $\mathcal{I}$. For the $n$-th combination, the average received
SNR is denoted by $\bar{\Gamma}_n$. In addition, $\mathcal{G}_n$ is used to denote the set of $\Gamma_{t,r_k}$ for all $t$ and $r_k$ in the $n$-th combination. The antenna-scheduling algorithm is implemented as follows:

1. Select the $n$-th combination of $[r_1, \ldots, r_k, \ldots, r_{N_u}]$ from $\mathcal{I}$, where $n$ is initialised to be one;
2. The index of the antenna-selection round is denoted by $\mathcal{F}$, which is initialised to be one.
   Set $f = 0$, where $f = [f_1, \ldots, f_k, \ldots, f_{N_u}]$ and $f_k$ indicates whether user $k$ has been allocated one transmit antenna in the current round;
3. Select the strongest $\Gamma_{t,r_k}$ in $\mathcal{G}_n$, and the corresponding antenna and user are denoted by $\tilde{t}$ and $\tilde{k}$;
4. If $f_{\tilde{k}} = 0$, then allocate $\tilde{t}$ to user $\tilde{k}$, and set $f_{\tilde{k}} = 1$. Otherwise, ignore the chosen result and repeat 3);
5. Remove all $\Gamma_{t,r_k}$ related to $\tilde{t}$ from $\mathcal{G}_n$. If $f_k = 0$ for any $k$, repeat 3);
6. If $\mathcal{F} < \frac{N_{\text{tot}}}{N_u}$, let $\mathcal{F} = \mathcal{F} + 1$ and repeat 2);
7. Compute $\bar{\Gamma}_n$ for the $n$-th combination;
8. Let $n = n + 1$ and repeat 1). After all combinations have been gone through, select the one of the largest $\bar{\Gamma}_n$;

The flowchart of the antenna-scheduling method is drawn in Fig. 5.4. It is worth noting that for each combination of receive antennas, the transmit antennas are directly allocated to the users, without the need of exhaustive search. Therefore the search space of the above method is $(N_r)^{N_u}$. Compared with the complexity of exhaustive search in Table 5.1, the proposed method requests much less processing power, and thus is more feasible in practice.
5.5 Results

In this section, Monte Carlo simulation results are presented to validate the performance of SMMA. The analysis is conducted in two cases: i) independent channels; and ii) correlated channels. In each case, the cumulative density function (CDF) of received SNR is compared between SMMA and MU-SM. Also, the BER performance of SMMA is compared with the
exhaustive search, in order to verify the optimality of the antenna-scheduling scheme. Due to the extensive computational complexity, exhaustive search is implemented for some simple cases only. In all simulations, $\eta_s = 4$ is assumed for all users, and quadrature amplitude modulation (QAM) is adopted for signal modulation.

### 5.5.1 Independent channels

First, the case of independent channels is studied. Different transceiver structures and user numbers are considered in order to perform a comprehensive analyse of SMMA.

#### 5.5.1.1 CDF of received SNR

The transmitted SNR is defined as the ratio between the transmit power of a signal and the noise power. Assuming a fixed transmitted SNR of 20 dB and Rayleigh fading channels, Fig. 5.5 presents the CDF of the received SNR for both SMMA and MU-SM. The total number of transmit antennas is 16, while 4 and 8 users are considered.

![CDF of received SNR for SMMA over independent channels](image)

**Figure 5.5:** CDF of received SNR for SMMA over independent channels ($N_{\text{tot}} = 16$ and transmitted SNR = 20 dB).

The outage probability is defined as the probability that the received SNR is below a certain target. A smaller outage probability signifies that the communication system is more reliable. As can be seen, SMMA achieves a much smaller outage probability than MU-SM. Take the
SNR target of 10 dB for example. The outage probabilities of MU-SM are 9% and 24% for the cases of 4 users and 8 users, respectively. Meanwhile, the outage probabilities of SMMA achieving the same SNR target are merely 2.1% and 3.3%. Another finding is that when the target SNR increases (e.g. to 15 dB), the outage probability of MU-SM increases significantly. In contrast, SMMA remains at a relatively small outage probability of the received SNR.

### 5.5.1.2 BER performance

In the following, the BER performance of SMMA is studied for different transceiver structures and different numbers of users. As mentioned, MU-SM is suitable for only one receive antenna at the user end. To ensure a fair comparison, a single receive antenna is taken into account for both methods, except when analysing the effects of $N_r$ on the performance of SMMA.

![BER performance of SMMA for different values of $N_{\text{tot}}$ ($N_u = 2$ and $N_r = 1$).](image)

Fig. 5.6 shows the performance of SMMA with different numbers of transmit antennas, while the number of users is fixed to be two. The exhaustive search is referred to as ES in the figure. The following outcomes are observed: i) the performance of SMMA is tightly close to ES, with a SNR gap of less than 0.3 dB; ii) SMMA performs better than MU-SM for various numbers of transmit antennas (up to 3 dB). As $N_{\text{tot}}$ increases, the performance of MU-SM increases at first and then drops, of which the trend is the same as that in SM for a single user [103]. On the contrary, the performance of SMMA keeps increasing when $N_{\text{tot}}$ increases. The reason for this trend is that when more transmit antennas are used, the number of candidate antennas
Spatial modulation in a multi-user scenario is correspondingly increased in SMMA. Therefore the users are more likely to be allocated strong candidate antennas. Note that the BER curves of SMMA for $N_{\text{tot}} = 8$ and 32 are almost overlapping in this case. In order to clearly show the trends, a 3/4 (code rate) convolutional coding [106] is applied in the rest of this chapter.

The effect of the user number on the performance of SMMA is shown in Fig. 5.7, where the total number of transmit antennas is fixed to be 16. As can be seen, the BER performance of MU-SM decreases as the number of users increases. The reason is that an increased number of users causes a decrease in the number of transmit antennas per user, leading to a reduced diversity gain. This performance degradation becomes more significant when the number of users increases from 4 to 8, where MU-SM requires an extra SNR of 2.6 dB to maintain the same BER. In contrast to MU-SM, the performance of SMMA is slightly affected by the number of users, with an SNR gap of less than 0.5 dB. The reason is straightforward. When more users are involved, the antenna allocation in SMMA becomes more flexible, and thus each user has a larger chance to obtain strong candidate antennas. As a result, SMMA is more robust than MU-SM against the performance degradation caused by the reduction of $N_t$. In other words, SMMA outperforms MU-SM more significantly for a larger number of users. Compared with MU-SM, SMMA obtains an SNR gains of 3.2 dB in the case of $N_u = 4$. This gain increases to 6 dB in the case of $N_u = 8$.

![Figure 5.7: BER performance of SMMA for different values of $N_u$ ($N_{\text{tot}} = 16$ and $N_r = 1$).](image)

In Fig. 5.8, different numbers of receive antennas are applied in the SMMA system. The total
number of transmit antennas is still fixed to be 16, while 8 users are assumed. As shown, the performance of SMMA increases along with the number of receive antennas. At the same time, the performance of MU-SM is limited due to the restriction of a single receive antenna. When compared with MU-SM, SMMA achieves an SNR gain of 5.5 dB when a single receive antenna is used in both methods. When 4 receive antennas are employed in SMMA, this gain is increased to 8 dB.

![Figure 5.8](image)

**Figure 5.8:** BER performance of SMMA with different numbers of receive antennas ($N_{\text{tot}} = 16$ and $N_u = 8$).

### 5.5.2 Correlated channels

Second, channel correlations are considered among the channel links of each user. The main purpose is to analyse the effects of channel correlations on the performance of SMMA. For the sake of simplicity, the total number of transmit antennas and the number of users are fixed to be 16 and 8, respectively.

#### 5.5.2.1 CDF of received SNR

Fig. 5.9 presents the CDF of received SNR for SMMA over correlated channels. Since a single receive antenna is assumed, only the correlation between transmit antennas is considered. As expected, the received SNR of MU-SM is independent of the channel correlation. However, the outage probability of SMMA becomes larger when the channel correlation increases. This
is because the similarity between antennas impairs the benefit of antenna allocation. If the channel links are completely correlated, the antenna-scheduling method would lose its function. Although the channel correlation causes a performance degradation in SMMA, the performance of SMMA is still much better than MU-SM. Take $\rho_{tx} = 0.7$ and a target SNR of 10 dB for example. The outage probability of MU-SM is 25%, while it is only 5% for SMMA.

![CDF of received SNR for SMMA over correlated channels](image)

**Figure 5.9:** CDF of received SNR for SMMA over correlated channels ($N_{tot} = 16$, $N_u = 8$ and transmitted SNR = 20 dB).

### 5.5.2.2 BER performance

Considering different channel correlations between transmit antennas, the BER performance of SMMA is shown in Fig. 5.10. As can be seen, for various values of $\rho_{tx}$, SMMA always performs better than MU-SM. In addition, an increased $\rho_{tx}$ causes a performance degradation to SMMA and MU-SM both. However, the reasons for those two methods are different. With respect to MU-SM, the performance degradation is caused by the difficulties in distinguishing the active antenna from the idle ones, since the channel coefficients of different links becomes statistically closer to each other. As for SMMA, in addition to the decrease in decoding capacity, the channel correlation impairs the effectiveness of the antenna-scheduling method. Therefore, as the channel correlation increases, the performance of SMMA decreases faster than MU-SM. Despite this, SMMA still outperforms MU-SM significantly at a high correlation degree. For $\rho_{tx} = 0.7$, SMMA achieves an SNR gain of 5 dB in comparison with MU-SM.
Figure 5.10: BER performance of SMMA with correlated transmit antennas \((N_{\text{tot}} = 16\) and \(N_u = 8\)).

In Fig. 5.11, the BER performance for SMMA is shown when the channel correlation between receive antennas is considered. The number of receive antennas used in SMMA is assumed to be 4. In order to study the trends of SMMA in relation to the channel correlation between receive antennas, the transmit antennas are assumed to be independent of each other. Two outcomes are observed: i) the performance of SMMA slightly reduces as \(\rho_{rx}\) increases. When \(\rho_{rx}\) is increased from 0.2 to 0.7, SMMA needs an extra SNR of 0.5 dB to maintain the same BER; and ii) SMMA achieves a much better BER performance than MU-SM, with an SNR gap of at least 7.3 dB.

### 5.6 Summary

In this chapter, the concept of SMMA that adaptively allocates the antennas in MU-SM has been presented. Unlike MU-SM using a fixed group of antennas for each user, SMMA exploits multi-user diversity by enabling the users to swap the transmit antennas pertaining to them. Aimed to maximise the channel capacity for each user, SMMA jointly manages the selection on the transmit antennas and the receive antennas, without additional feedback requirement as compared with MU-SM.

In addition, a novel antenna-scheduling method has been presented, which implements the
antenna allocation for SMMA instead of exhaustive search. It has been shown that the proposed method has a near-optimal performance in comparison with exhaustive search, while achieving very low computational complexity. Simulation results have been presented to validate the performance of SMMA against MU-SM. Furthermore, the effects of the transceiver structures on the performance of SMMA have been studied. Moreover, the performance of SMMA in relation to the channel correlations has been analysed.

Figure 5.11: BER performance of SMMA with correlated receive antennas ($N_{tot} = 16$ and $N_u = 8$).
6.1 Introduction

In this chapter, the application scenario of SM is extended to multiple cells, with the focus on mitigating inter-cell interference (ICI). Network MIMO [107] is a relative new technique in the field of ICI coordination, which is also known as coordinated multi-point (CoMP) transmission in the long-term evolution-advanced (LTE-A) standard. The concept of network MIMO is similar to multi-user MIMO, but the users are located in different cells. Therefore network MIMO can effectively eliminate the interference inside a group of cells.

The application of network MIMO to the SM system is studied in this context, which is named network SM-MIMO. In addition, the limitation of network MIMO that the user can only be served by its closest base station (BS) is addressed. Like in the multi-user scenario, the antenna allocation among users is of great potential to improve the system capacity of network SM-MIMO. Motivated by this fact, a novel scheme named cooperative spatial modulation (CoSM) is proposed, which enables the user to be served by multiple BSs at the same time. More importantly, a novel three-tier cellular architecture is proposed that can effectively improve the performance of cell-edge users.

6.2 System model

6.2.1 Fractional frequency reuse

Fractional frequency reuse (FFR) is a widely-used technique for avoiding the interference caused by frequency repetition among cells. By partitioning the bandwidth of each cell, FFR can: i) avoid cell-edge users in adjacent cells from interfering with each other; and ii) increase the frequency reusability of cell-centre areas. FFR schemes are commonly classified in two categories: strict FFR and soft frequency reuse (SFR). In strict FFR, the same bandwidth is
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allocated to the centre areas of all cells [108]. In contrast to strict FFR, the bandwidth of cell-centre areas in SFR is a superposition of the cell-edge bandwidths of neighbouring cells [109], and this offers a higher frequency reusability but with more interference among users. For the sake of simplicity, only strict FFR is considered in this context, and two different types are introduced: regular FFR and rearranged FFR.

6.2.1.1 Regular FFR

Fig. 6.1(a) depicts the schematic diagram of strict FFR in a tri-sector cellular network. As shown, each cell is divided into two tiers: the interior tier is a circular area in the cell centre, and the exterior tier is the remainder of the cellular coverage. The exterior tier is equally partitioned into three sectors. Each cell is thus split into four regions in total. The bandwidth is also divided into four equal portions, with each portion comprised of a number of subcarriers and using the same power level. Each region is allocated one portion of the entire bandwidth. Since the interior tiers of all cells are separated from each other in geography, they can share the same bandwidth without severe interference. On the other hand, the adjacent sectors in the exterior tiers use different bandwidths in order to avoid interference. Note that the partitioning patterns of all cells are identical, and this type is thus known as regular FFR.

![Fraction frequency reuse in a tri-sector cellular network.](image)

**Figure 6.1:** Fraction frequency reuse in a tri-sector cellular network.
6.2.1.2 Rearranged FFR

Another type is called rearranged FFR [107], which was originally proposed in [110]. Rearranged FFR is a variety of regular FFR, and its schematic diagram is drawn in Fig. 6.1(b). As shown, in rearranged FFR, the adjacent sectors of two neighbouring cells employ the same bandwidth. As a result, the adjacent sectors of three neighbouring cells reunite a near-hexagonal cell of a single bandwidth. Unlike the traditional cell using one BS in the cell centre, the reunited cell has three BSs in corners, and the precoding technique is applicable to eliminate interference inside the reunited cell. In contrast to regular FFR, this arrangement can achieve interference avoidance inside a group of cells, and therefore is more robust against the frequency reusing requirement.

6.2.2 Cellular network model

Consider a cellular network of 31 cells based on rearranged FFR, as shown in Fig. 6.2. At each BS, $N_t$ omni-directional antennas are used to serve the mobile users in the cell-centre area, while $N_t$ directional antennas are equipped for each sector. An equal number of receive antennas is assumed for all mobile user, and it is denoted by $N_r$. In order to keep a moderate complexity of analysis, the wrap-around technique is not considered. In this case, the affect of interference from those sectors in grey colour is negligible to the users in BS 1.

![Cellular network model](image)

**Figure 6.2:** Cellular network model.
6.2.3 Channel model

With respect to the channel links from BS \( m \) to user \( k \), the fading coefficient between the \( t \)-th transmit antenna and the \( r \)-th receive antenna is denoted by \( h_{t,r}^{m,k} \). Consider a flat Rayleigh channel, of which the coefficient is denoted by \( \alpha_{t,r}^{m,k} \). In addition, \( A(\theta_{m,k}) \) is used to represent the gain pattern of directional antennas \cite{111}, and it is expressed as:

\[
A(\theta_{m,k})_{\text{dB}} = -\min \left[ 12 \left( \frac{\theta_{m,k}}{\theta_{3\text{dB}}} \right)^2, A_m \right], \tag{6.1}
\]

where \( \theta_{m,k} \) is the angle between BS \( m \) and user \( k \) with respect to the main-beam direction of the transmit antenna; \( \theta_{3\text{dB}} \) is the angle at which the signal power is half of the signal power at the main-beam direction; \( A_m \) is the maximum attenuation for the side-lobe. According to \cite{111}, it is assumed that \( \theta_{3\text{dB}} = 70^\circ \) and \( A_m = 20 \text{ dB} \). The fading channel is then formulated as follows:

\[
h_{t,r}^{m,k} = \alpha_{t,r}^{m,k} \sqrt{A(\theta_{m,k}) L_{m,k} B_{m,k}}, \tag{6.2}
\]

where \( L_{m,k} \) and \( B_{m,k} \) are the path loss and the shadow fading in relation to BS \( m \) and user \( k \). Using the log-distance path loss model \cite{112}, \( L_{m,k} \) is calculated by:

\[
L_{m,k} = \left( \frac{d_{m,k}}{d_{\text{ref}}} \right)^{-\mu}, \tag{6.3}
\]

where \( d_{m,k} \) denotes the distance between BS \( m \) and user \( k \), while \( d_{\text{ref}} \) is the reference distance; \( \mu \) denotes the path loss exponent. In the SM systems, only one transmit antenna is activated at any time instance, and the currently active antennas is denoted by \( l \). Also, the interference-free signal-to-noise ratio (SNR), denoted by \( \gamma_{l,r}^{m,k} \), is defined as the received SNR of a certain user when interference is not taken into account. Based on the channel expression in (6.2), the interference-free SNR is calculated by:

\[
\gamma_{l,r}^{m,k} = |\alpha_{l,r}^{m,k}|^2 A(\theta_{m,k}) L_{m,k} B_{m,k} \gamma_{\text{ref}}, \tag{6.4}
\]

where \( \gamma_{\text{ref}} \) denotes the received SNR at the reference distance.
6.3 Network SM-MIMO

6.3.1 Cellular grouping

Network MIMO coordinates a number of geographically-adjacent BSs in order to mitigate the interference caused by the frequency reuse among those BSs. As mentioned, the precoding technique is used to cancel the interference inside each group of coordinated BSs. Therefore the performance in terms of interference mitigation depends on the number of coordinated BSs. When more BSs are coordinated, the users receive less interference since the interfering source is further away. The number of coordinated BSs, however, is restricted in a realistic system, due to the prohibitive computational-complexity and the extensive feedback requirement. In this chapter, the size of coordinated BSs is considered to be three [107].

Correspondingly, the cellular network in Fig. 6.2 is divided into seven groups, and each group is comprised of three reunited cells. The users are uniformly distributed in the cells. Consider downlink communications, i.e. the signal is transmitted from BS to user. The information bits are modulated by SM to serve each user, and see Section 2.3 for the system model of SM. For the sake of simplicity, multi-user SM is not considered inside cells. In each sector, one subcarrier serves one user at a time. As a result, there are three users sharing the same bandwidth in each group. The precoding method in [53] is used to cancel the interference among those co-channel users.

6.3.2 Inter-group interference

Since network MIMO eliminates the interference among co-channel users inside each group, the users are mainly affected by the interference coming from other groups, which is referred to as inter-group interference (IGI). With respect to user $k$, the set of BSs outside the group is denoted by $\mathcal{I}_k$. The signal-to-interference-plus-noise ratio (SINR) is defined as the ratio of the signal power to the total power of interference and noise, and it is calculated by:

$$
\Gamma_{l,r}^{m,k} = \frac{\gamma_{l,r}^{m,k}}{1 + \sum_{m' \in \mathcal{I}_k} \gamma_{l,r}^{m',k}},
$$

(6.5)

where $\Gamma_{l,r}^{m,k}$ denotes the SINR at the $r$-th receive antenna of user $k$, while $\gamma_{l,r}^{m',k}$ represents the SNR of the interfering signal sent from BS $m'$ to user $k$. 

89
6.4 Cooperative spatial modulation

6.4.1 Concept

In the multi-cell scenario, the users in cell centres usually have a quality link because the signal source is much closer than the interfering source. Unfortunately, the quality of service for cell-edges users is compromised for two reasons: i) the desired signal experiences a relatively severe attenuation; and ii) the users receive stronger interference as they are moving towards interfering BSs. Although network MIMO manages to mitigate interference, it cannot improve the quality of the desired signal against channel fading.

In order to strengthen the desired signal, CoSM enables the co-channel users inside groups to swap the transmit antennas that are allocated to them. Note that this antenna-rescheduling process is not necessary but available. As a result, the users can be served by one or multiple BSs at a time. Compared with network SM-MIMO that serves the user with its closest BS only, this novel cooperative scheme offers each user a higher antenna diversity, and therefore is more powerful against selective fading. The antenna-rescheduling process is similar to the antenna allocation for multi-user SM in Chapter 5, but allows one user to select antennas from different BSs. The problem at hand is to allocate the antennas of BSs in the same group to their co-channel users. Therefore this process also faces the challenge that each user requires a certain number of transmit antennas, and each transmit antenna is dedicated to one user. Two antenna-rescheduling algorithms are presented in the following context.

6.4.2 Antenna rescheduling

6.4.2.1 Strongest prior

Similar to the antenna allocation method in Section 5.4.2, a straightforward strategy is to select the antennas of the largest SNR for each user. Again, one antenna might be the best candidate for several users at the same time. Therefore the same sequencing model is used in order to avoid a certain user from occupying all strong candidate antennas of another one. Note that the precoding method in [53] is suitable for multiple receive antennas, and the decoding capability is in fact dominated by the receive antenna of the strongest SNR. Regarding the channel links from the $t$-th antenna of BS $m$ to different receive antennas of user $k$, among them the strongest SNR is denoted by $\tilde{\gamma}_{m,k}^t$. In addition, $S$ is used to denote the set of $\gamma_{m,k}^t$ for all $m$, $k$, and $t$ in
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a certain group. Since aimed to allocate the strongest links to the users, this method is named strongest prior (SP). The detailed algorithm is illuminated as follows:

1. select the transmit antenna of the largest SNR value in $S$ for a certain user. The chosen antenna is denoted by $\hat{i}$;

2. remove all $\tilde{\gamma}_{m,k}^i$ from $S$;

3. move to the next user and repeat 1), until all users have been allocated the required number of antennas.

6.4.2.2 Weakest-avoiding prior

Despite the SP method is aimed to allocate the antennas of the strongest SNR to the users, it may result in the situation that the worst candidate antenna is assigned to a certain user. Table 6.1 illustrates an example of using SP when there are two transmit antennas in each BS sector. The chosen antennas for each user are highlighted in bold font. As shown, user 1 obtains two antennas of the largest SNR values. User 2 does not get both the two strongest links, but still has a better quality than being served by its closest BS only. However, user 3 has no choice but to use the antenna of the smallest SNR value, which is merely 4.9 dB.

<table>
<thead>
<tr>
<th></th>
<th>BS 1</th>
<th>BS 2</th>
<th>BS 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tx 1</td>
<td>Tx 1</td>
<td>Tx 1</td>
</tr>
<tr>
<td>User 1</td>
<td>11.5</td>
<td>14.6</td>
<td>15.8</td>
</tr>
<tr>
<td>User 2</td>
<td>13.2</td>
<td>15.1</td>
<td>18.7</td>
</tr>
<tr>
<td>User 3</td>
<td>10.6</td>
<td>13.2</td>
<td>4.9</td>
</tr>
</tbody>
</table>

Table 6.1: An example of antenna rescheduling based on SP.

In order to conduct a relatively fair allocation for all users, another method focuses on avoiding the worst candidate antenna alternatively. This method is thus referred to as weakest-avoiding prior (WAP). The corresponding algorithm is comprised of five steps as follows:

1. select the antenna of the smallest SNR in $S$, and denote the chosen antenna by $\tilde{i}$;

2. select the user of the largest SNR with respect to antenna $\tilde{i}$, and denote the chosen user by $\tilde{k}$;
3. if $\tilde{k}$ has been allocated a full number of antennas, remove $\tilde{k}$ from the candidate users and repeat 2);

4. allocate antenna $\tilde{t}$ to user $\tilde{k}$;

5. remove all $\tilde{\gamma}_{m,k}$ from $S$ and repeat 1); until all user have been allocated the required number of antennas.

Unlike the SP method, WAP tries to allocate the best candidate user to each antenna. Under the same conditions as Table 6.1, the antenna rescheduling result of WAP is shown in Table 6.2. As can be seen, by using WAP instead of SP, the link quality for user 3 is increased from [4.9 dB, 10.6 dB] to [13.2 dB, 15.2 dB]. Meanwhile, the link quality for user 1 and user 2 slightly drops (with a gap of less than 3 dB).

<table>
<thead>
<tr>
<th></th>
<th>BS 1</th>
<th></th>
<th>BS 2</th>
<th></th>
<th>BS 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tx 1</td>
<td>Tx 2</td>
<td>Tx 1</td>
<td>Tx 2</td>
<td>Tx 1</td>
</tr>
<tr>
<td>User 1</td>
<td>11.5</td>
<td>16.1</td>
<td>14.6</td>
<td>19.3</td>
<td>15.8</td>
</tr>
<tr>
<td>User 2</td>
<td>13.2</td>
<td>10.1</td>
<td>15.1</td>
<td>8.2</td>
<td>7.2</td>
</tr>
<tr>
<td>User 3</td>
<td>10.6</td>
<td>8.0</td>
<td>13.2</td>
<td>15.2</td>
<td>4.9</td>
</tr>
</tbody>
</table>

Table 6.2: An example of antenna rescheduling based on WAP.

In both SP and WAP methods, the only needed information at the transmitter side is the largest SNR value for each pair of the BS antenna and the user, regardless of the number of receive antennas used at each user. Note that the precoding technique in network SM-MIMO requires each user to feedback the full channel state information (CSI) in relation to the operating BS as well as other BSs in the same group. Therefore, CoSM requires no extra feedback in addition to network SM-MIMO.

### 6.4.3 Theoretical analysis

As mentioned, in CoSM, the antennas of one BS can be allocated to different users. As a result, the currently active antennas pertaining to different users may come from the same BS, while some BS has no active antennas. This leads to difficulties in analysing the SINR of users, as the activation status of the interfering BSs is indeterminate. In this context, the probability of a BS being activated is derived, and an expression for the SINR of users in CoSM is presented.
6.4.3.1 The probability of a BS being activated

The locations of the three BSs in a certain group are denoted by $P_1$, $P_2$ and $P_3$, respectively. Without loss of generality, $P_1$ is assumed to be the origin point. User $k$ is located in one sector of the reunited cell, and that sector is denoted by Area $k$. The user position is denoted by $P_{MS} = \nu e^{j\theta}$, where $\nu$ and $\theta$ are the distance and the angle between the user and the origin, respectively. The interference-free SNR for this user with respect to BS $m$ is denoted by $\gamma_m$, and it is expressed as:

$$\gamma_m = |\alpha_m|^2 C_m, \quad (6.6)$$

where:

$$C_m = A(\theta_m) \left( \frac{|P_{MS} - P_m|}{d_{ref}} \right)^{-\mu} B_m \gamma_{ref}. \quad (6.7)$$

Note that $C_m$ is constant for given $P_{MS}$ and $P_m$. For a Rayleigh fading, the random variable $|\alpha_m|^2$ has a Gamma distribution. Therefore, $\gamma_m$ is also Gamma distributed with the shape parameter equal to 1 and the rate parameter equal to $C_m$. The probability of a certain user choosing antennas from BS $m$ other than BS $m'$ can be formulated as:

$$P(\gamma_m > \gamma_{m'}) = P(\gamma_m - \gamma_{m'} > 0). \quad (6.8)$$

The probability density function (PDF) of differentiating two Gamma-distributed variables was derived in [113]. Define $\delta = \gamma_m - \gamma_{m'}$, and then the PDF of $\delta$ can be determined by the MaKay’s distribution as follows:

$$f(\delta) = \frac{(1 - c^2)^{a+\frac{1}{2}} |\delta|^a}{\sqrt{\pi} 2^a \Gamma(a + \frac{1}{2})} e^{-\frac{4c}{b}} K_a \left( \frac{|\delta|}{b} \right), \quad (6.9)$$

where $K_a(\cdot)$ is the modified Bessel function of the second kind and of the order of $a$, and:

$$\begin{cases}
  a = \frac{1}{2} \\
  b = \frac{2\phi_m \phi_{m'}}{\phi_m - \phi_{m'}} \\
  c = \frac{\phi_{m'} - \phi_m}{\phi_m + \phi_{m'}}
\end{cases} \quad (6.10)$$
Thus, (6.8) is calculated by:

\[ P(\gamma_m > \gamma_{m'}) = \int_{0}^{+\infty} f(\delta) d\delta. \]  

(6.11)

The antenna that is chosen for activation is denoted by \( l \). The event of selecting the active antenna from BS \( m \) is denoted by \( l \in \text{BS} \, m \), and the corresponding probability is given by:

\[ P(l \in \text{BS} \, m) = \prod_{m' = 1 \neq m}^{3} P(\gamma_m > \gamma_{m'}). \]  

(6.12)

Note that the above derivation is for a fixed user position. When the user moves in the available area, the probability of BS \( m \) being activated for user \( k \) is computed by:

\[ P(m, k) = \int_{\text{Area} \, k} \prod_{m' = 1 \neq m}^{3} P(\gamma_m > \gamma_{m'}) d\nu d\theta. \]  

(6.13)

Now consider the situation of multiple users. The probability of the event that BS \( m \) activates \( n_{\text{act}} \) antennas is denoted by \( P(m|n_{\text{act}}) \), and it can be obtained as follows:

\[
\begin{align*}
P(m|n_{\text{act}} = 1) &= \sum_{k=1}^{3} P(m, k) \prod_{k' = 1 \neq k}^{3} (1 - P(m, k')) \\
P(m|n_{\text{act}} = 2) &= \sum_{k=1}^{3} (1 - P(m, k)) \prod_{k' = 1 \neq k}^{3} P(m, k') \\
P(m|n_{\text{act}} = 3) &= \prod_{k=1}^{3} P(m, k)
\end{align*}
\]  

(6.14)

### 6.4.3.2 Analytical bound for inter-group interference

With respect to a certain user, the directional antennas of BSs impose an influence on the strength of interfering sources. If the use does not drop in the beamforming coverage of an interfering BS, then the interfering signal from that BS can deliver a very slight influence on the user. Otherwise, the user would receive a relatively strong interference. Fig. 6.3 depicts the schematic diagram of IGI situations with respect to the users located in the central cell. The group of coordinated BSs is denoted by \( G_j \). In this case, \( G_0 = \{1, 2, 3\} \) is the group providing service to the users, while \( G_1 = \{8, 19, 31\} \), \( G_2 = \{9, 20, 21\} \), \( G_3 = \{10, 11, 22\} \), \( G_4 = \{4, 12, 13\} \), \( G_5 = \{5, 6, 15\} \) and \( G_6 = \{7, 17, 18\} \) are the groups concerned as the
interfering sources. The set of interfering groups is denoted by $I_G$. According to the strength of influence, the interfering BSs can be classified into two categories: strongly-interfering BS and weakly-interfering BS. As shown, the strongly-interfering BSs are further away from the coverage of $G_0$ than those weakly-interfering BSs are. This signifies that the IGI in network MIMO can be effectively reduced by using directional antennas.

As mentioned, the BSs in the same group of CoSM are not necessarily active at the same time. This offers an opportunity that a strongly-interfering BS could be not sending signals temporarily. The SNR with respect to the total interference received by user $k$ is denoted by $\gamma_{IGI(k)}$, and it can be obtained by:

$$\gamma_{IGI}(k) = \sum_{G_j \in I_G} \sum_{m' \in G_j} \sum_{n_{act}} P(m' | n_{act}) n_{act} \gamma_{m',k}.$$  \hspace{1cm} (6.15)

Substituting (6.15) into (6.5), the SINR of users in CoSM can be evaluated by:

$$\Gamma_{m,k} = \frac{\gamma_{m,k}}{1 + \sum_{G_j \in I_G} \sum_{m' \in G_j} \sum_{n_{act}} P(m' | n_{act}) n_{act} \gamma_{m',k}}.$$  \hspace{1cm} (6.16)

Figure 6.3: IGI situations in network MIMO.
6.5 Three-tier cellular architecture

6.5.1 Concept

In CoSM, the users are enabled to select transmit antennas from the coordinated BSs instead of using the antennas of the closest BS only. Since the coordinated BSs are located in different corners of the reunited cell, CoSM in fact constructs a distributed antenna system for the users. As a result, the users benefit from an increased diversity between antennas. However, when a user is much closer to one of the BSs than the others, it is more likely to select the antennas from the closest BS, of which the channel experiences a much smaller path loss. In this case, CoSM would lose the advantage against network SM-MIMO. For this reason, it is beneficial to operate network SM-MIMO and CoSM for users in different regions. A three-tier cellular architecture is thus proposed, as shown in Fig. 6.4.

![Figure 6.4: A three-tier cellular architecture for CoSM.](image)

Based on the two-tier structure of FFR, the exterior tier is further split into two parts, and each cell has three tiers in total: the interior tier, the middle tier and the exterior tier. The interior tier remains the same as that in FFR, and the other two tiers are working with coordinated BSs. For those users in the middle tier, network SM-MIMO is used to eliminate the interference among them, but the antenna-rescheduling scheme is not applicable. CoSM is only applied to the users that are located in the exterior tier. The area ratio of a certain region is defined as the ratio of the area of that region to the entire cell coverage. Assuming users are uniformly distributed, the area
ratio signifies the percentage of users that drop in the corresponding region, as compared with the user population in a cell. Therefore, the regions for different tiers are expressed in terms of area ratios rather than radius. The three-tier cell is demarcated by two circles with the same centre. The circular area of the smaller one defines the interior-tier region. The region between those two circles is the middle tier, while the remaining area pertains to the exterior tier. The area ratios of the smaller circle and the larger circle are denoted by $a_1$ and $a_2$. Consequently, the area ratios of the middle-tier region and the exterior-tier region are $a_2 - a_1$ and $1 - a_2$, respectively.

### 6.5.2 Effective region

In order to analyse the superiority of CoSM against network SM-MIMO, the cellular coverage is divided into a series of rings, and the performance comparison between CoSM and network SM-MIMO is conducted for the users that are uniformly distributed in each ring. The inner radius of the ring is denoted by $r$. The user population in each ring is assumed to be equal in order to facilitate the analysis. In other words, the difference of the squares between the outer radius and the inner radius is the same for all rings, and this parameter is referred to as the ring step. A smaller ring step provides a more accurate evaluation, but leads to a larger number of rings. Assuming a ring step of 0.05, Fig. 6.5 presents the relation between the SINR gain achieved by CoSM over network SM-MIMO and the user-to-BS distance.

![Figure 6.5](image.png)

**Figure 6.5:** SINR gains achieved by CoSM against network SM-MIMO.
Different numbers of receive antennas are taken into account. Note that the number of transmit antennas does not affect the SINR, as SM activates a single transmit antenna at any time instance. In order to determine the effective region for CoSM, i.e. the value of $1 - a_2$ in the three-tier cellular architecture, the minimum SINR gain is required. Consider the minimum SINR gain of 2 dB to balance the additional processing power requested by CoSM. For each case of $N_r$ in Fig. 6.5, the minimum SINR gain corresponds to a certain value of $r^2$, and this value is in fact the choice for $a_2$. Table 6.3 lists the deployment of the effective region for CoSM with different numbers of receive antennas in use.

<table>
<thead>
<tr>
<th>Cases</th>
<th>$N_r = 1$</th>
<th>$N_r = 2$</th>
<th>$N_r = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 - a_2$</td>
<td>35.6%</td>
<td>30.7%</td>
<td>29%</td>
</tr>
</tbody>
</table>

Table 6.3: Deployment of the effective region for CoSM.

As mentioned, the area ratio of effective region represents the percentage of users that are served by CoSM. It is noticed that the user percentage for CoSM drops as more receive antennas are employed at the user ends. The reason for this trend is that CoSM takes advantage of transmit antenna selection. Therefore when increasing the number of receive antennas, the SINR performance of CoSM increases slower than network SM-MIMO. Despite this, CoSM can still benefit 29% of the users in the case of 4 receive antennas.

### 6.6 Results

In this section, the performance of CoSM is validated by Monte Carlo simulations. The BS-to-BS distance is assumed to be 2 km, while the path loss exponent is 4 and the standard deviation of shadowing is 8 dB [111]. In each cell, the users are uniformly distributed. Perfect CSI is assumed to be known at both the BS and the user end, and synchronised feedback links are considered between the coordinated BSs. The interference-free SNR at the cell edge is fixed to be 18 dB [111], i.e. the transmission power is fixed, in order to analyse the received SINR at different locations. Also, the average bit error rate (BER) performance of CoSM is compared with spatial multiplexing (SMX) using the same antenna-rescheduling method, where the interference-free SNR at the cell-edge varies from 0 dB to 25 dB.
6.6.1 Effects of the effective region

First, the SINR performance of CoSM is studied against the different choices for its effective region. Four antennas are assumed at each BS sector as well as at each user end. In addition to network SM-MIMO, the cellular network that uses a single bandwidth inside each cell is considered as a benchmark, and this is referred to as the omni-cell. The cumulative distribution functions (CDFs) of the received SINR in the cases of $a_2 = 0.5$ and $a_2 = 0.9$ are shown in Fig. 6.6 and Fig. 6.7, respectively.

As shown in Fig. 6.6, CoSM significantly improves the performance of network SM-MIMO. When compared with network SM-MIMO and omni-cell, WAP achieves SINR gains of 2 dB and 5.5 dB at the 50-th percentile, respectively. Using SP instead of WAP, CoSM can further increase this SINR gain by 0.8 dB. However, SP is overcome by WAP when the SINR is below the 30-th percentile. At the 10-th percentile, for example, the SINR achieved by SP is 1.5 dB less than WAP. This trend validates that WAP is relatively fair for vulnerable users against SP.

![Figure 6.6: SINR Performance of CoSM for $a_2 = 0.5$ ($N_t = 4$ and $N_r = 4$).](image)

When the value of $a_2$ is increased from 0.5 to 0.9, the users served by CoSM reduce from 50% to 10% accordingly, and they are concentrated in the area of cell edge. By comparing those two cases of $a_2$, it can be found that with respect to network SM-MIMO, the SINR performance degrades rapidly as $a_2$ increases, i.e. the users are moving towards the cell edge. At the 50-th percentile, network SM-MIMO experiences an SINR loss of 2.3 dB when $a_2$ is increased from 50% to 90%. In contrast to network SM-MIMO, CoSM has a very slight SINR reduction of up
to 0.3 dB, leading to an SINR gain of more than 4 dB against network SM-MIMO. This trend matches the fact that CoSM is more effective for cell-edge users than cell-centre users. Similar to the case of $a_2 = 0.5$, SP outperforms WAP when the SINR is above the 30-th percentile, but the opposite result happens otherwise.

![Figure 6.7: SINR Performance of CoSM for $a_2 = 0.9 (N_t = 4$ and $N_r = 4)$](image)

### 6.6.2 Effects of the antenna number

Second, the SINR performance of CoSM in relation to the number of antennas is analysed. The case of $a_2 = 0.9$ is assumed. The coverage probability is defined as the probability that the received SINR is above a certain requirement. Considering various MIMO transceiver structures in terms of $N_t \times N_r$, Fig. 6.8 presents the coverage probability of CoSM with an SINR requirement of 10 dB.

The left-side three cases compare the results for different numbers of receive antennas, while fixing the number of transmit antennas. Three outcomes are observed: i) when the number of receive antennas increases, the coverage probabilities of all candidate schemes increase; ii) compared with network SM-MIMO, CoSM improves the coverage probability more significantly when fewer receive antennas are used; and iii) the gap between SP and WAP reduces as the number of receive antennas increases. When using four receive antennas, WAP achieves almost the same coverage probability as SP.
Spatial modulation in a multi-cell scenario

![Graph showing probability of SINR above 10 dB for different network configurations](image)

**Figure 6.8:** The probability for an SINR above the requirement of 10 dB ($a_2 = 0.9$).

Fixing the number of receive antennas at four, the right-side three cases present the results for different numbers of transmit antennas. As expected, the coverage probability of network SM-MIMO as well as omni-cell is constant against the variation of $N_t$. Unlike network SM-MIMO, the coverage probability of CoSM increases as $N_t$ increases. This reason is that when more transmit antennas are involved in the antenna-rescheduling process of CoSM, each user is more likely to be allocated the strong candidate antennas.

### 6.6.3 Comparison with spatial multiplexing

At last, the BER performance of CoSM is compared with spatial multiplexing (SMX) using the same SP method. The later is referred to as CoSMX. Two cases of $a_2$ are studied: i) $a_2 = 0$, i.e. the users are distributed over the entire cell; and ii) $a_2 = 0.9$, i.e. the cell-edge users only. In addition, a 3/4 (code rate) convolutional coding [106] is applied in order to present the BER range of interest. Fig. 6.9 shows the BER performance for both CoSM and CoSMX as a function of the interference-free SNR at the cell edge. As can be seen, the error floor occurs due to the inevitable interference among groups. Compared with CoSMX, CoSM offers a better performance of BER for both cases of $a_2$. To achieve the BER target of $1 \times 10^{-4}$ at $a_2 = 0$, for example, the cell-edge SNR required by CoSM is 1.2 dB less than CoSMX. When achieving the same BER target at $a_2 = 0.9$, CoSM obtains an increased SNR gain of 1.7 dB in comparison with CoSMX.
Figure 6.9: BER performance comparison between CoSM and CoSMX ($N_t = 4$ and $N_r = 4$).

### 6.7 Summary

In this chapter, the implementation of SM systems has been studied in the multi-cell scenario. Combining SM with the concept of CoMP, the framework of network SM-MIMO has been presented. A further research has been conducted on CoSM that enables the co-channel users in network SM-MIMO to swap their transmit antennas. Two antenna-rescheduling methods, SP and WAP, have been proposed. SP is aimed to allocate the strongest candidate antennas to each user, while WAP focuses on avoiding the weakest candidate antennas from being used. It has been shown that between those two methods, SP has an advantage in achievable SINR, but WAP offers a better fairness among the users.

Furthermore, an expression for the received SINR in CoSM has been derived. More importantly, a three-tier cellular architecture has been proposed, which adaptively switches between CoSM and network SM-MIMO in accordance with the distance between user and BS. Results have shown that CoSM outperforms network SM-MIMO by up to 4 dB. Also, CoSM has a superior performance as compared with SMX using the same cooperative scheme.
Chapter 7
Conclusions

7.1 Key findings

This thesis presented a novel and comprehensive study of spatial modulation (SM) in three different scenarios, i.e. single-user, multi-user and multi-cell. In the single-user scenario, an optimum transmit structure balancing the number of transmit antennas with the order of signal modulation has been proposed for SM. Considering practical channel state information (CSI), three novel channel estimation (CE) methods specially tailored for SM have been developed in order to deal with the challenge in the CE process raised by a single active antenna. When the scenario moves to multiple users, the management of transmit antennas has been studied to exploit the multi-user diversity for SM systems. In addition, a novel cooperative scheme has been proposed for SM systems in the multi-cell scenario. The new scheme enables mobile users to be served by multiple base stations (BSs) simultaneously.

In the first part of the thesis, a simplified analytical bound of the bit error rate (BER) performance of SM has been presented. Based on the minimisation of the derived BER bound, an optimum transmit structure has been developed in two stages. The first stage is to determine the optimal number of transmit antennas by balancing it with the order of signal modulation. In the second stage, based on the mathematical solutions of circle packing, a direct antenna selection method has been proposed to select the specific antennas from an antenna array. Unlike the conventional adaptive SM methods relying on instant CSIs, the proposed structure exploits statistical information, and thus does not require frequent updates. Simulation results have shown that in comparison with exhaustive search, the proposed method achieves a near-optimum BER performance, and requires very low complexity of computation.

The research on the CE process for SM, presented in the second part of the thesis, addressed the issue that SM has to activate the transmit antennas sequentially for sending pilot signals. By exploiting the correlation information between antennas, two novel CE methods have been proposed to improve the estimation accuracy for SM. One method enables SM to estimate the entire MIMO channel by sending pilot signals through one transmit antenna only. Results have
shown that when the correlation between the transmit antennas is medium or high, this method can improve the BER performance of SM by up to 7.5 dB over the conventional CE method. The other method treats the reception at different antennas as a multiplicity of sending the same pilot signal, and implements a joint CE across the receive antennas. This method results in an increase in the estimation accuracy without increasing the length of pilot sequences or the transmission power. In addition, considering the effects of both CE errors and noises on the BER, the optimisation of allocating power between the pilot signal and the information-carrying signal has been studied under the constraint of the average transmission power. Results have shown that using optimal power allocation, SM achieves a BER performance close to that in the presence of perfect CSI, with an SNR gap of less than 1 dB. Moreover, the above three methods can be combined to further improve the CE performance, and a framework of combined CE for SM has been presented.

The study on improving the system capacity in a multi-user scenario has been presented in the third part of the thesis. Instead of the fixed or random antenna scheduling given in published research, a novel method has been proposed for adaptively allocating the transmit antennas to different users. The basic concept is to allocate the antennas of the best channel quality to their corresponding users. In order to ensure fairness between users, the proposed method restricts each user to selecting only one antenna at a time. This procedure can prevent a certain user from occupying all strong candidate antennas. It has been shown that when managing the antennas in a fixed way, the BER performance of multi-user SM degrades severely as the number of users increases. Fortunately, the adaptive antenna scheduling can effectively improve the BER performance (up to 8 dB), and counteract the impairment caused by dense users.

In the last part of the thesis, a novel scheme CoSM has been proposed for the SM systems in the multi-cell scenario. This new scheme takes the advantages of both coordinated multi-point (CoMP) transmission and distributed antenna system (DAS) by allowing multiple BSs to share their antennas in the downlink service. In other words, the BS antennas dedicated to a certain user are selected from multiple BSs instead of from its closest BS. This offers an opportunity to reschedule the antennas of multiple BSs to their co-channel users. Results have shown that the cooperative scheme improves the system capacity especially for cell-edge users. As expected, those cell-centre users can benefit little from sharing the antennas of multiple BSs. Based on this fact, a three-tier cellular architecture has been presented, which enables a switch among full-bandwidth service, network SM-MIMO and CoSM.
7.2 Limitations of work, outlook and future work

The proposed methods have been shown to be powerful in improving the performance of SM in various scenarios. However, several essential assumptions have been made for the purpose of keeping moderate complexity of analysis. The violation of these assumptions in some system implementations is not envisioned as a fundamental limiting factor for the performance of the SM system, although it can lead to a sub-optimum system performance. The following suggestions can be considered to validate the performance of the proposed methods in practical implementation setups.

First, the optimum transmit structure for SM is derived on the basis of channel modelling. Although a generalised channel model is considered, the model cannot fully represent the channels in practice. Therefore the performance of the optimum structure is still to be studied for practical channels, in order to understand the benefit of balancing the number of transmit antennas with the order of signal modulation comprehensively. Furthermore, the proposed structure relies on the assumption that the correlation between a pair of antennas decreases as the distance between them increases. The exponential channel correlation model is assumed in the simulation setup. Moreover, the correlation of the receive antenna array is not considered. A study of the influence of these system building blocks on the performance of the proposed structure can be considered in future work.

Second, the spatially-averaging channel estimation (SACE) method relies on the knowledge of the correlation degree of the receive antenna array. However, the process of estimating the correlation degree is not considered. Future work can include analysing the performance of SACE in the presence of errors in the correlation information. Also, the complexity of SACE is linear to the number of receive antennas, and the trade-off between the benefit and the complexity remains to be studied. Furthermore, the round-robin manner is used in the transmission cross channel estimation (TCCE) method for the activation sequence. A further study of an adaptive activation sequence can be considered to address the issue caused by the dissimilarity of antennas.

Third, the knowledge of channel side information at the transmitter (CSIT) is assumed for the antenna management in the multi-user SM system, and the CSIT error is not considered in the study. In addition, the proposed antenna scheduling is still heuristic where the users are ranked in an arbitrary way. Optimising the user queue and analysing the performance in the presence
of CSIT errors can be included in future work. Further to the above considerations, user priority can be involved in the antenna management to meet the demands of premium users.

Finally, in the study of SM systems in the multi-cell scenario, hexagonal cells are used to perform the simulations. The positions and ranges of practical BSs are however complicated and variant. In addition, an analytical capacity bound for the cooperative scheme is absent due to the complexity of cellular networks. Therefore, a closed-form expression of the system capacity should be studied for the proposed scheme through stochastic geometry. Furthermore, perfect synchronisation is assumed between BSs in order to exchange the information for sharing their antennas. Future work can include validating the performance of the proposed method under a more practical implementation setup.
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Abstract—In this paper, we propose an optimal transmit structure for spatial modulation (SM), a unique single-stream multiple-input multiple-output (MIMO) transmission technique. As a three-dimensional modulation scheme, SM enables a trade-off between the size of the spatial constellation diagram and the size of the signal constellation diagram. Based on this fact, the novel methodology that two third of the optimised space is modulation (TOSM), selects the best transmit structure that minimizes the average bit error probability (ABEP). Unlike the traditional antenna selection methods, the proposed method relies on statistical channel state information (CSI) instead of instant CSI, and feedback is only needed for the optimal number of transmit antennas. The overhead for this, however, is negligible. In addition, TOSM has low computational complexity as the optimization problem is solved through a simple closed-form objective function with a single variable. Simulation results show that TOSM significantly improves the performance of SM at various channel correlations. Assuming Rayleigh fading channels, TOSM outperforms the original SM by up to 9 dB. Moreover, we propose a single radio-frequency (RF) chain base station (BS) based on TOSM, which achieves low hardware complexity and high energy efficiency. In comparison with multi-stream MIMO schemes, TOSM offers an energy saving of at least 56% in the continuous transmission mode, and 62% in the discontinuous transmission mode.

Index Terms—Spatial modulation (SM), channel correlation, transmit antenna selection, MIMO

1. INTRODUCTION

THE need to curtail the carbon footprint and the operation cost of wireless networks requires an overall energy reduction of base stations (BSs) in the region of two to three orders of magnitude [3]. At the same time, a significant increase in spectrum efficiency from currently about 1.5 bits/Hz to at least 10 bits/Hz is required to cope with the exponentially increasing traffic loads [4]. This challenges the design of multiple-input multiple-output (MIMO) systems associated with the BS. A typical long-term evolution (LTE) BS consists of radio-frequency (RF) chains, baseband interfaces, direct current to direct current (DC-DC) converters, cooling fans, etc. Each RF chain contains a power amplifier (PA), and PAs contribute around 65% of the entire energy consumption [5]. The efficiency of state-of-the-art (SOTA) PAs is about 30% [6], i.e. more than two thirds of the energy is consumed in quiescent power. This drives research on minimizing the overall BS energy consumption instead of the energy required for the RF output stage only. As a result, power optimization of PAs has been studied. In [7], cell discontinuous transmission (DTX) was proposed to enable the BSs to fall into a sleep mode when there is no data to convey, so that the overall energy consumption can be reduced. Based on that concept, another optimization method using on/off PAs was reported in [8], and a similar work was conducted for MIMO orthogonal frequency division multiple access (OFDMA) systems [9]. However, those studies have the following limitations: i) they focus on the operation of RF chains, while modulation schemes are not considered; ii) the optimization is implemented within each individual RF chain; and iii) the benefit is inversely proportional to the traffic load. When the BS has to be operated in the active mode continuously, the above methods would fail to achieve any energy-saving gain. Therefore it is necessary to study energy reduction on a more comprehensive level, including not only hardware operations, but also modulation schemes.

While multi-stream MIMO schemes, such as vertical Bell Labs layered space-time (V-BLAST) and space-time block coding (STBC), offer high spectrum efficiency, unfortunately, they need multiple RF chains that heavily compromise the energy efficiency. Meanwhile, spatial modulation (SM) is a unique single-stream MIMO technique [10]–[12], where the bit stream is divided into blocks and each block is split into two parts: i) the first part activates one antenna from the antenna array while the remaining antennas do not emit a signal; ii) the bits in the second part are modulated by a signal constellation diagram, and sent out through the activated antenna. The use of a single active antenna makes SM a truly energy-efficient MIMO transmission technique, because only one RF chain is required, regardless of the number of transmit antennas used. At the same time, SM ensures spatial multiplexing gains as information is encoded in the antenna index. However, like all other MIMO schemes, SM suffers performance degradation caused by channel correlations [13].

Trying to improve the performance of SM against channel variations, an adaptive method was proposed in [14], where one candidate is selected from several optional SM structures. Although the performance of SM can be improved to some extent, this method has the following weaknesses: i) it requires instant channel state information (CSI), and therefore it is not suitable for fast fading channels; ii) the relation between the adaptive selection and the channel correlation has not been exploited; and iii) despite using a simplified modulation order

1This paper was presented in part at the IEEE GLOBECOM 2012 [1] and IEEE CAMAD 2012 [2].
In this context, we propose a novel adaptive antenna selection method for optimum transmission in SM. As a three-dimensional modulation scheme, SM enables a trade-off between the size of the spatial constellation diagram and the size of the signal constellation diagram, while achieving the same spectrum efficiency. Based on this unique characteristic, transmitted spatial modulation (TOSM) aims to select the best combination of these two constellation sizes, which minimizes the average bit error probability (ABEP). In order to avoid the prohibitive complexity caused by exhaustive search, a two-stage optimization strategy is proposed. The first step is to determine the optimal number of transmit antennas, and this is performed at the receiver. In the second step, the required number of antennas are selected at the transmitter. In addition to low computational complexity, TOSM needs very limited feedback because of two aspects: i) since it is based on statistical CSI, the frequency of updating is relatively low; and ii) feedback is required only to inform the transmitter of the number of selected antennas, instead of the index of each selected antenna. Therefore, the feedback overhead is negligibly low and not considered in this paper. In addition, assuming the SOTA 2010 power model [15], the overall BS energy consumption is studied for TOSM. The DTX technique is combined with TOSM to further improve the energy efficiency. Compared with our preceding studies in [1] and [2], the contributions in this paper are four-fold: i) a two-stage optimization method is proposed to balance the spatial modulation order with the signal modulation order in SM systems; ii) a complete derivation of a simplified ABEP bound for SM over generalized fading channels is presented; iii) a direct antenna selection method based on circle packing is proposed; and iv) the energy efficiency of TOSM in terms of the BS energy consumption is evaluated for both the continuous mode and the DTX mode.

The remainder of this paper is organized as follows. Section II describes the system model, including the SM transceiver, the channel model, and the BS power model. In Section III, a two-stage antenna selection method is proposed for optimum transmission in SM. Section IV studies the proposed method in the case of Rayleigh fading channels. Simulation results are presented in Section V to validate the optimization accuracy and the bit error rate (BER) performance of the proposed method. Finally, the paper is concluded in Section VI.

II. SYSTEM MODEL

A. MIMO System and Signal Model

A $N_t \times N_r$ SM-MIMO system is considered, where $N_t$ and $N_r$ are the number of transmit antennas and the number of receive antennas, respectively. Unlike the original SM, only a subset of the transmit antennas is used. The size of the spatial constellation diagram, i.e. the number of utilized transmit antennas, is denoted by $N$, while the size of the signal constellation diagram is denoted by $M$. The bit stream is divided into blocks with the length of $\eta_b$ bits, where $\eta_b = \log_2(N) + \log_2(M)$ is the number of bits per symbol.

Each block is then split into two units of $\log_2(N)$ and $\log_2(M)$ bits. The first part activates a single transmit antenna from the spatial constellation diagram, and the currently active antenna is denoted by $t_{\text{act}}$. The second part chooses the corresponding symbol $\chi_l (1 \leq l \leq M)$ from a specific signal constellation diagram, such as phase shift keying (PSK) or quadrature amplitude modulation (QAM), and sends it out through the activated antenna. The transmitted signal of SM is represented by a vector $\mathbf{x} = [\chi_1, \chi_2, \ldots, \chi_{\text{act}}] \cdot [0, 0, \ldots] \cdot \mathbf{w}$ of $N$ elements, where the $t_{\text{act}}$-th element is $\chi_{\text{act}}$ and all other elements are zero.

The received signal is given by $y = \mathbf{Hx} + \mathbf{w}$, where $\mathbf{H}$ stands for the channel matrix and it is described in Section II B; the vector $\mathbf{w} = [w_1, w_2, \ldots, w_N]^T$ and $w_n$ the noise at the $n$-th receive antenna, is a sample of complex additive white Gaussian noise with distribution $CN(0, N_0)$. Across receive antennas, the noise components are statistically independent. The signal-to-noise ratio (SNR) is defined as $\gamma = E_b/N_0$, where $E_b$ is the average energy per symbol transmission and $N_0$ denotes the path loss without shadowing. In addition, the required RF output energy per bit is denoted by $E_b = E_{m}/\eta_{c}$.

The transmitted information bits are decoded by the joint maximum likelihood (ML) detection in [12] as follows:

$$[t_{\text{act}}, l] = \arg \min_{t,l} \| \mathbf{h}_{t} \chi_{l} \|^2 - 2R\{y^H \mathbf{h}_{t} \chi_{l} \},$$

where $\mathbf{h}_{t}$ is the $t$-th column of $\mathbf{H}$, $R\{\cdot\}$ is the real part of a complex number; $t_{\text{act}}$ and $l$ are the detection results of $t_{\text{act}}$ and $l$, respectively.

B. Channel Model

1) Channel Distribution: The fading coefficient of the link from the $t$-th transmit antenna to the $r$-th receive antenna is denoted by $h_{t,r} = h_{t,r}\exp(\jmath \varphi_{t,r})$, where $h_{t,r}$ and $\varphi_{t,r}$ are the amplitude and the phase, respectively. The channel fading distribution as well as the CSI is assumed to be known at the receiver. Nakagami-$m$ fading is considered in this paper, i.e. $\varphi_{t,r} \sim \text{Nakagami}(m_{t,r}, \Omega_{t,r})$, where $m_{t,r}$ is the shape parameter (when $m_{t,r} = 1$, the channel is Rayleigh fading) and $\Omega_{t,r}$ is the spread controlling parameter. The phase $\varphi_{t,r}$ is uniformly distributed between $(-\pi, \pi]$.

2) Channel Correlation: Since we focus on selecting the transmit antennas, the receive antennas are assumed to be independent without loss of the generality. The correlation coefficient between the amplitudes of the two propagation paths from the transmit antennas $t_1$ and $t_2$ to the $r$-th receive antenna is denoted by $\rho_{t_1,t_2,r}$. The exponential correlation matrix model in [16] is considered, which is based on the fact that the channel correlation decreases with increasing the distance between antennas. As shown in Fig. 1, the transmit antennas are located in a normalized square area, i.e. the distance between $t_1$ and $t_2$ is unity. The correlation coefficient between $t_1$ and $t_2$ with respect to the $r$-th receive antenna is denoted by $\rho_{t(r)}$. The number of antennas on each side of the antenna array is formulated as follows:

$$A = \begin{cases} \sqrt{\frac{N_t}{3}} & \text{if } \log_2 N_t \text{ is even} \\ \frac{3 \times \sqrt{\frac{N_t}{8}}}{2} & \text{if } \log_2 N_t \text{ is odd} \end{cases}.$$
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When \( \log_2 N_t \) is even, the antennas form a square array with the dimension of \( A \times A \). If \( \log_2 N_t \) is odd, the antennas are placed in the shape shown in Fig. 1(b), where \( A \text{inner} = \sqrt{\frac{N_t}{2}} \). The absolute distance between \( t_i \) and \( t_j \) is denoted by \( d_{t_i,t_j} \), and the correlation between those two antennas is given by [16, Eq. (10)]:

\[
\rho_{t_i,t_j,r} = \rho_{d_{t_i,t_j}}, \quad 0 \leq \rho_{d_{t_i,t_j}} \leq 1.
\]

The average degree of the channel correlations, denoted by \( \rho_{av} \), is calculated by:

\[
\rho_{av} = \frac{1}{N_t} \sum_{r=1}^{N_t} \left( \frac{1}{N_t(N_t-1)} \sum_{t_i=1,t_j \neq t_i=1}^{N_t} \rho_{d_{t_i,t_j},r} \right).
\]

3. Base Station Power Model

In [17], a linear relationship between the RF output power and the overall consumed power of a multi-sector BS was established. The overall BS power consumption is divided into two parts: the load-dependent portion and the constant portion. The former is dependent on the RF output power, while the latter is invariant. In addition, when no data is transmitted, a sleep mode is enabled to reduce the consumption by switching off unnecessary components. In this section, a practical BS power model is introduced for the purpose of evaluating the energy efficiency of the proposed method.

1) Power Model: In [15], based on the above literature, a power model named SOTA 2010 was proposed for a one-sector, single-RF-chain BS. Table I specifies the parameters: \( P_{\text{max}} \) is the maximum RF output power; \( P_0 \) and \( P_\delta \) denote the constant power consumption for the active mode and the sleep mode, respectively; \( \zeta \) stands for the slope that quantifies the load dependence. The instantaneous BS power consumption, denoted by \( P_{\text{BS}} \), is formulated as a function of the RF output power \( P_{\text{out}} \) [15, Eq. (1)]:

\[
P_{\text{BS}} = \begin{cases} P_0 + \zeta P_{\text{out}} & \text{if } 0 < P_{\text{out}} \leq P_{\text{max}} \\ P_\delta & \text{if } P_{\text{out}} = 0 \end{cases}.
\]

Also, the ratio of the time consumed in the active mode and the total period is referred to as the activation ratio \( \mu \). The average power consumption of a single-RF-chain BS is then computed by:

\[
P_{\text{BS}} = \mu (P_0 + \zeta P_{\text{out}}) + (1 - \mu) P_\delta.
\]

2) Continuous Mode and DTX Mode: Two modes are considered to operate the RF chains: the continuous mode and the DTX mode [7]. In the continuous mode, the RF chains are always delivering output power of the same level. As a result, \( P_{\text{out}} \) is equal to the average RF output power \( P_{\text{out}} \), and \( \mu = 1 \). Substituting those conditions into (7), the overall BS power consumption in the continuous mode is obtained by:

\[
P_{\text{BS-CONT}} = N_t P_0 + \zeta P_{\text{out}}.
\]

The data rate of the continuous mode is equal to the average data rate, which is denoted by \( R_0 = P_{\text{out}}/E_b \). Conversely, the DTX mode conveys data with full load, and the instantaneous data rate is \( R_{\text{max}} = P_{\text{max}}/E_b \) that is higher than \( R_0 \). Then the system is enabled into sleep mode during the saved time to maintain the same average data rate. The parameter \( \mu \) of the DTX mode is computed by:

\[
\mu = \frac{R_0}{R_{\text{max}}} = \frac{P_{\text{out}}}{P_{\text{max}}}.
\]

Substituting (9) and \( P_{\text{out}} = P_{\text{max}} \) into (7), the overall BS power consumption in the DTX mode is expressed as:

\[
P_{\text{BS-DTX}} = N_t P_0 + \left( \zeta + \frac{N_t (P_0 - P_\delta)}{P_{\text{max}}} \right) P_{\text{out}}.
\]

III. TOSSM OVER GENERALIZED FADING CHANNELS

As mentioned, SM enables to balance the size of the signal constellation diagram with the size of the spatial constellation diagram. To achieve a certain spectrum efficiency \( \eta_s \), there are \( \eta_s + 1 \) possible combinations of \( (M,N) \), based on the requirement of a power of two to provide a full usage in the constellation diagrams. In order to supply a complete selection range of \( N \), \( N_t \) is set to be equal to \( 2^n \). In this section, an optimization algorithm is proposed to select the best \( (M,N) \) as well as the specific antennas. The context is arranged in four portions: i) an ABEP upper bound is introduced for SM over generalized fading channels; ii) the ABEP upper bound is simplified to suit the minimization on the subject of either \( M \) or \( N \); iii) the optimum \( (M,N) \) is obtained by solving the minimization problem; and iv) the required number of transmit antennas are selected from the antenna array.
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A. ABEP Upper Bound

The ABEP upper bound of SM with the joint ML detector is given by [18, Eq. (6)]:

\[
\text{ABEP} \leq \text{ABEP}_{\text{spatial}} + \text{ABEP}_{\text{signal}} + \text{ABEP}_{\text{joint}}.
\]

and:

\[
\begin{align*}
\text{ABEP}_{\text{spatial}} &= \frac{\log_2(N)}{\eta_s M} \sum_{l=1}^{M} \text{ABEP}_{\text{SSK}}(l) \quad (12a) \\
\text{ABEP}_{\text{signal}} &= \frac{\log_2(M)}{\eta_s N} \sum_{t=1}^{N} \text{ABEP}_{\text{MOD}}(t) \quad (12b) \\
\text{ABEP}_{\text{joint}} &= \frac{1}{\eta_s MN} \sum_{t_1=1}^{N} \sum_{t_2=1}^{N} \sum_{d_1=1}^{M} \sum_{d_2=1}^{M} \text{ABEP}_{\text{MIX}}(d_1, d_2) \quad (12c)
\end{align*}
\]

with the terms in summations expressed in (13) where: i) \( P_s(t, l) \) is the average symbol error rate (SER) of the l-th signal symbol \( \chi_l \) emitted from the t-th transmit antenna; ii) \( N_H(\cdot) \) denotes the Hamming distance between two symbols; iii) the average pair-wise error probability (ABEP) is defined as the probability of pair-wise error event which is calculated by (14). The denotation \( E[\cdot] \) is the expectation operator, and \( Q(\cdot) \) is the Q-function.

B. Simplification

Due to the relaxation of linearity requirements, unlike QAM, PSK can work in PA saturation [19]. This makes PSK a more energy efficient modulation scheme. Moreover, results in [18] have shown that, for SM, PSK is not worse than QAM in many cases and in some cases it is even better. Therefore, PSK modulation is applied in the rest of this paper to keep a moderate level of analytical complexity. Every symbol has an equal weight and the average of different signal symbols in (12) can be neglected. In addition, \( P_s(t, l) \) reduces to \( P_s(t) \).

1) ABEP of Spatial Part: At first, we focus on ABEP spatial in the union bound. Assuming a high SNR, the ABEP of space shift keying (SSK) modulation over correlated Nakagami-\( m \) fading channels with the assumption of \( m_{tx} = m \) for \( t = 1, 2, \ldots, N_t \) can be obtained based on the moment generate function (MGF) as follows [20, Eq. (15)]:

\[
\text{AEP}_{\text{spatial}}(t_j \rightarrow t_i) = \frac{\log_2(N)}{\eta_s M} \sum_{l=1}^{M} \frac{2^{2N_t - 1} \Gamma(N_t + 0.5)}{\sqrt{\pi} \Gamma(N_t + 1)} \prod_{r=1}^{N_t} f(r),
\]

where \( f(r) \) is computed in (16). We define:

\[
C_{t_1, t_2} = \frac{1}{2} \times \frac{2^{2N_t - 1} \Gamma(N_t + 0.5)}{\sqrt{\pi} \Gamma(N_t + 1)} \prod_{r=1}^{N_t} f(r).
\]

Note that \( C_{t_1, t_2} \) is constant when \( m_{tx}, \Omega_{tx}, \) and \( \rho_{tx, t_2} \) are given. Consequently, (15) can be rewritten as:

\[
\text{AEP}_{\text{spatial}}(t_j \rightarrow t_i) = 2C_{t_1, t_2} \gamma_{\Omega_{tx}}^{-N_t}.
\]

The \( \log_2(N) \) bits provided to the spatial constellation is assumed to be encoded by Gray codes. When a certain antenna is activated, there are \( N/2 \) other antennas that may cause an error for any particular bit. Therefore the total Hamming distance from one symbol to the other symbols is calculated by:

\[
\sum_{t_j \neq t_i}^{N_t} N_{H}(t_j \rightarrow t_i) = \frac{N}{2} \log_2(N).
\]

Combining (19) and (13a), we have:

\[
\text{ABEP}_{\text{spatial}}(l) = \frac{1}{2(N - 1)} \sum_{t_{j_1} = 1}^{N_t} \sum_{t_{j_2} = 1}^{N_t} \sum_{d_1 = 1}^{M} \sum_{d_2 = 1}^{M} \text{ABEP}_{\text{mix}}(d_1, d_2).
\]

Substituting (18) and (20) into (12a), this gives ABEP spatial as a function of \( N \):

\[
\text{ABEP}_{\text{spatial}}(l) = \frac{\gamma_s^{N_t} \left( \frac{\log_2(N)}{\eta_s N} \right)}{N} \prod_{t_{j_1} = 1}^{N_t} \prod_{t_{j_2} = 1}^{N_t} \text{C}_{t_{j_1}, t_{j_2}}.
\]

2) ABEP of Signal Part: The average SER of the PSK modulation over Nakagami-\( m \) fading channels is given by [21, Eq. (9.16)]:

\[
P_s(t) = \frac{1}{\pi} \int_0^{\pi} \int_0^{\pi} \prod_{r=1}^{N_t} \left( 1 + \frac{\gamma_{\Omega_{tx}} \sin^2(\theta)}{2m_r \sin^2(\theta)} \right)^{-m_r} d\theta.
\]

where \( \gamma_{\Omega_{tx}} = \Omega_{tx} \gamma \) is the average SNR of the symbol sent from the t-th transmit antenna at the input of the r-th receive antenna. The assumption of a high SNR results in \( \sin^2(\theta) \approx 1 \). Hence (22) can be rewritten as:

\[
P_s(t) = \int_0^{\pi} \int_0^{\pi} \prod_{r=1}^{N_t} \left( 1 + \frac{m_r \Omega_{tx}}{\gamma_{\Omega_{tx}} \sin^2(\theta)} \right)^{-m_r} d\theta.
\]

When \( M \geq 4 \), we have: i) \( \int_0^{\pi} \int_0^{\pi} \prod_{r=1}^{N_t} \left( 1 + \frac{m_r \Omega_{tx}}{\gamma_{\Omega_{tx}} \sin^2(\theta)} \right)^{-m_r} d\theta \approx \int_0^{\pi} \int_0^{\pi} \prod_{r=1}^{N_t} \left( 1 + \frac{m_r \Omega_{tx}}{\gamma_{\Omega_{tx}} \sin^2(\theta)} \right)^{-m_r} d\theta \), which is independent of the signal constellation size \( M \); ii) \( \sin(\pi/M) \approx \pi/M \). The average shape parameter of the fading distributions across all receive antennas is denoted by \( m_r = \frac{1}{N_r} \sum m_r \). Then the average SER of PSK can be formulated as follows:

\[
P_s(t) = \frac{M^{-N_t} \left( \prod_{r=1}^{N_t} \frac{\sin(\pi/M)}{\sin^2(\theta)} \right)^{m_r}}{\gamma_{\Omega_{tx}} \prod_{r=1}^{N_t} \left( \frac{m_r \Omega_{tx}}{\gamma_{\Omega_{tx}}} \sin^2(\theta) \right)^{-m_r}}.
\]

Substituting (24) into (12b), a simplified \( \text{ABEP}_{\text{signal}} \) is obtained by:

\[
\text{ABEP}_{\text{signal}} = \frac{\prod_{r=1}^{N_t} \left( \frac{\sin(\pi/M)}{\sin^2(\theta)} \right)^{m_r}}{\gamma_{\Omega_{tx}} \prod_{r=1}^{N_t} \left( \frac{m_r \Omega_{tx}}{\gamma_{\Omega_{tx}}} \sin^2(\theta) \right)^{-m_r}}.
\]

Note that similar to \( \text{ABEP}_{\text{spatial}} \) in (21), \( \text{ABEP}_{\text{signal}} \) is also a function of \( N \) after replacing \( M \) by \( 2^n / N \).
\[
\text{ABEP}_{\text{SKE}(l)} = \frac{1}{N} \log_2(N) \sum_{l=1}^{N} \sum_{l' \neq l}^{N} N_H(t_j \rightarrow t_l) \text{AEP}(t_j, \chi_l) \rightarrow (t_i, \chi_l) \tag{13a}
\]
\[
\text{ABEP}_{\text{MOD}(t)} = \frac{1}{M} \log_2(M) \sum_{l=1}^{M} P_l(t, t) \tag{13b}
\]
\[
\text{ABEP}_{\text{MIX}} = N_H((t_j, \chi_l) \rightarrow (t_i, \chi_l)) \text{AEP}(t_j, \chi_l) \rightarrow (t_i, \chi_l) \tag{13c}
\]

\[
\text{AEP}(t_j, \chi_l) \rightarrow (t_i, \chi_l) = E \left[ Q \left( \gamma \left| \alpha_{t_j, \chi_l} - \alpha_{t_i, \chi_l} \right|^2 / 4 \right) \right] \tag{14}
\]

\[
f(r) = \frac{m_r \left( \Omega_{t_j, \chi_l} + \Omega_{t_i, \chi_l} \right)^{2m_r} \left( 1 - \rho_{t_i, t_j, \chi_l} m_r \right)^{m_r - 1}}{\left( \Omega_{t_i, \chi_l} + \Omega_{t_j, \chi_l} \right)^{m_r + m_t + 1}} \sum_{k_r = 0}^{\infty} \frac{\rho_{t_i, t_j, \chi_l}^{k_r}}{(k_r + 1)!} \Gamma(m_r + k_r) \left( \frac{\sqrt{\Omega_{t_i, \chi_l} \Omega_{t_j, \chi_l}}}{\Omega_{t_i, \chi_l} + \Omega_{t_j, \chi_l}} \right)^{2k_r} \tag{16}
\]

3) ABEP of Joint Part: The symbols of the PSK modulation are expressed as \( \chi_l = \exp(j \varphi_l) \), where \( \varphi_l = 2 \pi (l-1)/M \). Thus, (14) can be rewritten as (27), where \( \varphi_l \) is uniformly distributed between \( (-\pi, \pi) \) and \( \varphi_l \) is a constant. The new random variable \( \varphi_l + \varphi_l \) follows a uniform distribution over the same region as \( \varphi_l \). As a result, \( \text{AEP}(t_j, \chi_l) \rightarrow (t_i, \chi_l) \) is reduced to \( \text{AEP}_{\text{TF}}(t_j \rightarrow t_i) \). Similar to (19), the Hamming distance in (13c) can be expressed as (28). Substituting (18) and (28) into (12c), \( \text{ABEP}_{\text{SM}} \) is simplified in (29).

4) Simplified ABEP: Combining (21), (25) and (29), a simplified ABEP of SM is derived as follows:

\[
\text{ABEP} = \frac{M^{2N-1} N_r}{\eta \gamma^{N_r} N_r} B_N \frac{2^{m_t} - M \log_2(M)}{\eta \gamma^{N_r}} C_N \tag{30}
\]

with

\[
C_N = \frac{1}{N(N-1)} \sum_{l=1}^{N} \sum_{l' \neq l}^{N} C_{l,l'} \tag{31}
\]

The term \( C_N \) reflects the average degree that the selected antenna array is affected by the fading distribution, the channel correlation, and the method of transmit antenna selection. Since the production of \( M \) and \( N \) is fixed to be \( 2^n \), the optimization problem in (30) is actually subjected to one variable, \( M \), or \( N \) of the AOS. The aim of TOSM is to determine the optimal transmit structure, including the number of antennas and their locations. However, jointly optimizing both of them requires an exhaustive search of prohibitive computational complexity. Instead, we propose a two-stage approach which separates the optimization problem in two steps: i) find the best combination of \( (M, N) \) that minimizes the ABEP of SM; and ii) select the specific antennas from the antenna array.

C. Optimal Selection of the Number of Transmit Antennas

In this step, the minimization of the simplified ABEP with respect to \( N \) (or \( M \)) is implemented for a given scenario, which is comprised of the spectrum efficiency, the number of receive antennas, the SNR, the fading distribution, and the correlation coefficient. The term \( 1/N_h \) in (30) is a positive constant, hence it can be removed without affecting the optimization result. In addition, the difference between antennas is not considered in this step. As a result, \( B_N \) and \( C_N \) are replaced by \( B_{N_h} \) and \( C_{N_h} \) to avoid the dependence on the antenna dissimilarity. The optimization problem can thus be formulated as (32).

Note that both \( C_{N_h} \gamma^{-N_h} \) and \( \bar{B}_{N_h} \gamma^{-N_h} N_h \) are constant for a certain scenario. In other words, they are independent of the variable \( M \). The optimization problem in (32) is a non-linear programming problem and can be solved numerically [22]. The optimization result of \( \log_2(M) \) could be, and most likely is, a non-integer. However, without considering special encoding methods such as fractional bit encoding [23], both \( M \) and \( N \) must be a power of two to supply a full usage in the constellation diagram. This can readily be achieved by comparing the ABEP values of the two nearest integers around the optimal \( M \). Afterwards, the best combination of \( (M, N) \) is obtained and denoted by \( (M_{opt}, N_{opt}) \).

D. Direct Antenna Selection

The second step is to select a subarray of \( N_{opt} \) antennas from the size-\( N_h \) antenna array. The chosen subset should achieve the minimum ABEP of all subarrays with the same size. Since \( B_{N_h} \) in (30) is irrelevant to the channel correlations, the problem is equivalent to finding the subarray with a minimum \( C_{N_h} \). Like the traditional transmit antenna selection (TAS) methods, this issue can be solved by an exhaustive search. However, this results in an unaffordable complexity for a large \( N_h \). Taking \( \eta = 6 \) and \( N_{opt} = 16 \) as an example, the full search space is about \( 5 \times 10^{13} \), which is prohibitive for practical implementations. Here we propose a novel TAS method based on circle packing, which can directly determine the selection.

As the correlation coefficient \( \rho_{t_i, t_j} \) is inversely proportional to the distance \( d_{t_i, t_j} \), a rational solution is to maximize the minimum geometric distance between any pair of the chosen antennas. This is equivalent to the circle packing problem in mathematics which can be worked out numerically [24]. Fig. 2 shows the circle packing solutions for various numbers of antennas, where the antennas are located at the circle centers.
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\[ \text{AEP}_P(t_j, x_{ij}) \to (t_i, x_{ji}) = E \left[ Q \left( \sqrt{\gamma \beta_j \exp(j(\varphi_{ij} + \varphi_t)) - \beta_i \exp(j(\varphi_{ti} + \varphi_t))} \right) \right] \]  

\[ \sum_{t_j \neq x_{ij}} \frac{M}{N} \sum_{t_k \neq x_{ik}} = \frac{(M - 1)N}{2} \log_2(N) + \frac{(N - 1)M}{2} \log_2(M) \]  

\[ \text{ABEP}_{\text{point}} = \frac{\eta_s 2^{\eta_s} - M \log_2(M) - N \log_2(N)}{\eta_s} \left( \frac{1}{N(N - 1)} \sum_{t_i \neq t_j} \sum_{t_k \neq t_l} C_{t_i t_j} \right)^{\gamma - N} \]  

\[ M_{\text{opt}} = \arg \min_M \frac{B_{\text{inc}} M^{2n_r} - N \log_2(M)}{\gamma - N} \text{, subject to: } 1 \leq M \leq 2^n_v \]  

Fig. 2. Examples of circle packing problems.

Fig. 3. RCP for selecting 8 out of 32 antennas.

In the original problem, each circle must fit inside the square boundary. The problem at hand is slightly different where the circle centers are restricted to be inside the boundary, and in Fig. 2 this is shown by dashed lines. It is worth noting that this solution requires fully flexible positions. Thus, we refer to it as ideal circle packing (ICP). However, the antenna positions are fixed in practice, and the subarray cannot be perfectly allocated by ICP. Instead, a realistic circle packing (RCP) is developed by selecting those antennas closest to the ideal positions. In Fig. 3, an RCP solution is demonstrated for the case of \( N_i = 32 \) and \( N = 8 \). As can be observed, the selection presents a similarity to the solution for \( N = 8 \) in Fig. 2. With an increase of \( N_i \), the RCP solution becomes closer to ICP as the antenna array supplies a larger flexibility in positions.

IV. TOSM OVER C.I.D. RAYLEIGH FADEING CHANNELS

In this section, we study TOSM in the special case of channel fading, Rayleigh fading. We present that TOSM is independent of SNR in this particular scenario, and a look-up table can be built to quickly determine the best choice of \((M, N)\). In addition, given a target bit error rate (BER) and transmission rate, a closed-form expression of the BS energy consumption is derived for TOSM. This allows us to evaluate the proposed scheme analytically.

A. ABEP of TOSM

For correlated and identically distributed (c.i.d.) Rayleigh fading channels, we have \( m_r = 1 \) and \( \Omega_{t, r} = \Omega \) for all \( t \) and \( r \). As a result, \( B_N \) in (26) and \( C_N \) in (31) reduce to:

\[ B = \left( \frac{2}{\Omega} \right)^{N_r} \int_0^\pi (\sin \theta)^{2N_r} d\theta \]  

and

\[ C = \frac{q^{N_r - 1} \Gamma(N_r + 0.5)}{\Omega^{N_r} \sqrt{\pi \Gamma(N_r + 1)}} \sum_{k=0}^{\infty} \frac{\Gamma(2k + 1)^2 \rho_b^k}{(k+1)^2} \left( \frac{N_r}{N} \right)^{0.5} \]  

Correspondingly, the ABEP expression in (30) reduces to:

\[ \text{ABEP} = \frac{B(M)^{2n_r} + C(2^n \eta_s - M \log_2(M))}{\eta_s 2^{\eta_s}} \]
The term $\eta_0 N_e^{N_e}$ is a positive constant, and therefore can be removed without influencing the optimization result. After further removing the constant item $C^{2\eta_0 N_e}$, the optimization problem is reduced to:

$$M_{opt} = \arg \min_M B(M)^{2N_e} - CM \log_q B(M)$$

subject to:

$$1 \leq M \leq 2^\rho.$$  \hspace{1cm} (36)

It is not difficult to find that the optimal solution of TOSM over c.i.d. Rayleigh fading is independent of SNR. Also, $M_{opt}$ is independent of $\eta_f$ when $\eta_f$ is large enough. In other words, for a certain $N_e$ and a large enough $\eta_f$, the optimal solution is only dependent on $\rho_a$. As shown in Table II, this allows us to build a look-up table to quickly decide the best SM deployment against different channel correlation degrees.

**B. Base Station Energy Consumption based on TOSM**

Substituting $\gamma = E_m L/N_0$ into (35), the required $E_m$ using TOSM is computed by:

$$E_m = \frac{N_0}{L} \left( \frac{F(M_{opt})}{\eta_f R_c} \right)^{\gamma},$$  \hspace{1cm} (37)

where $F(M) = B(M)^{2N_e} + C^{2\eta_0 N_e} - M \log_q B(M)$ and $R_c$ denotes the value of the target BER. Substituting (37) into $P_m = E_m R_c/\eta_f$, the required RF output power is obtained by:

$$P_m = \frac{R_c N_0}{\eta_f L} \left( \frac{F(M_{opt})}{\eta_f R_c} \right)^{\gamma}.$$  \hspace{1cm} (38)

The BS energy consumption per bit $E_{BS}$ is given by:

$$E_{BS} = \frac{P_m}{R_c}.$$  \hspace{1cm} (39)

1) Continuous Mode: In the continuous mode, the energy consumption per bit of a BS based on TOSM is obtained by substituting (8) and (38) into (39) with $N_{act} = 1$:

$$E_{BS} = \frac{P_0}{R_c} + \frac{\zeta N_0}{\eta_f L} \left( \frac{F(M_{opt})}{\eta_f R_c} \right)^{\gamma}.$$  \hspace{1cm} (40)

2) DTX Mode: Similarly, based on (10), we can compute $E_{BS}$ in the DTX mode as follows:

$$E_{BS} = \frac{P_0}{R_c} + \frac{N_0}{\eta_f L} \left( \frac{P_0 - P_d}{P_{max}} \right) \left( \frac{F(M_{opt})}{\eta_f R_c} \right)^{\gamma}.$$  \hspace{1cm} (41)

**V. SIMULATION RESULTS**

In this section, Monte Carlo results are presented to validate the performance of our scheme. Two cases are studied: i) c.i.d. Nakagami-m fading; and ii) c.i.d. Rayleigh fading. In the first case, we focus on verifying the accuracy of the simplified ABEP bound. The reason for choosing the second case is threefold: i) multipath fading is typically modeled by a Rayleigh distribution; ii) by fixing the parameter $m$, the main trends of TOSM in relation to the channel correlation can be studied; and iii) a look-up table is formed within this scenario to exhibit the optimum transmit structure. In addition, the performance of TOSM is compared with some other schemes including fixed-SM, V-BLAST and STBC. Furthermore, the BS energy consumption and the maximum transmission rate are analyzed for the proposed scheme. In order to ensure the fairness among different values of $\eta_f$, the transmission energy per bit against noise, i.e. $E_0/N_0$, is used instead of SNR.

**A. Accuracy of the simplified ABEP**

In Fig. 4, the simplified ABEP expression of SM in (32) is verified against simulation results. In order to present an extensive comparison, several scenarios are considered by varying the shape factor, the number of receive antennas, the spectrum efficiency and $E_0/N_0$. A unit spread controlling factor is assumed. For a certain scenario, the BER curve

<table>
<thead>
<tr>
<th>$N_e = 1$</th>
<th>$N_e = 2$</th>
<th>$N_e = 3$</th>
<th>$N_e = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_a$</td>
<td>$\eta_f$</td>
<td>$\eta_f$</td>
<td>$\eta_f$</td>
</tr>
<tr>
<td>$p_a = 0.0$</td>
<td>16.1</td>
<td>16.2</td>
<td>16.4</td>
</tr>
<tr>
<td>$p_a = 0.1$</td>
<td>16.1</td>
<td>16.2</td>
<td>16.4</td>
</tr>
<tr>
<td>$p_a = 0.2$</td>
<td>16.1</td>
<td>16.2</td>
<td>16.4</td>
</tr>
<tr>
<td>$p_a = 0.3$</td>
<td>16.1</td>
<td>16.2</td>
<td>16.4</td>
</tr>
<tr>
<td>$p_a = 0.4$</td>
<td>16.1</td>
<td>16.2</td>
<td>16.4</td>
</tr>
<tr>
<td>$p_a = 0.5$</td>
<td>16.1</td>
<td>16.2</td>
<td>16.4</td>
</tr>
<tr>
<td>$p_a = 0.6$</td>
<td>16.1</td>
<td>16.2</td>
<td>16.4</td>
</tr>
<tr>
<td>$p_a = 0.7$</td>
<td>16.1</td>
<td>16.2</td>
<td>16.4</td>
</tr>
<tr>
<td>$p_a = 0.8$</td>
<td>16.1</td>
<td>16.2</td>
<td>16.4</td>
</tr>
<tr>
<td>$p_a = 0.9$</td>
<td>16.1</td>
<td>16.2</td>
<td>16.4</td>
</tr>
<tr>
<td>$p_a = 1.0$</td>
<td>16.1</td>
<td>16.2</td>
<td>16.4</td>
</tr>
</tbody>
</table>

1536-1276 (c) 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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**Fig. 4.** The simplified ABEP bound of SM versus simulations
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**Fig. 6.** BER performance of RCP for $N_t = 16$ and $N = 8$

![Graph](image3)

**Fig. 5.** BER performance of fixed-SM schemes over c.i.d. Rayleigh fading of SM is shown as a function of the average correlation degree. As can be seen, in general, the theoretical curves match the simulation results well. Since the simplified ABEP is an approximation of the ABEP upper bound in [18], we expect some deviations especially at high channel correlations. Despite this, the simplified ABEP is still very close to the simulation results.

**B. Optimality of the Look-up Table**

The deployment of $(M, N)$ for TOSM over c.i.d. Rayleigh fading channels is shown in Table II. We use gray colour to highlight the situations in which the optimal number of transmit antennas is one, i.e., SM is not applied. The following outcomes are observed: i) given a certain $\eta_t$ and $N_r$, the optimal $N$ decreases as $\rho_{uv}$ increases. In other words, it is better to use SM with fewer transmit antennas at high channel correlations; ii) if $N_r = 1$, the best choice regresses to a single transmit-antenna scheme for an extremely high $\rho_{uv}$; iii) when $N_t$ is increased, SM is suitable for more cases of $(\eta_t, \rho_{uv})$, and the optimal number of transmit antennas becomes larger; and iv) for a certain $N_r$ and $\rho_{uv}$, the best selection of $M$ maintains a constant when $\eta_t$ is large enough.

The look-up table can be extended to any needed situation and easily used to configure the deployment of the TOSM system. In practice, $N_t$ and $\eta_t$ are usually fixed for a BS. As a result, the only parameter that needs to be determined is the correlation coefficient, which can be obtained through the structured correlation estimator [25]. Using $\eta_t = 6$ and $N_r = 2$, for example, Fig. 5 shows the simulation results of various fixed-SM schemes at $E_b/N_0 = 25$ dB. As shown, SM using $N = 16$ outperforms $N = 8$ when $\rho_{uv}$ is below 0.5. However, the opposite result happens for $0.6 \leq \rho_{uv} \leq 0.9$. At an extremely high correlation of $\rho_{uv} = 1$, two transmit-antenna SM achieves the lowest BER. It can be observed that Table II fits the simulation results.

**C. BER Performance of Direct Antenna Selection**

The BER performance of the proposed RCP approach is evaluated against two baseline schemes: i) the exhaustive search (ES); and ii) the worst case where the neighbouring
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antennas are selected. We refer to this scheme as worst selection (WS) in the sequel.

Fig. 6 and Fig. 7 present the BER performance of RCP for \( \eta_s = 4 \) and 5, respectively. Due to the intractable complexity of ES, the results when \( \eta_s > 5 \) are not presented. In addition, the antenna area is assumed to be the same to ensure a fair comparison for different \( \eta_s \). Therefore, \( \rho_s \) is used instead of \( \rho_{ss} \). As shown, the RCP scheme achieves almost the same performance as ES with a gap of less than 0.3 dB. Furthermore, the negligible difference between RCP and ES is barely affected by the channel correlations, whereas the performance of WS becomes much worse as the correlation increases. To achieve the same BER value of \( 1 \times 10^{-4} \) in the case of selecting 8 out of 32 antennas, in comparison with WS, RCP obtains an energy saving of 1.1 dB and 2.0 dB at \( \rho_s = 0.1 \) and 0.9, respectively.

D. BER performance of TOSM

The complexity of the MIMO system depends on the number of RF chains rather than the total number of transmit antennas. Despite the requirement of large antennas at the transmitter, TOSM needs only one RF chain. For this reason, it is reasonable to compare our approach to fixed-SM schemes with the same \( \eta_s \). Based on the obtained optimal \( N \), we evaluate the BER performance of TOSM. Assuming \( N_s = 2 \) and \( E_b/N_0 = 25 \) dB, Fig. 8-10 show the BER results against the channel correlation for \( \eta_s = 4, 5 \), and 6, respectively. The case of \( N = 1 \) is referred to as single-input multiple-output (SIMO).

The following trends are observed: i) fixed-SM with more antennas is not always better than those using fewer antennas. This signifies that the benefit does not simply come from employing more transmit antennas; ii) TOSM always performs better than or equal to fixed-SM schemes, which validates the optimization results; and iii) when \( \eta_s \) increases, TOSM employs more transmit antennas and performs much better than the fixed-SM with a small \( N \). Specifically, TOSM slightly outperforms fixed-SM with \( N = 2 \) at both low and high correlations for \( \eta_s = 4 \). However, for \( \eta_s = 5 \) and 6, TOSM always achieve a significant gain except when

Fig. 8. BER performance of TOSM against channel correlation for \( \eta_s = 4 \)

Fig. 9. BER performance of TOSM against channel correlation for \( \eta_s = 5 \)

Fig. 10. BER performance of TOSM against channel correlation for \( \eta_s = 6 \)

Fig. 11. BER performance of TOSM against \( E_b/N_0 \) for \( \eta_s = 6 \)
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Fig. 12. Transmit energy consumption of TOSM

Fig. 14. Maximum transmission rate of TOSM

Fig. 13. BS energy consumption of TOSM for $R_b = 30$ Mbit/s

Fig. 15. BS energy saving ratio between TOSM and STBC

the channel correlation is extremely high. Similar, but less pronounced trends are noticed at lower SNRs. In Fig. 11, the BER performance of TOSM is shown as a function of $E_b/N_0$ for $\eta_S = 6$. As can be seen, TOSM significantly outperforms the other schemes for all presented SNRs and various channel correlation degrees. When the channels are independent, i.e., $\rho_s = 0$, TOSM saves energy in the regions of 0.8 dB, 8.7 dB, and 15.1 dB relative to SSK, fixed-SM with $N = 2$, and SIMO, respectively. As $\rho_s$ increases, TOSM outperforms SSK more significantly. Conversely, fixed-SM with $N = 2$ is only slightly affected by the channel correlation, and the advantage of TOSM is diminishing with an increase of $\rho_s$. However, the gain of TOSM over fixed-SM with $N = 2$ still exceeds 4 dB at $\rho_s = 0.8$.

E. Energy Consumption

The overall BS energy consumption of TOSM is studied in contrast to V-BLAST and STBC as well as fixed-SM. The simulations are restricted in two aspects. On the one hand, the number of transmit antennas for V-BLAST is limited due to the constraint $N_r \geq N_t$. On the other hand, when using more transmit antennas, SM can save more energy in RF chains. The motivation here is to validate the energy efficiency of TOSM. To carry out a relatively fair comparison, the case of $\eta_S = 4$ and $N_r = 4$ is chosen, where TOSM employs four transmit antennas for the channel correlation varied from 0 to 0.8. The same $4 \times 4$ MIMO structure is arranged for both V-BLAST in [26] and rate 3/4 STBC in [27]. In addition, the path loss is assumed to be 100 dB without considering the shadowing.

Fig. 12 gives the transmit energy consumption results for a target BER value of $1 \times 10^{-4}$. It is noticed that, TOSM provides a remarkable and stable gain of around 5 dB in comparison with STBC and more with V-BLAST. The overall BS energy consumptions in both the continuous mode and the DTX mode are shown in Fig. 13. To maintain a certain $E_b$, $P_{\text{trans}}$ leads to a ceiling of the transmission rate. For this reason, a bit rate of 30 Mbit/s is chosen to ensure the BS works physically, and we compare TOSM with STBC to show the trends. The following outcomes are observed: i) using the DTX mode for TOSM provides a gain of around 1.4 dB over the
continuous mode; ii) TOSM significantly outperforms STBC for both the continuous mode and the DTX mode with energy-saving gains of at least 6.5 µJoul/bit (56%) and 5.8 µJoul/bit (62%), respectively; iii) compared with multi-stream MIMO schemes, TOSM requests much less energy because of the single RF chain requirement; iv) in both modes, the gain obtained by TOSM increases as $\rho_s$ increases; and v) TOSM saves more energy in the DTX mode than the continuous mode, especially at high channel correlations. When $\rho_s = 0.8$, for example, TOSM outperforms STBC by 7.7 µJoul/bit (57%) and 8.0 µJoul/bit (63%) in the continuous mode and the DTX mode, respectively.

### F. Maximum Transmission Rate

In contrast to multi-stream MIMO schemes, SM requires only one RF chain, and therefore less energy is requested to drive it. However, the maximum RF output power of SM is $1/N_{\text{ant}}$ of the MIMO scheme with $N_{\text{ant}}$ active antennas, and this restricts the maximum transmission rate of SM. Fig. 14 shows $R_{\text{max}}$ as a function of the channel correlation in the same scenario of the previous subsection. As can be seen, the maximum transmission rate of fixed-SM outperforms V-BLAST, but is much smaller than STBC. Meanwhile, TOSM offers a great improvement of maximum transmission rate to the original SM and overcomes this disadvantage. In Fig. 15, the BS energy consumption gains between TOSM and STBC are presented in terms of the transmission rate. As shown, the gain of TOSM obtained in the DTX mode is larger than the continuous mode for various correlation degrees. Also, DTX is much better than the continuous mode when $R_0$ increases to the full load. This signifies that TOSM is more robust and energy-efficient when combined with DTX.

### VI. CONCLUSIONS

In this paper, we proposed an optimum transmit structure for SM, which balances the size of the spatial constellation diagram and the size of the signal constellation diagram. Instead of using exhaustive search, a novel two-stage TAS method has been proposed for reducing the computational complexity, where the optimal number of transmit antennas and the specific antenna positions are determined separately. The first step is to obtain the optimal number of transmit antennas by minimizing a simplified ABEP bound for SM. In the second step, a direct antenna selection method, named RCP, was developed to select the required number of transmit antennas from an antenna array. In addition, a look-up table was built in the case of c.i.d Rayleigh fading, which can readily be used to determine the optimum transmit structure. Results show that TOSM improves the BER performance of the original SM significantly, and outperforms V-BLAST and STBC greatly in terms of the overall BS energy consumption. A further study shows that TOSM is more energy efficient when combined with the DTX mode than the continuous mode. Furthermore, the issue with respect to the maximum transmission rate in the SM systems has been addressed, which is caused by the limited output power of a single RF chain. It was shown that TOSM uplifts the maximum transmission rate of the original SM greatly, and diminishes the gap between SM and STBC significantly. All these merits make TOSM a highly energy-efficient, low-complexity scheme to satisfy the requirement of high data rate transmission, and an ideal candidate for massive MIMO [28]. Further research will extend the optimum transmit structure to generalized SM [29], where several antennas are activated simultaneously.
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Abstract—In this paper, a novel channel estimation (CE) method is proposed for spatial modulation (SM), a unique single-stream multiple-input–multiple-output transmission technique. In SM, there is only one transmit antenna being active at any time instance. While this property completely avoids inter-channel interference, it results in a challenge to estimate the channel information. In conventional CE (CCE) methods for SM, all transmit antennas have to be sequentially activated for sending pilots. Therefore, the time consumed in CE is proportional to the number of transmit antennas, which significantly compromises the throughput. By exploiting channel correlation, the proposed method, named transmission cross CE (TCCE), has the following characteristics: i) the entire channel is estimated by sending pilots through one transmit antenna; ii) it requires no overhead for feedback; and iii) it achieves a low computational complexity at the receiver. In addition, we propose an analytical framework to compute the distribution of the CE errors over time-varying fading channels. The corresponding average bit error probability (ABEP) bound of SM is also derived for the proposed method. Results show that the proposed ABEP bound matches with the simulations very well. When compared with CCE, the new method obtains a signal-to-noise ratio gain of up to 7.5 dB for medium and high correlations between the transmit antennas. Moreover, an adaptive CE technique can be readily implemented for SM via switching between CCE and TCCE.

Index Terms—Spatial modulation, MIMO, channel estimation, channel correlation, time-varying channel.

I. INTRODUCTION

Spatial modulation (SM) is a unique single-stream transmission technique for multiple-input–multiple-output (MIMO) wireless communication systems [2]–[4]. In SM, the locations of the transmit antennas are used to carry information as well as the traditional signal modulation. Therefore, compared with single antenna systems, SM achieves an increase of

the spectral efficiency by the factor of the base-two logarithm of the transmit antenna number. More importantly, only one transmit antenna is active at any given time in SM, which completely avoids inter-channel interference encountered in traditional MIMO systems. Furthermore, SM only requires a single radio-frequency (RF) chain, regardless of the number of transmit antennas used. This key property makes SM a truly energy-efficient technique for large scale MIMO systems. Recent research on SM has focused on studying its bit error ratio (BER) performance over fading channels with the assumption of perfect channel state information (CSI) [5]–[7]. Results show that SM offers a better performance than many state-of-the-art (SOTA) MIMO techniques while allowing a low-complexity implementation.

However, perfect channel knowledge is always impractical and channel estimation (CE) is of vital importance that cannot be neglected. In order to obtain the CSI at the receiver, pilot-based CE [8] is commonly used where pilots, i.e., deterministic symbols, are conveyed followed by the symbols carrying information. The pilot ratio is defined as the ratio of the number of pilots to the number of total symbols. Unlike multi-stream MIMO schemes such as vertical Bell Labs layered space-time (VBLAST) [9] and space-time block coding (STBC) [10], SM can send the pilots through only one antenna at a time. This challenges the channel estimation process for SM which has to sequentially activate the transmit antennas for sending pilots. We refer to this method as the conventional channel estimation (CCE), of which the pilot ratio is proportional to the number of transmit antennas. Unfortunately, this fact has so far been neglected in the SOTA literature. In [11] and [12], the BER performance of SM with imperfect CSI is respectively studied for uncorrelated and correlated fading channels. A similar work on space shift keying (SSK) is proposed in [13], where different lengths of the pilot sequence are considered. Although the above papers still fill some gaps in the knowledge, they have the following limitations: i) the CE errors are arbitrary without considering practical CE methods; ii) the relation between the pilot ratio and the number of transmit antennas is not addressed. Until now, only a few studies have been conducted in studying CE techniques for SM. In [14], recursive least square (RLS) is investigated for MIMO systems based on a single RF chain. Another CE method for SM is proposed in [15], in which joint channel estimation with data detection is applied. However, these methods are developed based on existing CE techniques, and the issue of costly CE time is unsolved. It appears that no CE method specially tailored for SM has so far been proposed.

Because of the limited separation between antennas, MIMO channels are normally correlated to some degree in practical systems. This causes a degradation in the BER performance...
for all MIMO schemes including SM. Therefore, CE in this situation is required to be more accurate than that of uncorrelated channels. To date, most research in this area has focused on the optimal design of training signals [16]–[18]. Few estimators are specially designed for correlated MIMO channels, and those few are based on specific channel correlation models [19], [20]. Due to the complexity and uncertainty of channel models in practical systems, the viability of those methods is limited. In addition to spatial correlation, time-varying is another challenge in channel estimation. With the aim of coping with time-varying MIMO channels, sequential channel estimation is proposed in [21], which is based on random-set theory. However, to the best of the authors’ knowledge, no channel estimation method has so far been proposed to exploit the temporal and spatial channel correlation together.

In this paper, we aim to improve the CE performance for SM by exploiting the channel correlation information in both space and time. A novel CE approach, named transmission cross channel estimation (TCCE), is proposed. Unlike CCE, the new method estimates the whole MIMO channel by sending pilots through only one transmit antenna. As a result, the CE time is significantly reduced. More importantly, the proposed method requires no overhead or feedback, while achieving a low computational complexity at the receiver. Further, we propose an analytical framework to compute the distribution of the CE errors for time-varying channels. The corresponding Average Bit Error Probability (ABEP) bound is also derived for SM. Simulation results show that when the channel correlation between transmit antennas is larger than 0.35, TCCE offers a better performance than CCE with an Signal-to-Noise Ratio (SNR) gain of up to 7.5 dB. Moreover, an adaptive CE approach is available for SM by switching between CCE and TCCE.

The remainder of this paper is organized as follows. Section II describes the system model, including the SM transmitter, the channel model, and the receiver. The novel CE approach for SM is proposed in Section III. Section IV proposes a framework to compute the distribution of the CE errors for time-varying channels. In Section V, we derive the ABEP bound for SM associated with the proposed CE method. Simulation results are presented in Section VI, and the paper is concluded in Section VII.

II. SYSTEM MODEL

A. Spatial Modulation

An \( N_t \times N_r \) SM-MIMO system is considered, where \( N_t \) and \( N_r \) are the number of transmit antennas and the number of receive antennas, respectively. The information to be conveyed is separately carried by the spatial constellation diagram and signal constellation diagram. The size of the spatial constellation diagram is exactly the number of transmit antennas, while the size of the signal constellation diagram is denoted by \( M \). The bit stream is divided into blocks of \( \eta_r \) bits, where \( \eta_r = \log_2(N_r M) \) is the number of bits per symbol. Each block is then split into two units of \( \log_2(N_t) \) and \( \log_2(M) \) bits and: i) the first segment activates one of the transmit antennas, and we denote the currently active antenna by \( f_{act} \); ii) the remaining bits are used to determine a symbol in the signal constellation diagram, and the active antenna conveys this symbol that is denoted by \( \chi_l, \ l = 1, 2, \ldots, M \). The transmitted signal is expressed by a vector \( x_{act} = [x_1, x_2, \ldots, x_{N_t}]^T \), of which the \( f_{act} \)-th element carries \( \chi_l \) and all other elements are zero.

B. Channel Model

In this paper, we consider a time-varying and spatially correlated MIMO channel. The fading coefficient of the link between the \( t \)-th transmit antenna and the \( r \)-th receive antenna is denoted by \( h_{t, r}(n) \), where \( n \) is the discrete time index. The corresponding \( N_t \times N_r \) channel matrix, denoted by \( \mathbf{H}(n) \), is generated in two stages: i) create a channel matrix of spatial correlation for the initial time, i.e., \( \mathbf{H}(0) \); ii) yield a consecutive channel based on the temporal correlation, while maintaining the spatial correlation. It is worth noting that the proposed CE method is not restricted to a specific channel model. The channel model in this paper is for the purpose of theoretical analysis and performance validation for the proposed method. The study of different channel models is outside the scope of this paper.

1) Spatial Correlation: The Kronecker model is widely used to generate spatially-correlated channels [22]. According to this model, the channel matrix is initialized as:

\[
\mathbf{H}(0) = \mathbf{R}_t^{1/2} \mathbf{G} \left( \mathbf{R}_r^{1/2} \right)^T,
\]

where \( \mathbf{G} \) has the same dimension as \( \mathbf{H}(0) \), and its entries are independent and identically distributed (i.i.d.) complex Gaussian distribution \( \mathcal{C}\mathcal{N}(0,1) \). \( \mathbf{R}_t \) and \( \mathbf{R}_r \) denote the transmit correlation matrix and the receive correlation matrix, respectively. In this paper, the CE methods involved are individually implemented at each receive antenna. Therefore, the receive antennas are assumed to be independent without loss of generality, i.e., \( \mathbf{R}_t \) is an \( N_t \times N_t \) identity matrix. The correlation coefficient between the \( t_1 \)-th and \( t_2 \)-th transmit antennas is denoted by \( \rho_{t_1, t_2} \), and the transmit correlation matrix is written as:

\[
\mathbf{R}_t = \begin{bmatrix}
1 & \rho_{t_1, 2} & \cdots & \rho_{t_1, N_t} \\
\rho_{t_2, 1} & 1 & \cdots & \rho_{t_2, N_t} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{N_t, 1} & \rho_{N_t, 2} & \cdots & 1
\end{bmatrix}.
\]

The exponential correlation model in [23] is considered, which is based on the fact that the spatial correlation decreases as the distance between antennas increases. We use \( d_{t_1, t_2} \) to represent the Euclidean distance between \( t_1 \) and \( t_2 \), and \( d \) is the reference distance. Then the correlation coefficient between two transmit antennas can be expressed as:

\[
\rho_{t_1, t_2} = e^{-\frac{d_{t_1, t_2}}{\delta}},
\]

where \( \rho \) is the correlation degree when two antennas are separated at the reference distance.

2) Temporal Correlation: The Gauss-innovations channel model in [24] is used to establish time-varying channels. The channel matrix at the \( n \)-th time index is formulated as follows:

\[
\mathbf{H}(n) = \sqrt{\rho} \mathbf{H}(n-1) + \sqrt{1-\rho} \mathbf{H}'(n),
\]
where \( \alpha \) is a parameter related to the user speed, and it is given by [24, Eq. (10)]:

\[
\alpha = J_0 \left( \frac{2\pi f_c T_s}{c} \right)^2
\]

where \( J_0(\cdot) \) is the zeroth-order Bessel function of the first kind; \( T_s \) is the sampling period; \( f_c \) is the center carrier frequency; \( v \) and \( c \) denote the speed of mobile user and the speed of light, respectively. The term \( H'_\alpha \) is also generated from (1), but it is independent of \( H_{\alpha-1} \). In addition, \( H'_\alpha \) is independent from time to time. Substituting (1) into (4), we have:

\[
H_\theta = R_{\theta}^{1/2} \left( \sqrt{\alpha G(0)} + \sqrt{1 - \alpha G_{\alpha}} \right) \left( R_{\theta}^{1/2} \right)^H.
\]

It is straightforward to infer that \( H_\theta \) is a correlated Rayleigh fading channel of the same correlation matrices as \( H_\theta \). Note that the above model also suits spatially-uncorrelated and/or time-invariant channels, by setting the correlation coefficients and/or the speed of mobile user to be zero.

C. Maximum Likelihood Optimum Detector

We denote the noise at the input of the \( r \)-th receive antenna by \( w_r \), which is assumed to be a complex Additive White Gaussian Noise (AWGN) process with distribution \( \mathcal{CN}(0, N_0) \). Across the receive antennas, the noise components are statistically independent and denoted by \( w = [w_1, w_2, \ldots, w_N]^T \).

The received signal is given by:

\[
y = H_{\text{act}} x + w,
\]

where \( y = [y_1, y_2, \ldots, y_N]^T \) and \( H_{\text{act}} \) is the \( t \)-th transmit matrix. The signal-to-noise ratio (SNR) is defined as \( \gamma = E_{\text{in}} / N_0 \), where \( E_{\text{in}} \) is the average energy per transmission. The estimated CSI is denoted by \( \hat{H} \), and it is used to decode the transmitted signal. Based on the joint maximum likelihood detection in [5], the decoded information is obtained by:

\[
\hat{i}_l = \arg \min_{i} \| \hat{H}_l x_i \|^2 - 2\Re \left\{ y^H \hat{H}_l x_i \right\},
\]

where \( \Re \{ \cdot \} \) is an operator to extract the real part of a complex number.

III. TRANSMISSION CROSS CHANNEL ESTIMATION

A. Conventional Methods

In the conventional channel estimation (CCE) methods for SM, the transmit antennas are sequentially activated for sending the pilots. At the receiver, the channel information pertaining to the currently active antenna is estimated by a specific estimator such as least square (LS), minimum mean square error (MMSE), and recursive least square (RLS) [25]. In this paper, we consider LS in both CCE and the proposed method to ensure a fair comparison. Fig. 1 shows the pilot structure for CCE. During each blue colored slot, a pilot symbol is sent through the corresponding transmit antenna. Those slots are referred to as pilot slots. The remaining time slots are used to convey information-carrying symbols. The pilot ratio, denoted by \( \eta \), is defined as the ratio of the number of pilots to the number of total symbols. The estimation period \( P_{\text{CE}} \) is defined as the interval between two adjacent CE processes of any transmit antenna.

The estimation period for CCE is given by:

\[
P_{\text{CE}} = \frac{N T}{\eta},
\]

where \( T \) denotes the symbol period. It can be found that the CE period for CCE is proportional to the number of transmit antennas. We use \( q_t \) to denote the pilot symbol sent from the \( t \)-th transmit antenna, and the signal obtained at the \( r \)-th receive antenna is written as:

\[
y_{r(t)} = h_{r(t)} q_t + w_r(n).
\]

Since the channel estimation is independently implemented at each receive antenna, the index of receive antennas is omitted for the purpose of simplicity. The LS estimate for the \( t \)-th transmit antenna is then denoted by \( \hat{h}_{t(n)} \), and it is given by [25, p. 224, Eq. (8.91)]:

\[
\hat{h}_{t(n)} = \arg \min_{\hat{h}} \| y_{(n)} - \hat{h} q_t \|^2.
\]

As both \( y_{(n)} \) and \( q_t \) are scalar, we have:

\[
\hat{h}_{t(n)} = \frac{y_{(n)}}{q_t}.
\]

After the channel information for all transmit antennas is obtained at the receiver, it is used to decode the data symbols until the next CE process comes. It is worth noting that, as the transmit antennas are activated sequentially, a gap exists between the pilot slot and the beginning of data transfer.

B. Proposed Method

The channel difference information (CDI), denoted by \( \Delta h_{t_1,t_2} = h_{t_1} - h_{t_2} \), is defined as the difference between the channel fading coefficients of two transmit antennas \( t_1 \) and \( t_2 \). If CDI is known, then it is possible to obtain the full CSI of
MIMO channels by estimating the channel information of any single transmit antenna. In the other words, only one transmit antenna is required to send the pilot signal to estimate the entire MIMO channel. As a result, the CE time is significantly shortened in comparison with CCE.

A constant channel difference is however unrealistic. In order to make it available for time-varying channels, the channel difference information needs to be kept updated. Taking four transmit antennas as an example, Fig. 2 depicts the block diagram of the proposed method. The pilot transmissions are represented by blue colored slots, similar as in Fig. 1. Note that, unlike CCE, the pilot slots pertaining to different transmit antennas are equally allocated along the time. At any pilot slot, the CSI of the currently active antenna is obtained in the same way as that of CCE. For those idle antennas, CSI is measured based on the estimated CSI of the active antenna and the CDI between the active antenna and the corresponding idle antenna.

We refer to this type of CE as correlation-based CE, which is shown by yellow colored slots. The CDI for a certain idle antenna is calculated at the latest pilot slot of that antenna. The CSI of the currently active antenna at that slot, which is highlighted in pink color, is corrected by using interpolation based on the estimated CSIs at the current pilot slot and some previous pilot slots. At any pilot slot, the algorithm comprises four steps as follows.

1) Pilot-Based CE: At first, the pilot-based CE is implemented for the currently active antenna, i.e., $t_{act}$. The corresponding estimation result is denoted by $\hat{h}_{t_{act}}(n)$.

2) Channel Difference Update: For each transmit antenna, the pilot is conveyed once for every $N_t$ pilot slots. At the previous $N_t - 1$ pilot slots, the CSI of $t_{act}$ is estimated by the correlation-based CE described in Step 3. In this step, these CSIs are corrected by a low-pass interpolation based on $\hat{h}_{t_{act}}(n)$ and $L-1$ previous estimates $\hat{h}_{t_{act}}(n-t_{act}/\eta)$, $t = 1, 2, \ldots, L - 1$. The number of totally used estimates, i.e., $L_t$, is defined as the interpolation sequence length. The corrected CSI is denoted by $\hat{h}_{t_{act}}(n-k_{t_{act}}/\eta)$, $k = 1, 2, \ldots, N_t - 1$. For clarity, we choose the simplest case of $L = 2$, and it gives:

$$\hat{h}_{t_{act}}(n-k/\eta) = \left(1 - \frac{k}{N_t}\right) \hat{h}_{t_{act}}(n) + \left(\frac{k}{N_t}\right) \hat{h}_{t_{act}}(n-N_t/\eta),$$

$$k = 1, 2, \ldots, N_t - 1. \quad (13)$$

For $L > 2$, interested readers are referred to [26]. Regarding the $t$-th antenna, the last pilot-based CE happened at $k_{t_{act}}/\eta$ slots before, where:

$$\begin{cases} 
    t_{act} - t & \text{if } t \leq t_{act}, \\
    t_{act} - t + N_t & \text{if } t > t_{act}.
\end{cases} \quad (14)$$

The channel difference between $t$ and $t_{act}$ is updated as follows:

$$\Delta_{t_{act}}\hat{h}_{t_{act}}(n-k_{t_{act}}/\eta) = \hat{h}_{t_{act}}(n-k_{t_{act}}/\eta) - \hat{h}_{t_{act}}(n-k_{t_{act}}/\eta). \quad (15)$$

3) Correlation-Based CE: After collecting the CDI, it is possible to measure the CSI of the idle antennas. To be distinguished from pilot-based CE, the estimation result of correlation-based CE is denoted by $\hat{h}_{t_{act}}(n)$ and it is obtained by:

$$\hat{h}_{t_{act}}(n) = \hat{h}_{t_{act}}(n) + \Delta_{t_{act}}\hat{h}_{t_{act}}(n-k_{t_{act}}/\eta), \quad t \neq t_{act}. \quad (16)$$

Substituting (13) and (15) into (16), we have:

$$\hat{h}_{t_{act}}(n) = \hat{h}_{t_{act}}(n-k_{t_{act}}/\eta) + \frac{k_{t_{act}}}{N_t} \left(\hat{h}_{t_{act}}(n) - \hat{h}_{t_{act}}(n-N_t/\eta)\right),$$

$$t \neq t_{act}. \quad (17)$$

Note that when $t = t_{act}$ in (14), the value of $k_{t_{act}}$ equals zero. Correspondingly, the right side of the above equation reduces to $\hat{h}_{t_{act}}(n)$. Therefore, the estimated CSI obtained by both pilot-based CE and correlation-based CE can be written as the same expression in (17). We denote the estimated CSI of all transmit antennas as $\hat{h}_{t_{act}}(n)$, and we can write (17) as:

$$\hat{h}_{t_{act}}(n) = \hat{h}_{t_{act}}(n-k_{t_{act}}/\eta) + \frac{k_{t_{act}}}{N_t} \left(\hat{h}_{t_{act}}(n) - \hat{h}_{t_{act}}(n-N_t/\eta)\right),$$

$$t = 1, \ldots, N_t. \quad (18)$$

4) Antenna Index Update: The index of the transmit antenna to convey the pilot next time is then updated to:

$$t_{act} = \begin{cases} 
    t_{act} + 1 & \text{if } t_{act} < N_t, \\
    1 & \text{if } t_{act} = N_t.
\end{cases} \quad (19)$$

The flowchart of the proposed method is shown in Fig. 3, where the dash lines indicate the communications between the transmitter and the receiver. It is worth noting that there is no need for extra transmission or feedback in TCCE. Compared with CCE, the novel method only requires to store the previous estimation results at the receiver. The CE period for TCCE is computed by:

$$P_{CE} = \frac{T}{\eta}, \quad (20)$$

which is regardless of the number of transmit antennas used.
IV. THEOREtical analysis of channel estimation errors

In this section, we focus on analyzing the CE error, which is defined as the difference between the true CSI and its estimate. At the receiver, the CE errors can be thought of as an additive noise in addition to AWGN. The noise power, i.e., the CE error variance, affects the SNR together with AWGN. In this section: i) a framework is proposed to evaluate the CE errors for time-varying channels; ii) for both CCE and TCCE, a closed-form expression is derived for the distribution of the CE error.

A. Channel Estimation Error Modelling for Time-Varying Channels

For a certain CE period, the CE error is denoted by $\epsilon_t(n) = h_t - h_t(n)$, where $h_t$ is the constant channel estimation for that period, and $h_t(n)$ is the actual CSI. For time-varying channels, a CE error consists of two parts: i) the error that occurs at the estimation point, which we refer to as the estimator error; ii) the error caused by the channel variation and this is referred to as the variation error. As the CE process is periodic, we focus on a single period and set the beginning of the estimation process to be the time origin. Then the estimator error is expressed by $\epsilon_t(0) = \hat{h}_t - h_t(0)$. It is presented in [27] that $\epsilon_t(0)$ is a random variable (r.v.) with a distribution of $CN(0, \sigma_t^2)$, where $\sigma_t^2$ is the variance. We use $\epsilon_h(n) = h_t(0) - h_t(n)$ to denote the variation error, and the CE error is therefore formulated as follows:

$$\epsilon_t(n) = \epsilon_t(0) + \epsilon_h(n).$$ (21)

The variation error can be rewritten as:

$$\epsilon_h(n) = \sum_{i=1}^{n} (h_{t(i-1)} - h_{t(i)}).$$ (22)

According to (4), we have:

$$h_t(n) = \sqrt{\alpha} h_t(n-1) + \sqrt{1-\alpha} h_t'(n).$$ (23)

Assuming the user speed in (5) does not exceed 50 m/s, this results in an $\alpha \geq 0.989$. Therefore, we can approximate $\sqrt{\alpha} \approx 1$.

Substituting (23) into (22), it gives:

$$\epsilon_h(n) = -\sqrt{1-\alpha} \sum_{i=1}^{n} h_t'(i).$$ (24)

The variance of $\epsilon_h(n)$ is denoted by $\sigma_h^2(n)$, and it is calculated by:

$$\sigma_h^2(n) = n(1-\alpha).$$ (25)

Note that both $\epsilon_t(n)$ and $\epsilon_t(0)$ comply with the complex Gaussian distribution and they are independent of each other. Therefore, the CE error $\epsilon_E(n)$ in (21) is distributed according to $CN(0, \sigma_t^2 + \sigma_h^2(n))$. The parameter $\sigma_t^2$ for both CCE and the proposed method is studied in the following sections.

B. Conventional Channel Estimation

Based on (10) and (12), we obtain the estimator error of an LS estimator is $\epsilon_{LS} = \frac{y}{\gamma}$. The variance of $\epsilon_{LS}$ is the reciprocal of the SNR value, and we denote it by $\sigma_{LS}^2 = \frac{1}{\gamma}$. It is worth noting that for the $t$-th transmit antenna, the gap between the pilot slot and the beginning of data transfer is $N_t - t$ slots. As a result, the parameter $\sigma_t^2$ for CCE is calculated by:

$$\sigma_t^2 = \frac{1}{\gamma} + (N_t - t)(1 - \alpha).$$ (26)

After completing the CE process, information-carried symbols are conveyed for the next $N_t (N_d - 1)$ slots where $N_d$ is the reciprocal of the pilot ratio. Combining (25) and (26), the variance of the CE error for CCE is obtained as follows:

$$\sigma_{c}(n) = \frac{1}{\gamma} + (N_t - t + n)(1 - \alpha),$$

$$n = 1, 2, \ldots, N_t (N_d - 1).$$ (27)

C. Transmission Cross Channel Estimation

We denote the latest pilot slot in TCCE by $n'$. Since there is no gap between the pilot slot and the beginning of data transfer in TCCE, we have:

$$\epsilon_t(0) = h_t(n') - h_t(n').$$ (28)

Substituting (18) and (24) into (28) into (28), shown 8 at the bottom of the next page.

**Proposition IV1:** Terms $A$, $B$, and $C$ are independent of each other.

**Proof:** Term $C$ consists of all noise components, and hence it is straightforward to infer that term $C$ is independent
of the other two terms. The terms $A$ and $B$ contain partial information of $H_i'(j)$ for different periods, i.e., different $i$. As stated, $H_i'(j)$ and $H_i''(j)$ are independent for $i \neq j$. Therefore, terms $A$ and $B$ are also independent.

Consequently, the variance of $\varepsilon_{t(i)}$ is the sum of the variances of terms $A$, $B$, and $C$. Similar to (25), the variance of $A$ is obtained as follows:

$$\text{Var}(A) = \frac{N_t - \frac{k_{s.t.}}{\eta}}{N_t} \left( \frac{k_{s.t.} \eta}{N_t^2} \right)^2 (1 - \alpha),$$

(30)

where $\text{Var}(\cdot)$ is the variance of the variate in the brackets. Regarding term $B$, we denote $\delta_{t(i)} = k_{s.t.} h_{\text{tach}}(i) / N_t - h_{t(i)}^\prime$. 

**Proposition IV.2:** The variance of $\delta_{t(i)}$ is $(\frac{k_{\text{tach}}}{N_t})^2 + 1 - 2 \rho_{t(i)} k_{s.t.} / N_t$.

Proof: See Appendix A.

The variance of term $B$ is then calculated by:

$$\text{Var}(B) = \frac{k_{s.t.}}{\eta} \left( \left( \frac{k_{s.t.}}{N_t} \right)^2 + 1 - 2 \rho_{t(i)} k_{s.t.} / N_t \right) \left( 1 - \alpha \right).$$

(31)

Term $C$ is the sum of noise components, and its variance is given by:

$$\text{Var}(C) = \left( 1 + 2 \left( \frac{k_{s.t.}}{N_t} \right)^2 \right) \frac{1}{\gamma}.$$

(32)

Adding (30), (31), and (32), the estimator error of TCCE for the $t$-th transmit antenna is formulated as follows:

$$\varepsilon_{t(i)}^2 = \left( \frac{k_{s.t.}}{N_t} \right)^2 (1 - 2 \rho_{t,s.t.}) + \frac{1}{\gamma} \left( 1 + 2 \left( \frac{k_{s.t.}}{N_t} \right)^2 \right)$$

$$\varepsilon_{t(i)} = \sqrt{1 - \alpha} \left( \frac{k_{s.t.}}{N_t} \sum_{i=m' - h_{\text{tach}} / \eta}^{n'} h_{\text{tach}}(i) \right) + \sqrt{1 - \alpha} \sum_{j=n' - h_{\text{tach}} / \eta + 1}^{n'} \left( \frac{k_{s.t.}}{N_t} h_{\text{tach}}(j) - h_{t(j)}^\prime \right)$$

$$+ \frac{w_{n' - h_{\text{tach}}}}{q_t} + \frac{k_{s.t.}}{N_t} \left( \frac{w_{n'}}{q_t} + \frac{w_{(n'-N_t / \eta)}}{q_t} \right)$$

(29)

$$\sigma^2_{s.t}(n) = \left( \frac{k_{s.t.}}{N_t} (1 - 2 \rho_{t,s.t}) + \frac{1}{\gamma} \right) \left( 1 + 2 \left( \frac{k_{s.t.}}{N_t} \right)^2 \right) \frac{1}{\gamma}$$

$$n = 0, 1, \ldots, N_d - 1$$

(34)

Note that TCCE-based SM conveys $(N_d - 1)$ symbols after each estimation. The variance of the CE error for TCCE is calculated by (34), shown at the bottom of the page.

V. ABEP Bound for SM With Practical Channel Estimates

Some research has been conducted on the BER performance analysis for SM in the presence of CE errors, e.g., [12]. In the SOTA literature, however, the distribution of CE errors for all transmit antennas are assumed to be identical. In fact, in both CCE and TCCE, the distribution of CE errors is related to the index of transmit antennas. Based on an existing ABEP bound for SM with perfect CSI, we derive a closed-form ABEP bound in the case of practical channel estimations, where the CE errors for different transmit antennas are considered to have different variances.

A. ABEP Bound for SM With Perfect CSI

With the assumption of perfect CSI, a closed-form ABEP bound for SM is proposed in [28]. When the signal $x_{t(i,d)}$ is transmitted, the conditional average pair-wise probability (APEP) of deciding on $x_{t,i'}$ is given by [28, Eq. (22)] as in (35), shown at the bottom of the page. The parameter $\gamma_t$ denotes the SNR for the symbol $\chi_i$, and:

$$\Lambda = R_e \otimes (\Psi^H R_e),$$

(36)

where $\Psi = (x_{t(i,d)} - x_{t,i'})$, and $\otimes$ is the Kronecker product. The parameters $\Psi$ and $\Lambda$ are the mean and the covariance matrix of $H$, respectively. In the case of Rayleigh fading, we have $H = 0_{N_t \times N_t}$ which is an $N_t \times N_t$ all zeros matrix, and $\Lambda = I_{N_t \times N_t}$, where $I_{N_t \times N_t}$ is an $N_t \times N_t$ identity matrix. The vectorization operator vec$(\cdot)$ stacks the columns of the matrix in a column vector.

$$\text{APEP}(x_{t(i,d)} \rightarrow x_{t,i'}) = \frac{1}{2\pi} \exp \left( -\frac{1}{4} \text{vec}(\text{vec}(\Lambda^H H^T) (I + \frac{2}{q_t} \Lambda L)^{-1} (\text{vec}(\text{vec}(H^T H))^T) \right) / |I + \frac{2}{q_t} \Lambda L|$$

(35)
Consequently, the ABEP for SM can be approximated by using the union bound [29], and this gives:

$$\text{ABEP} \leq \frac{1}{2\eta} \sum_{t \in t_{\text{act}}} \sum_{t' \in t_{l}, t'} N(x_{t, l}, t \rightarrow x_{t', l}, t'),$$

(37)

where $N(x_{t, l}, t \rightarrow x_{t', l}, t')$ is the number of bits in error between $x_{t, l}, t$ and $x_{t', l}, t'$.

B. ABEP Bound for SM With Practical Channel Estimates

There are two aspects of the effect of CE errors on decoding: i) the CE error of the currently active antenna, and ii) the CE error of the idle antenna that is incorrectly decoded. The effective SNR $\gamma_{\text{eff}}$ is defined as the SNR that considers both the CE error and AWGN as the noise, and it is formulated as follows:

$$\gamma_{\text{eff}} (x_{t, l}, t \rightarrow x_{t', l}, t') = \frac{\gamma_{l} \sigma_{t}^{2}}{1 + \sigma_{t}^{2} + \gamma_{l} \sigma_{t_{\text{act}}}^{2}},$$

(38)

where $\sigma_{t}^{2}$ is the average of the variances of the CE error for the $t$-th transmit antenna. It is worth noting that $\sigma_{t}^{2}$ and $\sigma_{t_{\text{act}}}^{2}$ affect the effective SNR in different ways. Since the signal is sent through $t_{\text{act}}$, the noise caused by its CE error is the product of the transmit power and $\sigma_{t_{\text{act}}}^{2}$. The ABEP bound for SM associated with a practical CE method can be obtained by replacing $\gamma_{l}$ in (35) with $\gamma_{\text{eff}}$.

VI. SIMULATION RESULTS

In this section, Monte Carlo simulation results are presented to validate the performance of the proposed CE approach. The framework for the CE errors and the proposed ABEP bound are verified. Further, the BER performance of SM using TCCE is compared with CCE. Different numbers of transmit antennas are considered. To ensure a fair comparison, the antennas are located in a matrix with a normalized diagonal distance. The correlation coefficient between the two ends of the diagonal is thought of as the reference correlation [30], which is denoted by $\rho_{kk}$. Based on this, the effect of channel correlations on both CCE and TCCE is also studied. Furthermore, we analyze the BER performance of SM under different user speeds. A pilot ratio of 5% is assumed in all simulations [31]. The user speed is fixed to be 5 m/s, except when studying its effect.

A. The Distribution of Channel Estimation Errors

At first, we study the CE error in terms of probability density function (PDF). The main purpose is to validate the analytical framework proposed in Section IV. The derivation in (34) shows that the CE performance of the proposed method only depends on $N_{e}$, SNR and channel correlation, regardless of $N_{t}$ and $\eta_{e}$. Taking $N_{t} = 8$, $\gamma = 20$ dB and $\rho_{kk} = 0.5$ as an example, the PDFs of the CE errors for CCE and TCCE are shown in Fig. 4 and Fig. 5, respectively. As mentioned previously, the CE error is a complex random variable. Therefore, in each figure, the results for the real part and the imaginary part of errors are depicted separately. As shown, the CE errors present a zero-mean complex Gaussian distribution, and the theoretical...

B. ABEP Bound for SM Based on TCCE

Secondly, we focus on validating the proposed ABEP bound for SM with practical channel estimates in Section V. Assuming $N_{t} = 4$, Fig. 6 and Fig. 7 show the BER performance of SM based on TCCE for uncorrelated channels and correlated channels, respectively. Two values of $\eta_{e}$, 3 bits per channel per user (bpcu) and 4 bpcu, are considered. It can be observed that in both cases, the analytical bound is tight to the simulations. Additionally, the BER performance tends toward stability with an increase of SNR. When SNR is larger than 25 dB, the BER curve becomes almost flat and a limit is put on the achievable BER. The reason for this trend is that the CE error becomes the dominant factor instead of noise.
C. BER Comparison With CCE

Thirdly, the BER performance of TCCE is compared with CCE in three aspects: the channel correlation, the number of transmit antennas, and the user speed. In order to focus on studying the effect of the above factors, the number of receive antennas is assumed to be four in all comparisons.

1) Effect of Channel Correlation: Fig. 8 shows the BER performance of TCCE and CCE as a function of the channel correlation. Sixteen transmit antennas and an SNR of 20 dB are assumed. As shown in Fig. 8, the proposed approach falls behind CCE when the correlation coefficient $\rho_{xc}$ is smaller than 0.3. The reason is that the performance of TCCE relies on the channel correlation. For a low channel correlation, it is difficult to track the channel difference information between transmit antennas. However, when the parameter $\rho_{xc}$ is larger than 0.4, TCCE offers a much better BER performance than CCE. Similar, but less pronounced trends are noticed at lower SNRs. Based on the above analysis, an adaptive CE technique is available for SM by switching between CCE and TCCE.

2) Effect of the Number of Transmit Antennas: Assuming different numbers of transmit antennas, the BER performance of SM for $\rho_{xc} = 0.5$ and $\rho_{xc} = 0.8$ is shown in Fig. 9 and Fig. 10, respectively. The parameter $\eta_t$ is fixed to be six to ensure a fair comparison. Additionally, the case of perfect CSI (PCSI) is considered as a benchmark.

The following outcomes are observed: i) compared with CCE, the BER performance of TCCE is much closer to that of PCSI; ii) when $N_t$ increases, the BER performance for both CE methods degrades more rapidly than PCSI. However, the reasons for CCE and TCCE are different. The CE period of CCE is proportional to $N_t$, and therefore, the CE results become less accurate when more transmit antennas are used. Unlike in CCE, the CE period of TCCE is irrelevant to $N_t$. However, with an increase of $N_p$, the interval between two adjacent pilot slots for a certain transmit antenna is increased.
This result is in less accurate channel difference information, which causes a performance degradation in the correlation-based CE. Furthermore, in a comparison to CCE, the energy gain achieved by TCCE becomes greater as $N_t$ increases. Given $\rho_{\text{tx}} = 0.8$ and $N_t = 8$, for example, an SNR gain of 2.8 dB is obtained by TCCE to achieve the same BER value of CCE at $\gamma = 20$ dB. While $N_t = 16$, this gain is increased to 7.5 dB.

3) Effect of User Speed: The user speed directly affects the coherence time in time-varying channels, and therefore, it is essential to study its effect on the CE performance. Assuming $\rho_{\text{tx}} = 0.8$ and $N_t = 8$, Fig. 11 shows the BER performance of SM for different user speeds. The following outcomes are observed: i) for both CCE and TCCE, the BER performance degrades as the user speed increases; ii) with an increase of the user speed, the difference between the performance of TCCE and CCE diminishes. The reason for this trend is that when the channel varies very rapidly, all CE techniques would fail to perform properly for a fixed pilot ratio. Nevertheless, TCCE still outperforms CCE in a significant way for a high user speed. In the case of 15 m/s, for example, CCE reaches its achievable BER of 5% at $\gamma = 15$ dB. Meanwhile, TCCE requires only 10 dB to achieve the same BER value, which provides an SNR gain of 5 dB when compared with CCE.

VII. CONCLUSION

In this paper, we propose a novel CE method that aims to improve the performance for SM over correlated fading channels. The basic concept of this new approach is to track the channel difference information between transmit antennas, and estimate the entire channel by sending the pilot signal through only one antenna. Therefore, the CE period of the proposed method depends on the pilot ratio only, regardless of the number of transmit antennas used. Further, we propose an analytical framework for the distribution of CE errors in time-varying channels, and the corresponding ABEP bound for SM based on the a practical CE method. Simulation results show that for medium and high channel correlations, TCCE achieves an SNR gain of up to 7.5 dB in comparison with CCE. When the channel correlation is very low, TCCE performs worse than CCE because the channel difference information is difficult to track in this situation. By switching between CCE and TCCE, an adaptive CE technique is available for SM that is a promising MIMO scheme for future communication systems.

APPENDIX A

For two complex variates $X$ and $Y$, the variance of their sum is given by:

$$\text{Var}(X + Y) = \text{Var}(X) + \text{Var}(Y) + 2\text{Cov}(XY),$$

where $\text{Cov}(X,Y) = \mathbb{E}[(X - \mu_X)(Y - \mu_Y)^*]$ is the covariance of $X$ and $Y$; $\mathbb{E}[]$ is the mathematical expectation; $\mu_X$ and $\mu_Y$ are the means of $X$ and $Y$, respectively; $(\cdot)^*$ is the conjugate operator. Therefore, the variance of $\delta_{(i)}$ is formulated as follows:

$$\text{Var}(\delta_{(i)}) = \left(\frac{k_{t,\text{ant}}}{N_t}\right)^2 \text{Var}(h'_{t,\text{ant}}(i)) + \text{Var}(h_{t,\text{ant}}(i)) + 2\text{Cov}\left(\frac{k_{t,\text{ant}}}{N_t} h'_{t,\text{ant}}(i), -h_{t,\text{ant}}(i)\right).$$

(40)

Since $h'_{t,\text{ant}}(i)$ and $h_{t,\text{ant}}(i)$ are both zero-mean complex Gaussian random variables with variance of one, so we have $\text{Var}(h'_{t,\text{ant}}(i)) = 1$ and $\text{Var}(-h_{t,\text{ant}}(i)) = 1$. Using the definition of covariance, the covariance part in (40) is computed by:

$$\text{Cov}\left(h'_{t,\text{ant}}(i), -h_{t,\text{ant}}(i)\right) = \frac{k_{t,\text{ant}}}{N_t} \mathbb{E}\left[h'_{t,\text{ant}}(i) h_{t,\text{ant}}(i)^*\right].$$

(41)

Note that, because the means of $h'_{t,\text{ant}}(i)$ and $h_{t,\text{ant}}(i)$ are zeros, $\mathbb{E}[h'_{t,\text{ant}}(i) h_{t,\text{ant}}(i)^*]$ is exactly the covariance of $h'_{t,\text{ant}}(i)$ and $h_{t,\text{ant}}(i)$. According to the definition of correlation, we have:

$$\rho_{t,\text{ant}} = \frac{\text{Cov}(h'_{t,\text{ant}}(i), h_{t,\text{ant}}(i))}{\sqrt{\text{Var}(h'_{t,\text{ant}}(i)) \text{Var}(h_{t,\text{ant}}(i))}}.$$

(42)
Therefore, the covariance part in (40) is obtained by:
\[
\text{Cov} \left( \frac{R_{k_{t,x}, k_{t,x}}}{N_1}, \frac{R_{k_{t,x}, k_{t,x}}}{N_1} \right) = -\frac{R_{k_{t,x}, k_{t,x}}}{N_1} \cdot \rho_{k_{t,x}, k_{t,x}}.
\]
(43)

The variance of \( \delta_i \) is then computed by:
\[
\text{Var} \left( \delta_i \right) = \frac{R_{k_{t,x}, k_{t,x}}}{N_1} \cdot \rho_{k_{t,x}, k_{t,x}} \cdot \frac{R_{k_{t,x}, k_{t,x}}}{N_1} + 1 - \frac{2R_{k_{t,x}, k_{t,x}}}{N_1}.
\]
(44)
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Abstract—A unique characteristic of spatial modulation (SM) is the three dimensional constellation diagram. This enables to trade-off traditional signal constellation diagrams with spatial constellation diagrams where the latter is defined by the physical antenna array. In this paper we investigate the optimum pairs of signal and spatial constellation sizes with respect to average bit error probability (ABEP) and energy efficiency. The analysis is performed for varying antenna correlations and channel conditions. Both numerical and closed-form results are presented which show that a significant performance gain can be obtained when the optimal constellation pairs are used.

I. INTRODUCTION

Spatial modulation (SM) is a recently proposed modulation concept for Multiple-Input-Multiple-Output (MIMO) wireless systems [1], which combines traditional signal modulation and space shift keying (SSK). Unlike conventional spatial multiplexing schemes, it achieves the diversity gain by exploiting the location-specific property. Recently, it has been shown that SM can outperform many state-of-the-art MIMO schemes while achieving a low-complexity implementation [1], [2], [3].

In order to improve the performance of SM, an optimal power allocation across the transmitters is considered to minimise the bit error probability [4], [5]. On one hand, these results are based on specific values of two key SM parameters: signal modulation order and the number of transmit antennas. On the other hand, the SM performance depends on the channel correlation which plays a significant role in MIMO technology. As a result, optimising two key SM spatial modulation parameters should result in a better SM performance. The average bit error probability (ABEP) of SM over correlated fading channels has been extensively studied recently [3], [6]. In [6], an ABEP union bound of SSK is proposed which indicates the performance of SSK worsens as the correlation degree increases. It is well known that the conventional signal modulation (i.e., phase shift keying (PSK) or quadrature amplitude modulation (QAM)) bit error performance deteriorates as the constellation size increases. Since the bit stream is split in SM and transmitted either via signal modulation or antenna number, there exists a trade-off between the sizes of signal and spatial constellation over correlated fading channels. An optimal deployment can be obtained through minimising the closed-form ABEP proposed in [3]. Of course, the price to be paid for this adaptive deployment is the need of a priori correlation degree information between each pair of channels, which can be realised by the correlation estimator in [7]. To keep a moderate level of analytical complexity, we restrict the number of receive antennas to one and use PSK modulation. All the derivations are done under the high SNR assumption in order to obtain a closed-form solution. With the above assumptions, the contributions of this paper are as follows: i) the ABEP optimisation problem across deployments is solved in closed-form; ii) analysis of the properties of optimal solution in different fading environments; iii) the energy saving of optimal deployment with respect to other structures is analysed. Finally, numerical results are given to support the solution in some example scenarios.

II. SYSTEM MODEL

A $N_t \times 1$ SM system is considered in this paper, where $N_t$ is the number of transmitting antennas and there is only one receiving antenna. The total symbol alphabet size and signal constellation size are defined as $R$ and $M$, respectively. SM processing splits the $\log_2(R)$ bits into two parts with $\log_2(M)$ and $\log_2(N_t)$ bits, which implies that $R = M \times N_t$. The first part of the bits is modulated by a signal constellation scheme, i.e., PSK or QAM, and emitted through one of the $N_t$ transmitters determined by the bits in the second part. In this paper, identical distributed fading channels and PSK are selected to give an analytical solution.

A. Notation

The notation adopted in this paper is as follows: i) If a channel is Nakagami-$m$ fading, define $h \sim \text{Nakagami}(m, \Omega)$. When $m = 1$, it is Rayleigh fading; ii) $E_m$ is the average energy per transmission; iii) $N_0$ presents the power spectral density of the additive white Gaussian noise (AWGN) at the receiver; iv) $\gamma = E_m/N_0$; v) $0 \leq \rho_{1,2} \leq 1$ is the correlation degree between two propagation fading paths from transmitters $t_1$ and $t_2$ to the receiver. An identical correlation degree is considered and denoted as $\rho$; vi) $N_H(\cdot)$ denotes the Hamming distance.
B. Channel Model

A flat slow fading channel model is considered. The impulse response of the t-th transmitter to the receiver is \( h_t(t) = \alpha_t e^{j\phi_t} \), where \( \alpha_t = \beta e^{j\phi_t} \) is the complex channel gain and \( \tau_t \) is the time delay which can be ignored under the assumption of perfect time-synchronization.

C. Average Bit Error Probability of SM

The ABEP of SM can be computed by an improved upper bound as follows [3, Eq. (6)]:

\[
\text{ABEP} \leq \text{ABEP}_{\text{signal}} + \text{ABEP}_{\text{spatial}} + \text{ABEP}_{\text{joint}}
\]

where:

\[
\text{ABEP}_{\text{signal}} = \frac{\text{log}_2(M)}{\text{log}_2(N)} \sum_{l=1}^{N_t} \text{ABEP}_{\text{MOD}}(l)
\]

\[
\text{ABEP}_{\text{spatial}} = \frac{\text{log}_2(N_t)}{\text{log}_2(M)} \sum_{l=1}^{N_t} \text{ABEP}_{\text{SSK}}(l)
\]

\[
\text{ABEP}_{\text{joint}} = \frac{1}{\text{log}_2(N_t)} \sum_{l=1}^{N_t} \sum_{t=1}^{N_t} \text{ABEP}_{\text{MIX}}
\]

with the terms in summations defined as follows:

\[
\text{ABEP}_{\text{MOD}}(l) = \frac{1}{\text{log}_2(M)} \sum_{i=1}^{M} P_{s,x}(i)
\]

where \( P_{s,x}(i) \) is the average symbol error of the l-th symbol,

\[
\text{ABEP}_{\text{SSK}}(l) = \frac{1}{\text{log}_2(N_t)} \sum_{i=1}^{N_t} \sum_{t=1}^{N_t} N_H(\bar{t} \rightarrow t) \text{AEP}(\bar{t} \rightarrow t)
\]

\[
\text{ABEP}_{\text{MIX}} = N_H(\bar{t}, \chi_t) \rightarrow (t, \chi_l) \text{AEP}(\bar{t}, \chi_t) \rightarrow (t, \chi_l))
\]

where AEP denotes average pair-wise error probability and \( \chi \) represents signal symbol. Average pair-wise error probability (AEP) is the average error probability of pair-wise error events. The AEP can be calculated as [3, Eq. (5)]:

\[
\text{AEP}(\bar{t}, \chi_t) \rightarrow (t, \chi_l)) = E_{\alpha}(Q(\sqrt{\gamma|\alpha_x| - \alpha_x|t|^4/4})
\]

III. Optimization of SM ABEP

A. Objective function over Nakagami-m fading

1) ABEP of SSK Part: Firstly, we focus on ABEPspatial in the union bound. Under the assumption of high SNR, a closed-form AEP of SSK over correlated Nakagami-m fading channels is proposed in [8, Eq. (15)]. The AEP formula can be rewritten as:

\[
\text{AEP}(\bar{t} \rightarrow t) = \Gamma(1.5) \sum_{k=0}^{m-1} \frac{\gamma^{m+2k-1}}{k!}\frac{b_{l,t}}{\sqrt{\Omega_t\Omega_l}}
\]

\[
\text{where:} \quad b_{l,t} = \frac{(m_l + m_t)\sqrt{\Omega_l\Omega_t}}{\sqrt{\Omega_l\Omega_t}(1 - \rho_{l,t})}
\]

In the case of identically distributed fading channels and identical correlation coefficients, i.e., \( m_{l,t} = m_t = m \), \( \Omega_{l,t} = \Omega_l = \Omega \) and \( \rho_{l,t} = \rho \), based on (10) and (11), we can obtain \( c \) and \( b \) as:

\[
c = \frac{2m}{\Omega \sqrt{1 - \rho}}
\]

\[
b = \frac{m^{m+1} \Gamma(2m+2k-1)}{\sqrt{\Omega^2 - 4(1-\rho)^2}} \frac{b_{l,t}}{\Gamma(m)}
\]

Substituting (12) into (9) provides:

\[
\text{AEP}(\bar{t} \rightarrow t) = \frac{1 - \rho}{\gamma} \sum_{k=0}^{m} \Gamma(k+1) \frac{b_{l,t}}{\Gamma(k+m)}
\]

We set \( C = \frac{1 - \rho}{\gamma} \), which is a constant for a certain scenario (specific \( m, \Omega, \rho \)). By considering encoding the \( \text{log}_2(N_t) \) bits provided to spatial constellation by Gray codes, there are \( \text{log}_2(N_t)/2 \) errors. The total Hamming distance of any one symbol to all the other symbols can be computed as follows:

\[
\sum_{l=1}^{N_t} N_H(\bar{t} \rightarrow t) = \frac{N_t}{2} \text{log}_2(N_t)
\]

Substituting (13) and (14) into (3) gives:

\[
\text{ABEP}_{\text{spatial}} = \frac{C}{\gamma \text{log}_2(R)} \frac{1}{N_t} \text{log}_2(N_t)
\]

2) ABEP of Signal Modulation Part: The average symbol error probability of SK over Nakagami-m fading channel for a single receiver can be computed as follows [9, p. 271, Eq. (9.16)]:

\[
P_x(e) = \frac{1}{m} \int_0^1 \frac{m^{e+1}}{\gamma} \sin^{2m}(\theta) \int_0^{\pi/2} \sin^{2m}(\theta) d\theta.
\]

Considering the assumption of high SNR, which means \( \sin^{2m}(\theta) \gg 1 \), (16) can be approximated as

\[
P_x(e) = \left( \frac{m}{\gamma} \right)^{e+1} \int_0^{\pi/2} \sin^{2m}(\theta) d\theta.
\]

For enough large \( M \), \( \int_0^{\pi/2} \sin^{2m}(\theta) d\theta \) is independent of \( M \) and \( \sin^{2m}(\theta) \approx \frac{1}{2} \). A simplified closed-form \text{ABEP}_{\text{signal}} can be obtained by substituting (17) into (2):

\[
\text{ABEP}_{\text{signal}} = \frac{1}{\text{log}_2(R)} \pi \left( \frac{m}{\gamma h_l^2} \right)^{\frac{e+1}{2}} \int_0^{\pi/2} \sin^{2m}(\theta) d\theta
\]

We denote \( B = \frac{2m}{\sqrt{2}\pi^{e+1}} \int_0^{\pi/2} \sin^{2m}(\theta) d\theta \), which is a constant for a specific fading scenario. Thus, the above equation can be rewritten as:
\[ \text{ABEP}_{\text{signal}} = \frac{B}{\gamma^m \log_2(R)} M^{2m} \]  

(19)

3) ABEP of Joint Part: Since PSK modulation is used, the symbol of signal constellation is \( x_i \), \( i \in \{ 1 \} \), \( k_1 = k_2 = \ldots = k = 1 \). We can then rewrite (8) as follows:

\[ \text{AEP}((\tilde{t}, \chi_i) \rightarrow (t, \chi_i)) = E_x\{ \sqrt{\gamma} |\beta_t \exp(j(\varphi_t + \varphi_i)) - \beta_t \exp(j(\varphi_t + \varphi_i)) |^2 / 4 \} \]

\[ \varphi_t \] is a random variable (RV) with uniform distribution over [0, 2\( \pi \]), while \( \varphi_i \) is a constant. The new RV, \( \varphi_t + \varphi_i \), also has a uniform distribution over [0, 2\( \pi \)], and, as a result, \( \text{AEP}((\tilde{t}, \chi_i) \rightarrow (t, \chi_i)) = \text{AEP}((t-i) \rightarrow (t+i)) \). Denoting \( D = \frac{1}{R} \sum_{i=1}^{N_t} \sum_{j=1}^{N_r} N_t (\tilde{t}(\tilde{t}, \chi_i) \rightarrow (t, \chi_i)) \), \( \text{ABEP}_{\text{joint}} \) can be formulated from (4) and (7) by:

\[ \text{ABEP}_{\text{joint}} = \frac{D}{\log_2(R)} \frac{2C}{\gamma} \]

(21)

where \( D \) can be calculated similar to (14) as:

\[ D = \frac{N_t (M-1)}{2} \log_2(N_t) + \frac{(N_t-1)M}{2} \log_2(M) \]

(22)

Substituting (22) into (21):

\[ \text{ABEP}_{\text{joint}} = \frac{C}{\gamma \log_2(R)} \{ R \log_2(R) - M \log_2(M) \} \]

(23)

Combining (15), (19) and (23), the objective function to be minimised can be obtained as:

\[ \text{Obj}(M) = \frac{C}{\gamma \log_2(R)} \{ R \log_2(R) - M \log_2(M) \} \]

(24)

\[ + \frac{B}{\gamma^m \log_2(R)} M^{2m}, M \in [1, R] \]

B. Minimisation of Objective Function

In order to reduce the variable to a moderate scale, we choose \( z = \log_2(M) \) rather than the signal constellation size \( M \). Denoting \( \tilde{K} = \log_2(R) \), the objective function is rewritten as:

\[ \text{Obj}(x) = \frac{C}{K \gamma} (2^\tilde{K} - 2^{-x^2}) + \frac{B}{K \gamma^m} (2^x)^{2m}, x \in [0, K] \]

(25)

The minimum of the objective function can only exist at the zero-derivative point(s) or the borders. After differentiating the right side of (25) with respect to \( x \) and setting it equal to zero:

\[ \frac{2mB \log_2(2)}{K \gamma^m} (2^x)^{2m} - \frac{C}{K \gamma} (1 + x \log_2(2)) 2^x = 0 \]

(26)

However, applying this method as is infeasible due to recursive searching. Instead, we propose a segmental optimisation solution with low complexity which maintains the performance. Since it is difficult to expand \( 2^x \) by Taylor expansion on a large scale, we break up the whole interval to decrease the expansion order. Three term expansion and range \([a-1, a+1]\) are selected, where \( a = 1, 3, \ldots \) \( 2^x - 1 \) can be expanded as:

\[ 2^x \{ 1 + (x - a) \log(2) + \frac{1}{2} (x - a)^2 \log(2) \} \]

(27)

Now we can obtain a posynomial objective function by substituting (27) into (25) and work out a closed-form solution in each segment. A specific form for the Rayleigh fading scenario will be given in the next subsection.

C. Special Case of Rayleigh Fading

Considering Rayleigh fading scenario, we substitute \( m = 1 \) into (26) to get:

\[ \frac{2B \log_2(2)}{K \gamma} (2^x)^2 - \frac{C}{K \gamma} (1 + x \log_2(2)) 2^x = 0 \]

(28)

\( K \) and \( \gamma \) are non-zero and can therefore be removed from the above equation to get:

\[ 2B \log_2(2) 4^x - C (1 + x \log_2(2)) 2^x = 0 \]

(29)

As mentioned before, \( B \) and \( C \) are determined by the Nakagami fading parameters \((m, \Omega)\) and the correlation coefficient \( \rho \) between transmitters. Therefore, without considering the influence of the segment ends \([0, K]\), the minimum point does not depend on the total bits number \( K \) or signal to noise ratio \( \gamma \) but it only depends on the correlation coefficient \( \rho \). A specific form objective function under the Rayleigh fading can be obtained from (27) and (25) as:

\[ \text{Obj}(x)_{|x=a-1, a+1} = A_4 x^4 + A_3 x^3 + A_2 x^2 + A_1 x + A_0 \]

(30)

where

\[ \{ A_4 = \frac{4^4 B \log(4)}{24} \}

\[ A_3 = 4^6 B \{ -\frac{1}{3} \log(4) \beta + \frac{1}{3} \log(4) \} \frac{1}{2} m \log(2)^2 \]

\[ A_2 = 4^7 B \{ 2 \log(4) \beta^2 \log(4) \} \frac{1}{2} m \log(2)^2 \]

\[ -2^6 C \{ -\log(2) \beta + \log(2) \} \]

\[ A_1 = 4^8 B \{ -\frac{1}{3} \log(4) \beta^3 \log(4) \log(4) \} \]

\[ -2^6 C \{ -2 \beta + 1 \} \]

\[ A_0 = 4^9 B \{ \frac{1}{3} \beta^4 \log(4) \} \frac{1}{2} m \log(2)^2 \]

(31)

and \( \beta = a \log(2) \). By substituting \( a = 1, 3, \ldots \), the minimum point of each segment can be directly obtained and denoted as \( m_i \). Including the borders value, the minimisation of the global range \([0, K]\) can then be calculated as:

\[ \min_{m_i} \{ \text{Obj}(m_i)_{|i=1, 2, \ldots} \}. \]

(32)

IV. RESULTS

A. Optimisation Results Over Different Scenarios

In this Section, we investigate how optimum signal constellation size, \( M \), is affected by correlation, parameter \( m \) in Nakagami-\( m \) fading, SNR and total symbol size \( R \). In Fig.1(a) and Fig.1(b), we show numerically obtained results for optimal \( M \), as indicated by circles, on curves for \( m \).
range of possible values. For a fixed SNR, the optimal $M$ increases as the channels are more correlated, as can be seen from Fig.1(a). Meanwhile, as the Nakagami parameter $m$ is increased, the optimal $M$ increases, as seen in Fig.1(b). In the case of identically distributed Rayleigh fading channels with a fixed correlation degree ($\rho = 0.5$) and SNR equal to 40 dB, optimisation results for different $R$ are displayed in Fig.2(a). Although (29) does not depend on $R$, due to the fact that the segment limit does depend on $R$, one can see in Fig.2(a) that, for relatively small $R$, optimum $M$ is smaller than for larger $R$. However, in the case of identically distributed Rayleigh fading channels with a fixed correlation degree ($\rho = 0.5$) and $R = 64$, optimisation results show in Fig.2(b), as expected from (29), that the optimum $M$ does not vary for different SNRs. Therefore, we can summarise the trends as: in the case of Rayleigh fading, optimal $M$ increases as correlation increases, it has no dependence on SNR and the influence of total symbol size $R$ is only noticed for small $R$. When the Nakagami parameter $m$ increases, optimal $M$ increases.

Fig. 1. ABEP optimisation over correlated fading channels

Fig. 2. ABEP optimisation over Rayleigh fading with certain correlation

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>PRACTICAL OPTIMISED SM DEPLOYMENT ($M$, $N_t$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho/R$</td>
<td>$R=16$</td>
</tr>
<tr>
<td>$\rho=0.01$</td>
<td>(16,1)</td>
</tr>
<tr>
<td>$\rho=0.1$</td>
<td>(16,1)</td>
</tr>
<tr>
<td>$\rho=0.5$</td>
<td>(16,1)</td>
</tr>
<tr>
<td>$\rho=0.7$</td>
<td>(16,1)</td>
</tr>
<tr>
<td>$\rho=0.9$</td>
<td>(16,1)</td>
</tr>
</tbody>
</table>

\[B. \text{ Practical Optimised SM Deployment}\]

In practical SM deployment, both the transmitter number $N_t$ and PSK symbol alphabet size $M$ must be an integer power of 2. Table I lists best combinations of $M$ and $N_t$ over correlated, identically distributed Rayleigh fading channels. As can be seen, the optimal choice depends on the correlation degree $\rho$ and $R$ in an intricate way: for smallest value of $R$, it is best to have $N_t = 1$, but as $R$ increases, best choice of $M$ and $N_t$ depends strongly on the correlation degree.
C. Comparison of Required SNR for a Fixed BER

Optimised deployment of SM also provides a decrease in the required SNR while maintaining a certain bit error probability. Fig.3 shows the SNR needed for different deployments in correlated Rayleigh fading with $\rho = 0.5, R = 64$, which is one of the examples listed in Table I. As can be seen, in this scenario, to maintain a BER=1 $\cdot 10^{-3}$, the optimised deployment can save up to 2.16 dB when compared to the worst case.

![Fig. 3. Comparison of required SNR for varying $M$.](image)

V. SUMMARY AND CONCLUSIONS

In this paper, a closed-form ABEP optimisation has been proposed. Under channels with time-variant correlation degree, the adaptive optimal deployment for spatial modulation can significantly improve the performance while maintaining the total symbol size. In the scenario of Rayleigh fading, the optimal choice of $(M, N_c)$ only depends on the correlation degree for large total symbol size $R$ and it does not depend on the SNR. An SNR required to maintain the same BER can be decreased if the optimal signal symbol size $M$ has been used for SM deployment. We also note that the optimum $M$ increases as the $m$ parameter of Nakagami fading increases. We note that the optimal power allocation in [4],[5] can be embedded in this scheme to further improve the performance. In future research, other modulation schemes, such as QAM, and the case of multiple receivers will be studied.
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Abstract—Radio frequency (RF) chains are responsible for a large percentage of the total BS energy consumption and each RF chain can only support one activated transmit antenna at a time. This fact greatly benefits spatial modulation (SM) since at any given time instance only one antenna in an array is active. The proposed transmission optimised spatial modulation (TOSM) is an adaptive SM scheme which trades off the spatial constellation size with the signal constellation size to minimise the average bit error probability (ABEP) for a given channel correlation. It outperforms fixed-SM scheme for different channel correlation degrees. In this paper, we construct a single RF chain BS based on TOSM which has low complexity and high energy-efficiency. Simulation results show that for a given spectral efficiency of 6 bits/s/Hz and two receive antennas, the proposed scheme outperforms 2x2 V-BLAST by at least 3.8 dB in energy consumption.

Index Terms—Base station, energy consumption, MIMO, spatial modulation (SM), transmission optimised spatial modulation (TOSM), single RF chain BS, correlated fading.

I. INTRODUCTION

WITH the aim to reduce operating cost and the carbon footprint of wireless networks, an overall energy reduction is required in the region of two to three orders of magnitude [1]. At the same time, a significant increase of the network spectral efficiency from currently around 1.5 bits/s/Hz to at least 10 bits/s/Hz is needed to cope with the exponentially increasing traffic loads. Fig. 1 shows the structure of a State-of-the-Art (SotA) BS which consists of such components as RF chains, baseband processors, DC-DC converters, cooling fans, etc [2], [3]. Each RF chain requires a power amplifier (PA) and PAs consume about 60% of the entire energy of an RF chain [2].

Minimising the RF transmit power is not sufficient because of the large amount of quiescent power in the power amplifier. Cell discontinuous transmission (DTX) enables to put a BS into a sleep mode where energy consumption is reduced to a lower value than the active mode [4]. Based on that, an optimisation of the BS power consumption is proposed by using on/off PAs [5]. A similar research is done in MIMO orthogonal frequency division multiple access (OFDMA) systems [6]. However, the above paper focus on the optimisation within one RF chain. While MIMO systems offer high spectral efficiency, unfortunately, they require multiple RF chains, i.e., multiple power amplifiers which heavily compromise energy efficiency. Meanwhile, spatial modulation (SM) is a recently proposed modulation concept which combines traditional signal modulation and space shift keying (SSK) [7]–[9]. It is an unique three dimensional modulation scheme and uses only one activated transmitter. This offers a significant opportunity to save energy given that only one RF chain, and, hence, only one PA is required. However, like all spatial multiplexing MIMO systems, SM suffers from correlated fading channels [10], [11]. With the aim to improve the performance of SM in correlated channels, TOSM is proposed in [12]. It trades off signal constellation size with spatial constellation size to minimize the average bit error probability (ABEP) for a given channel correlation degree. By combining the TOSM scheme and the single RF chain structure, a low complexity...
and energy-efficient BS system is proposed in this paper.

The remainder of this paper is structured as follows. Section II introduces the SotA 2010 power model. Section III proposes a novel scheme based on TOSM to reduce BS energy consumption. Simulation results are presented in Section IV. The paper is concluded in Section V.

II. SYSTEM MODEL

A $N_t \times N_r$ SM system is considered in this paper, where $N_t$ and $N_r$ are the numbers of transmit antennas and receive antennas, respectively. The spectral efficiency and the signal constellation size are defined as $\eta$ and $M$. SM processing divides up the bit stream into blocks and each block has $K$ bits. A block is split into two parts with $\log_2(M)$ and $\log_2(N_t)$ bits. The first part is modulated by the signal constellation diagram and emitted through one of the $N_t$ transmitters determined by the second part. Perfect channel state information (CSI) is assumed known at the receiver and the specific channel signatures are exploited to extract the spatial constellation points. Hence no explicit signalling for the spatial constellation is required. The transmitted symbol is detected by the joint maximum likelihood (ML) detection [13].

A. Channel Model

The channel distribution $h$ is Nakagami-m fading with parameters $(m, \Omega)$, where $m$ is the shape parameter (when $m = 1$, the channel is Rayleigh fading) and $\Omega$ is the spread controlling parameter. $0 \leq \psi_1, \psi_2 \leq 1$ is the correlation degree between two propagation fading paths from transmitters $t_1$ and $t_2$ to any one of the receive antennas. $N_0$ presents the power spectral density of the additive white Gaussian noise (AWGN) at the receiver.

B. BS Power Model

1) BS with a single RF chain: A relationship between RF output power and the total required power of a BS is established in [3]. It divides the BS supply power into two parts: constant and load-dependent (related to the RF output power). Additionally, a sleep mode is provided to switch off unneeded components when no data is transmitted. Under the above consideration, several power models are proposed in [14] to represent a single transmit antenna, one-sector BS. In this paper, we adopt the SotA 2010 BS power model as shown in Table I. $l$ denotes the slope of the trajectory that quantifies the load dependence. $P_{\text{max}}$ is the maximum transmit power, $P_0$ and $P_s$ represent constant consumption for the active mode and sleep mode, respectively. The instantaneous power consumption is given by [14, Eq. (1)] as a function of the RF output power $P_m$:

$$P_{\text{supply}} = \begin{cases} P_0 + lP_m & \text{if } 0 < P_m \leq P_{\text{max}} \\ P_s & \text{if } P_m = 0 \end{cases}$$

By defining the normalized duration of transmission as $\mu$, the average overall power consumption is formulated as:

$$P_{\text{BS}} = \mu(P_0 + lP_m) + (1 - \mu)P_s$$

In this paper, the antenna is assumed to be active all the time, i.e., $\mu = 1$. Thus, the overall power consumption for one transmit system is simplified to:

$$P_{\text{BS}} = P_0 + lP_m$$

2) BS with multiple RF chains: For multiple RF chains with $N_{\text{act}}$ activated transmitters, the transmission power of each antenna is $1/N_{\text{act}}$ of the total RF output power $P_m$. Thus, the power consumption of a BS with multiple RF chains can be formulated as:

$$P_{\text{BS}} = N_{\text{act}} \left( P_0 + lP_m \right)$$

When $N_{\text{act}} = 1$, the above formula is the same as Eq. (3) in the single RF chain scenario.

C. Fixed-SM and TOSM

Fixed-SM denotes the SM scheme which uses a fixed combination of the spatial constellation size $N_t$ and the signal constellation size $M$. Without considering special encoding methods, i.e., fractional bit encoding [15], both $N_t$ and $M$ must be a power of 2 to provide a full usage in the constellation diagram. Thus, for a given spectral efficiency $\eta$, there are several feasible combinations of $[N_t, M]$. Fig. 2 gives an example of the available Fixed-SM structures for given spectral efficiency. In [12], we show that for given correlation degree and $\eta$, there exists a best choice of $[N_t, M]$. For a given $\eta$, TOSM adopts the corresponding optimal $[N_t, M]$ for various correlation degrees. Hence, it is an adaptive SM scheme to channel correlation.
III. BASE STATION ENERGY CONSUMPTION

A. TOSM

The key of TOSM is to obtain the optimal choice of \([M, N_t]\) by minimising the ABEP over correlated fading channels. We denote \(\gamma = E_m G/N_0\), where \(E_m\) is the average energy per transmission and \(G\) is the free space loss without shadowing. An improved ABEP union bound of SM-MIMO is proposed in [10]. Based on that, [12, Eq. (22)] provides the ABEP objective function for a single receiver system where \(M\) is the only variable. We extend that result to the multiple-receiver scenario:

\[
\text{ABEP} = \frac{C}{\eta} [2^\eta - M \log_2(M)] \gamma^{-N_r} + \frac{B}{\eta} M^{2mN_r} \gamma^{-mN_r}
\]

with

\[
C = \frac{2^{N_r} \gamma^{-1}(N_r + 0.5)}{\sqrt{\pi}(N_r + 1)^{mN_r} \psi(m, \alpha, \phi)}
\]

\[
B = \frac{2(2m)\psi(mN_r, \alpha, \phi)}{(mN_r)^{mN_r}} \frac{2m - 2mN_r - 1}{\pi^2} \int_0^{\pi} \sin(\theta)^{2mN_r} d\theta
\]

where:

\[
f(n, \alpha, \phi) = \frac{(1 - \rho_m)^{n-1}}{\pi^2} \sum_{k=0}^{\infty} \frac{(\rho_m)^k \Gamma(2m + 2k - 1)}{k!} \frac{1}{\Gamma(m + k)}
\]

It can be observed that the parameters \(C\) and \(B\) are constant for given fading distribution and correlation coefficient \((m, \Omega, \rho)\).

With the assumption of identically distributed Rayleigh fading \((m = 1, \Omega = 1)\), Eq. (5) can be simplified to:

\[
\text{ABEP} = \frac{\gamma^{-N_r}}{\eta} \left\{ C [2^\eta - M \log_2(M)] + BM^{2N_r} \right\}
\]

An optimal power is not dependent on \(M\) thus can be removed from the objective function. The optimisation problem is formulated as:

\[
\min_{M} \text{Obj} = C \left[ 2^\eta - M \log_2(M) \right] + BM^{2N_r}
\]

subject to: \(M = 2^x\), where \(x = 0, 1, \ldots, \eta\)

\[
E_m = \frac{N_0}{G} \left( \frac{\text{Obj}(M_{opt})}{\eta R_e} \right)^{-N_r}
\]

As can be seen, over identically distributed Rayleigh fading channels, the optimisation remains independent of SNR for multiple receivers. The best selection of \([M, N_t]\) only depends on the spectral efficiency \(\eta\), receiver number \(N_r\), and correlation coefficient \(\rho\). After obtaining the optimal combination \([M_{opt}, N_{t_{opt}}]\), the required \(E_m\) to maintain a given ABEP \(R_e\) can be calculated as:

\[
P_m = E_m \frac{R_b}{\eta}
\]

Substituting Eq. (10) into Eq. (11):

\[
P_m = \frac{N_0 R_b}{\eta G} \left( \frac{\text{Obj}(M_{opt})}{\eta R_e} \right)^{-N_r}
\]

B. BS ENERGY CONSUMPTION BASED ON A SINGLE RF CHAIN

Without considering the switching time, the overall BS power consumed by SM can be formulated by directly applying Eq. (3):

\[
P_{SM} = P_b + 1P_m
\]

The energy consumption per bit \(E_{SM}\) is given by:

\[
E_{SM} = \frac{P_{SM}}{R_b} \text{[Joule/bit]}
\]

By substituting Eq. (12) and Eq. (13) into Eq. (14), the energy consumption per bit of a BS based on TOSM is obtained as:

\[
E_{TOSM} = \frac{P_b}{R_b} + \frac{1}{\eta G} \left( \frac{\text{Obj}(M_{opt})}{\eta R_e} \right)^{-N_r} \text{[Joule/bit]}
\]

IV. RESULTS

For the numerical analysis, we evaluate the TOSM scheme in a Monte Carlo simulation and compare it with fixed-SM and V-BLAST. A constant spectral efficiency \(\eta = 6\) bits/Hz and correlated, identically distributed Rayleigh fading channels are assumed. All compared systems are selected such that they achieve the same spectral efficiency, as shown in Table II. With the aim to provide a comparable receiver structure with V-BLAST, we consider two receive antennas in both TOSM and fixed-SM. Perfect time synchronization is assumed.

A. ABEQ

As proved in Section III.A, for a certain spectral efficiency and receiver number, the best combination of \([M, N_t]\) in TOSM is only dependent on the correlation coefficient \(\rho\). Table III lists optimal selection of transmitter number \(N_t\). As can be seen, the best choice of \(N_t\) decreases as \(\rho\) increases.

Based on the optimal \(N_t\) selection, Fig. 3 shows the simulation results of ABEP at an \(E_b/N_0\) of 25 dB. Fig. 3 demonstrates that the ABEP of TOSM, as a function of the correlation coefficient \(\rho\), matches the simulation result well. Since the obtained relationship is an approximation of the upper bound [10], it is below the simulation result for high
correlation. In Fig. 3(b), it is shown that TOSM always outperforms fixed-SM schemes, except at a few overlapping points where they use the same transceiver structure. Specifically, TOSM is significantly better than two-transmitter fixed-SM all the times except when \( \rho \) is close to 1. Furthermore, four-transmitter fixed-SM has a performance close to the TOSM for large \( \rho \). However, TOSM performs better than fixed-SM schemes when \( \rho \) is small. Similar, but less pronounced trends are noticed at lower SNRs.

**B. Energy Consumption**

In Fig. 4 and 5, we compare the energy consumption of TOSM with other schemes in two forms: transmit energy consumption and BS overall energy consumption, respectively. The simulation is implemented under the parameters shown in Table IV. To maintain a certain ABEP at low correlation degrees, fixed-SM with a small \( N_t \) requires a large SNR. This is because SSK offers a large amplitude distinction when channels are sufficiently diverse. As shown in Fig. 4, TOSM reduces the required transmit energy per bit by up to 2.9 dB. A similar situation, but with smaller margin, occurs in BS energy consumption comparison, as shown in Fig. 5(a). The reason is that transmission power 2.1 W to 5.4 W (calculated from Fig. 4) results into a load-dependent power from 5 W to 13 W through being multiplied by the slope coefficient. Compared to that, the constant equipment-consumed power (119 W) has a stronger influence in Sota 2010 power model. Fig. 5(b) shows that TOSM outperforms 2x2 V-BLAST and 3x3 V-BLAST by at least 3.8 dB and 4.8 dB, respectively, due to the advantage of a single RF chain and optimisation of SM.

**V. SUMMARY AND CONCLUSION**

In this paper, we have presented a comparison of TOSM, fixed-SM and V-BLAST on the energy consumption metric of the BS. Results show that fixed-SM with a small number
of transmit-antennas requires large transmit power to maintain a given ABEP at low correlation. By optimising the number of transmitters, TOSM improves the performance for various correlation degrees. Furthermore, TOSM requires only one RF chain. This advantage enables it to outperform traditional spatial multiplexing schemes on the metric of BS overall energy consumption. Results show that for a given spectral efficiency of 6 bits/Hz and two receive antennas, the proposed scheme outperforms V-BLAST by at least 3.8 dB in terms of BS energy consumption per bit. All these merits make TOSM a promising scheme for low complexity, highly energy-efficient transceivers and an ideal candidate for massive MIMO. Future research directions will combine the proposed scheme with other power optimisation methods such as DTx [4].
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Abstract—To improve the performance of spatial modulation (SM) over correlated MIMO channels, transmit optimized spatial modulation (TOSM) has been proposed recently. It trades off traditional signal constellation diagrams with spatial constellation diagrams to minimize the average bit error probability (ABEP). After the optimum number of transmit antennas is determined, the specific antennas need to be carefully chosen from the entire array to provide a minimum ABEP. Unlike in conventional transmit antenna selection (TAS) schemes, the problem can be solved by an exhaustive search. However, this results in an unaffordable complexity especially when the spatial efficiency is high. In this paper, we propose a creative TAS approach for TOSM. Given a required number of antennas, the novel technique determines the selection solution based on circle packing. Simulation results show that for various channel correlations and spectral efficiencies, the proposed method achieves performance results close to exhaustive search with a gap of less than 0.3 dB. The complexity is reduced to an extremely low level.

Index Terms—Realistic circle packing (RCP), transmit antenna selection (TAS), transmit optimized spatial modulation (TOSM), correlated MIMO, average bit error probability (ABEP)

I. INTRODUCTION

Spatial modulation (SM) [1]–[3], combining traditional signal modulation and space shift keying (SSK), is a relatively new transmission technique for multiple-input-multiple-output (MIMO) wireless systems. Unlike conventional MIMO schemes, SM achieves multiplexing gains by considering antenna locations as spatial constellation points. The result of which is that SM only requires a single radio frequency (RF) chain independent of the number of antenna elements. This key property makes SM a truly energy-efficient large MIMO technique. In [3]–[5], it has been demonstrated that SM offers better performance than many state-of-the-art MIMO schemes while achieving a low-complexity implementation.

Some recent works have considered using transmit antenna selection (TAS) techniques to further enhance the performance of SM. The basic idea revolves around selecting the optimum antennas for the spatial constellation points [6]. In [7], a TAS method is proposed by maximizing the minimum Euclidean distance between received symbols. Additionally, a capacity optimized TAS technique is conceived for SM in [8]. However, both approaches have the following critical limitations: i) they assume independent and identically distributed (i.i.d.) channels; ii) they need instant channel state information (CSI), which results in the fitness for slow fading only; iii) although a simplified criterion has been proposed to lower the complexity, an exhaustive search is still required to obtain the optimum antenna selection. This leads to an unaffordable amount of computation for higher spectrum efficiencies. Meanwhile, based on the unique characteristic of the three-dimensional modulation in SM, transmit optimized spatial modulation (TOSM) is proposed [9], [10]. For different channel correlations, TOSM trades off signal constellation size with spatial constellation size to obtain the optimal number of transmit antennas. This provides the minimum average bit error probability (ABEP). One of the most notable advantages is that, since the optimization is carried out by involving statistic CSI rather than instant CSI, TOSM is also suitable for fast fading channels. In our previous research [9], a constant channel correlation model was assumed. As a result, each antenna has an equal status and the required subset can be picked arbitrarily. However, for a more practical scenario, such as the exponential correlation model [11], there is a challenge now to identify the optimum subset of antennas for SM.

Unlike conventional TAS problems, the issue here is to arrange the required number of antennas in a position-fixed array. In this paper, a novel TAS method based on circle packing is proposed for TOSM. This heuristic scheme can directly solve the previously mentioned selection problem without invoking exhaustive search. Apart from the benefit of low complexity, the optimum number of transmit antennas is the only needed information at the transmitter, whereas those methods based on exhaustive search require the index of each selected antenna. The reason is that in the proposed method, the selecting procedure is carried out at the transmitter instead of the receiver. Thus, the feedback cost can be extremely downsized as well. Simulation results demonstrate that the proposed approach can achieve almost the same bit error rate (BER) performance as the exhaustive search.

The rest of this paper is organized as follows. Section II describes the system model, including channel distribution and correlation model. In Section III, the circle packing based
TAS method for TOSM is proposed. Simulation results are presented in Section IV. We conclude the paper in Section V.

II. SYSTEM MODEL

A $N_t \times N_c$ MIMO system is considered, where $N_t$ and $N_c$ are the numbers of transmit antennas and receive antennas, respectively. It is worth noting that the transmit antennas actually used for SM are a subset of $N_t$. We define $N_t = 2^{n_t}$, where $n_t$ represents the target spectrum efficiency. The symbol alphabet sizes of the spatial and signal constellation diagrams are respectively denoted as $N$ and $M$, and it is assumed that $N \times M = N_t$. The bit stream is divided into blocks with the length of $n_b$ bits and then each block is split into two units of $\log_2(N)$ and $\log_2(M)$ bits: i) the first part activates a single antenna out of $N$ transmit antennas, which are chosen from the entire size-$N_t$ array; ii) the second part is modulated by a traditional signal modulation scheme, such as phase shift keying (PSK) or quadrature amplitude modulation (QAM). The selected symbol in the signal domain is transmitted by the activated antenna.

The noise at the input of each receive antenna is assumed to be complex Additive White Gaussian Noise (AWGN) with power spectral density $N_0$ per dimension. Across the receive antennas, the noise is statistically independent. The signal-to-noise ratio (SNR) is defined by $\gamma = n_b E_b/N_0$, where $E_b$ denotes the transmit energy per bit. At the receiver, perfect CSI is assumed. The transmitted symbol is detected by the joint maximum likelihood (ML) detection proposed in [12].

A. Channel Model

A frequency-flat fading channel model is assumed. The impulse response of the channel from the $t$-th transmit antenna to the $r$-th receive antenna is denoted as $h_{t,r}$. Correlated and identically distributed (c.i.d.) Rayleigh fading channels are considered, i.e., $h_{t,r} \sim \text{Rayleigh}(\sigma)$, where $\sigma$ is the standard deviation in each dimension.

B. Correlation Matrix Model

Since we focus on the transmit antenna selection, the receive antennas are assumed to be independent, i.e., only the correlation between transmit antennas is taken into account. The correlation between two propagation links from the transmit antennas $t_i$ and $t_j$ to the receiver is denoted as $\rho_{t_i,t_j}$. In this paper, we adopt the exponential correlation matrix model stated in [11], which is based on the fact that the correlation degree decreases with increasing distance between antennas.

As shown in Fig. 1, the total $N_t$ transmit antennas are located in a normalized square area, i.e., the length between $t_1$ and $t_A$ is unity and the corresponding correlation coefficient between them is denoted as $\rho_s$. Given $n_b$, the number of antennas in the first row of the antenna array results in:

$$A = \begin{cases} 2^{n_b} & \text{if } n_b \text{ is even} \\ 3 \times 2^{n_b-3} & \text{if } n_b \text{ is odd} \end{cases}$$

When $n_b$ is even, this results in a square antenna array of dimension $A \times A$. If $n_b$ is odd, the antennas are arranged in the shape depicted in Fig. 1(b), where $A_{\text{inner}} = 2^{n_b-2}$. According to [11, Eq. (10)], $\rho_{t_i,t_j}$ is calculated by:

$$\rho_{t_i,t_j} = \rho_s^{d_{t_i,t_j}}, \quad 0 \leq \rho_s \leq 1$$

where $d_{t_i,t_j}$ represents the absolute distance between transmit antennas $t_i$ and $t_j$.

C. Fixed-SM and TOSM

Fixed-SM denotes the SM scheme using a constant combination of the signal constellation size $M$ and the spatial constellation size $N$. Without considering special encoding methods, e.g., fractional bit encoding [13], both $M$ and $N$ must be a power of two. Therefore, for a given spectrum efficiency, there are several feasible combinations of $(N,M)$, i.e., $N = 2^x$ and $M = 2^{q-x}$, $x = 0, 1, ..., n_b$.

In [9], we show that given a correlation degree, there exists a best choice of $(N,M)$. Furthermore, for a certain $n_b$ with different situations, such as different correlation degrees and $N_c$, the optimum number of transmit antennas for SM is variable. A general finding in [9] is that it is better to use a larger $N$ for lower correlations and vice versa. By minimizing the ABEP, the TOSM scheme chooses the optimal transmit structure and, thus, improves the performance of SM over correlated channels.

III. TRANSMIT ANTENNA SELECTION

After the optimal $N$ is determined by TOSM, the specific antennas for the spatial constellation points need to be selected from the size-$N_t$ array.

A. Exhaustive Search Criterion

A simplified expression of ABEP upper bound over Rayleigh fading is given by (3), originally derived in [10, Eq. (8)].
\[
\text{ABEP} = \frac{\eta_s \times 2^{\eta_s} - M \log_2(M)}{\eta_s} \gamma^{-N_c} C_N^{\text{affected by correlation}} + \frac{M^{2N_c}}{\eta_s} \gamma^{-N_c} B
\]

(3)

where \( B \) and \( C_N \) are respectively specified in (4) and (5).

\[
B = \left( \frac{1}{\sigma^2} \right)^{N_c} \pi^{-2N_c-1} \int_0^\pi \sin^2 \theta d\theta
\]

(4)

Given \( N_c \) and a fading parameter \( \alpha \), \( B \) is a constant and therefore, the signal modulation term in (3) does not affect the selection. The exhaustive search problem can be formulated as:

\[
T_{\text{opt}} = \arg \min_T C_N
\]

subject to: \( T \in S \)

(6)

where \( T \) is an \( N \)-element vector containing the selected transmit antennas, and \( S \) represents the set of all feasible combinations \( \binom{N}{N_c} \). Assuming \( N_c = 64 \) and \( N = 16 \), for example, the full search space is nearly \( 5 \times 10^{14} \) which is prohibitive for practical implementations.

B. Direct TAS based on Circle Packing

Since the correlation coefficient \( \rho_{ij} \) is inversely proportional to the distance \( d_{ij} \), one rational selection rule is to maximize the minimum geometric distance between any pair of selected antennas. This can be transformed to a circle packing problem which can be solved numerically [14]. Fig. 2 shows circle packing in a square for various numbers of antennas which are located at the circle centers. In the original mathematical problem, each circle must hit the inside of the square boundary. Our problem is slightly different where only the center of each circle must be inside the boundary. It is not hard to infer that this scheme yields the same result as the exhaustive search for \( N = 2 \) and \( N = 4 \). It is worth noticing that this solution requires fully flexible positions. Therefore, we refer to it as ideal circle packing (ICP).

As the antenna positions are fixed in the array, the required antennas cannot be allocated perfectly by ICP. Instead, a realistic circle packing (RCP) is designed through selecting those antennas which are closer to the ideal positions. In Fig. 3, an RCP selection result is illustrated for the case of \( \binom{N_c}{N} = 8 \). As can be seen, the pattern presents a similarity to the solution for \( N = 8 \) in ICP. With an increase of \( N_c \), the entire array provides a larger flexibility in positions and, thus, the RCP pattern becomes closer to ICP. Furthermore, based on a similar sphere packing, this approach can be easily extended to three-dimensional antenna arrays without increasing the TAS complexity.

IV. SIMULATION RESULTS

A. BER Performance of RCP

In this section, the performance of the proposed RCP approach is evaluated using Monte Carlo simulation. Two baseline schemes are considered for comparison: i) the exhaustive search of the optimization problem in (6) which is denoted as “ES” in the following figures; ii) the worst selection scheme which chooses neighbouring antennas. This scheme is represented by “WS” in the sequel.

In Fig. 4, the BER performance is shown in terms of \( E_b/N_0 \) for \( \eta_s = 4 \) and 5 bits/s/Hz, respectively. Due to the intractable complexity of ES, the results when \( \eta_s > 5 \) bits/s/Hz are not presented. As can be seen, in both cases, the RCP scheme achieves almost the same performance as ES with a gap of less than 0.3 dB. Furthermore, the negligible difference between RCP and ES is barely affected by the correlation degrees,
\[ C_N = \frac{1}{N(N-1)} \sum_{i=1}^{N} \sum_{j=1}^{N} \left( \frac{2}{\sigma^2} \right)^{N_r} \frac{\Gamma(N_r + 0.5)}{4\sqrt{\pi} \Gamma(N_r + 1)} \times \left[ \sum_{k=0}^{+\infty} \left( \frac{\rho_{\ell,i,j}}{4} \right)^k \frac{\Gamma(2k+1)}{(k!)\Gamma(k+1)} \right]^{N_r} \]  

(5)

Fig. 4. BER performance of RCP against $E_b/N_0$ with $N_r = 2$ over c.i.d. Rayleigh fading

while the performance of WS compared to ES worsens as the correlation increases. To achieve a target BER of $1 \times 10^{-4}$ in the case of $(N_r=32)$, when compared with WS, RCP exhibits SNR gains of 1.1 dB and 2.0 dB at $\rho_{\ell} = 0.1$ and 0.9, respectively.

B. Comparison between RCP and ICP

The comparison between RCP and ICP at an $E_b/N_0$ of 25 dB is demonstrated in Fig. 5. It can be observed that ICP provides an upper bound of BER, while the performance of RCP is very close to this bound. Furthermore, the gap between RCP and ICP decreases further when the correlation changes from the medium to two extremes. This is expected as both methods are identical for the extreme cases of $\rho_{\ell} = 0$ and 1. Similar, but less pronounced trends are observed at lower SNRs.

C. Energy Consumption

It is shown in [15] that SM exhibits significant energy savings compared to other MIMO techniques since it only requires a single transmitter chain including a single power amplifier, regardless of the number of antennas used. Motivated by this key property of SM, we compare the energy consumption of TOSM with conventional fixed-SM schemes. The sizes of spatial and signal constellations for each scheme are arranged in Table I. More specifically, TOSM is performed by combining with different TAS methods mentioned previously to illustrate the advantages of the proposed scheme. The optimal $N$ for TOSM is determined by the approach proposed in [10]. To carry out a fair comparison, the fixed-SM scheme with two antennas uses the antennas at the two ends of the diagonal, which provide the largest separation. Simulations are implemented using the parameters listed in Table II. With the aim to evaluate the RF output energy consumption at the transmitter, we assume the free space path loss is 100 dB.
From Fig. 6, the following outcomes are observed. Firstly, RCP closely approaches the performance of ES with the difference of 5.7% and 2.8% for $\rho_s = 0.1$ and 0.5, respectively. When $\rho_s = 0.9$, the energy efficiency of RCP is equal to that of ES. This is because both schemes arrive at the same selection pattern for $N = 4$. The energy efficiency performance of WS is inferior to all other schemes, especially at high channel correlations where it causes TOSM to perform worse than the fixed-SM schemes. Secondly, the energy saving of TOSM is up to 34% compared to fixed-SM ($N = 32$) for various correlations. In other words, more transmit antennas may not provide a larger multiplexing gain for SM. The reasons for this are two fold: 1) high correlations result in compact points in the spatial constellation; 2) the signal constellation can balance the minimum Euclidean distance when the spatial constellation is becoming too dense. As can be seen, when the correlation increases, the increasing speed of energy consumption is proportional to $N$. Thus, when compared with fixed-SM ($N = 2$), TOSM obtains a greater energy saving (up to 60%) at lower correlations.

V. CONCLUSION

In this paper, a direct TAS approach called RCP, which is based on circle packing, has been proposed for TOSM. Results show that for various channel correlations and spectral efficiencies, the proposed scheme closely approaches the performance of the exhaustive search while achieving a negligible computational complexity. On the contrary, conventional TAS techniques which are based on an exhaustive search or partial search, have an exponentially increasing complexity. This benefit makes RCP more suitable for high spectral efficiencies. Moreover, the number of required transmit antennas is the only information that needs to be known at the transmitter for RCP. When compared to fixed-SM schemes, RCP-based TOSM reduces the transmit energy consumption by up to 60%. All these merits make RCP-based TOSM a promising scheme for low-complexity, highly energy-efficient transceivers and an ideal candidate for large MIMO systems. Further researches will involve more advanced cases, such as imperfect exponential correlation model and arbitrary correlation matrices.
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Abstract—In single-stream multiple-input multiple-output (MIMO) schemes, such as spatial modulation (SM) and space shift keying (SSK), a single transmit antenna is activated at any given time. Therefore, unlike multi-stream MIMO transmitters, simultaneous pilot transmissions are prohibited because of a single radio-frequency (RF) chain. In state-of-the-art literature, the channels of different transmit antennas are individually estimated. As a result, more time is required to transfer pilots and the effective data rate is compromised. In this paper, we propose a novel channel estimation (CE) technique for single-stream MIMO systems. Given a pilot ratio, the proposed scheme achieves the same estimation period as multi-stream MIMO systems without needing any additional information or feedback. Simulations are implemented under a practical base station environment. Results show that for various speeds of the mobile user, the proposed approach significantly improves the performance of SM in comparison to the conventional CE method.

Index Terms—Channel estimation, multiple-input multiple-output (MIMO), single-stream, spatial modulation (SM)

I. INTRODUCTION

WIRELESS systems continue to strive for exponentially increasing traffic loads. To mitigate the enormous resource consumption in bandwidth and energy, the space domain has been exploited to increase the channel capacity, i.e., multiple-input multiple-output (MIMO) systems. With respect to the number of activated transmit antennas, MIMO techniques can be categorized into two types: multi-stream and single-stream. Multi-stream MIMO schemes, such as vertical Bell Labs layered space-time (V-BLAST) and space-time block coding (STBC), convey different information through multiple active transmit antennas. In contrast, spatial modulation (SM) is a relatively new single-stream MIMO transmission technique, which achieves a multiplexing gain by considering antenna locations as spatial constellation points [1], [2]. Unlike conventional multi-stream MIMO schemes, SM activates only one antenna at a given time and therefore, fully avoids inter-channel interference (ICI). In [1]–[3], assuming perfect channel state information (CSI), it has been presented that SM offers a better performance than many state-of-the-art MIMO schemes while achieving a low-complexity implementation.

However, perfect channel knowledge is always impractical and channel estimation (CE) is essential to all of the above schemes. A massive body of literature, e.g., [4] and [5], exists on the topic of CE for multi-stream MIMO systems, in which all channels can be estimated simultaneously. Meanwhile, regardless of the number of antennas used, SM only employs a single radio-frequency (RF) chain including a single power amplifier and thus, exhibits significant energy savings [6]. However, at each time, the pilots can be sent out through only one transmit antenna as well. Consequently, using pilot-based channel estimation, only the channel knowledge of the active transmit antenna can be obtained at the receiver. This leads to a challenge in channel estimation for single-stream MIMO techniques, since more time is required to estimate the full MIMO channel. In other words, for a fixed pilot ratio, i.e., the ratio between pilot and total transmission time, the estimation period is proportional to the number of transmit antennas. Therefore, single-stream MIMO schemes suffer more from CE errors, especially for a fast fading scenario. Until now, little research has been conducted in this field. To the best of the authors’ knowledge, only in [7] and [8], CE techniques specifically tailored for SM are proposed. They use recursive least-square (RLS) and joint channel estimation with data detection, respectively. However, both methods were developed based on existing techniques and did not cope with the issue of more estimation time consumption.

Against this background, a novel channel estimation approach for single-stream MIMO schemes is proposed in this paper. By exploiting channel correlation, this new method greatly reduces the channel estimation time without increasing the pilot ratio. Moreover, there is no need for any extra information or feedback. An SM system is considered to study the proposed method and to evaluate its performance compared to a conventional CE technique used as a benchmark. A practical spatial channel model [9], which is consistent with a channel model developed within the 3rd Generation Partnership Project (3GPP), is used to validate our technique. Simulation results demonstrate that the proposed method significantly outperforms the benchmark channel estimation scheme.

The remainder of this paper is organized as follows. Section II describes the system model, including the SM structure, channel model and channel estimator. In Section III, the novel channel estimation approach for SM is proposed. Section IV presents the simulation results. The paper is summarized in Section V.
II. SYSTEM MODEL

A. MIMO System

A $N_t \times N_r$ SM-MIMO system is considered where $N_t$ and $N_r$ are the numbers of transmit antennas and receive antennas, respectively. Fig. 1 illustrates the system structure which is comprised of an SM mapper, $N_t$ transmit antennas, MIMO channels, $N_r$ receive antennas, and a detector.

In the SM mapper, the bit stream is divided into blocks with the length of $\eta_t$ bits, where $\eta_t$ represents the spectrum efficiency. The block at the discrete time index $k$ is denoted as $q(k)$. Each block is then split into two units of $\log_2(N_t)$ bits and $\log_2(M)$ bits, where $M = 2^\eta_t/N_t$ is the size of signal constellation points. The first part activates a single antenna from the spatial constellation, and we denote the currently active transmit antenna as $t$. The second part determines the corresponding symbol from a specific signal constellation diagram, such as quadrature amplitude modulation (QAM) and phase shift keying (PSK), and sends it through the activated antenna. Thus, the transmitted signal can be represented by a vector $x = [x_1, x_2, ..., x_{N_t}]^T$, where all elements are zero except $x_t$.

By denoting the channel gain between the $i$-th transmit antenna and the $j$-th receive antenna as $h_{j,i}$, the MIMO channel $H$ can be written as:

$$H = \begin{bmatrix} h_{1,1} & h_{1,2} & \cdots & h_{1,N_r} \\ h_{2,1} & h_{2,2} & \cdots & h_{2,N_r} \\ \vdots & \vdots & \ddots & \vdots \\ h_{N_t,1} & h_{N_t,2} & \cdots & h_{N_t,N_r} \end{bmatrix}$$

(1)

and the received signal at the $k$-th time index is given by:

$$y(k) = H(k)x(k) + w(k)$$

(2)

where $w = [w_1, w_2, ..., w_{N_r}]^T$ is the noise vector. At the input of each receive antenna, the noise is assumed to be a complex Additive White Gaussian Noise (AWGN) process with distribution $CN(0, N_0)$. Across the receive antennas, the noise components are statistically independent. We define the signal-to-noise ratio (SNR) as $\gamma = E_{in}/N_0$, where $E_{in}$ is the average energy per symbol transmission. At the receiver, the estimated CSI is used to decode the transmitted symbol by the joint maximum likelihood (ML) detection.

B. Channel Model

With the aim to evaluate the proposed approach in a practical environment, the spatial channel model (SCM) proposed in [9] is implemented. Complying with 3GPP TR 25.996, this particular model provides time-variant channels for MIMO simulations. In order to offer a reasonable separation between transmit antennas, simulations are carried out assuming the downlinks. Three scenarios are supported in SCM: urban macro, urban micro and suburban macro. In this paper the urban micro scenario with a single user is assumed, and path loss and lognormal shadowing are not considered. Furthermore for each channel realization, the mobile user is uniformly distributed in a circular cell with the inner and outer radius of 35 and 500 meters, respectively. Some important parameters are specified in Table I. Due to the space limitation, we refer
the interested reader to [9] for more detailed information about the channel model.

C. Least Square Estimator

In this paper, least square (LS) technique is applied for pilot-based channel estimation in both the conventional and proposed methods. As only the $t$-th element in $\mathbf{x}(k)$ is nonzero, the signal obtained at the $j$-th receive antenna in (2) can be simplified to:

$$y_j(k) = h_{j,t}(k)x_t(k) + w_j(k)$$

(3)

According to [10, p. 224, Eq. (8.9)], the LS estimator of the above equation is given by:

$$\hat{h}_{j,t}(k) = \arg \min_h \| y_j(k) - hx_t(k) \|^2$$

(4)

Since $x_t(k)$ and $y_j(k)$ are both scalar, the channels of the $t$-th transmit antenna are estimated by:

$$\hat{h}_{j,t}(k) = \frac{y_j(k)}{x_t(k)}, \quad j = 1, 2, ..., N_r$$

(5)

III. CHANNEL ESTIMATION

A. Conventional Channel Estimation

For single-stream MIMO schemes, conventional methods estimate the channels of different transmit antennas sequentially [7]. In Fig. 2, an illustration of the sequential CE procedure is shown for a two-stream system. As can be seen, the CE process takes up two time slots. The time interval between two successive CE samples for the same transmit antenna is defined by the estimation period $T_{CE}$. By denoting the symbol time as $T_s$, the estimation period of the conventional CE method is calculated by:

$$T_{CE} = N_t(N_d + 1)T_s$$

(6)

where $N_d$ is the ratio between data and pilot slots for one full channel estimation period, i.e., the number of data symbols per pilot.

B. Proposed Method

In practice, MIMO channels are correlated to some degree because of the limited separation between antennas and the given propagation environment. Based on SCM, Fig. 3 presents a realization for the channels from different transmit antennas to the same receive antenna. The margin between two such channels is defined by channel difference. It can be observed that, the change of the channel difference is relatively slow in contrast with the change of the actual channels which is due to the channel correlation. This effect can be exploited to improve the CE performance of single chain MIMO systems. Fig. 4 demonstrates the concept of the proposed method. Unlike the conventional scheme, the pilots for different antennas are equally distributed along the time axis. For a concise expression, we denote the index of the estimation points as $n$ as the index of data is not involved in the estimation procedure. At any estimation point, the algorithm encompasses four steps:

i) Pilot-based CE: In this step, the pilot is sent through the $t$-th transmit antenna like in the conventional method. At each receive antenna, the channel from the currently activated antenna is estimated by a specific estimator (LS in this paper) and denoted as $\hat{h}_t(n)$.

ii) CSI correction: For each transmit antenna, the pilot is conveyed once for every $N_t$ estimation points. The previous $N_t - 1$ estimated CSIs of the $t$-th antenna are obtained via the correlation-based CE described in step iii. Those points can be corrected by a low-pass interpolation based on the current channel estimation $\hat{h}_t(n)$ and $L - 1$ previous estimates.
\( \hat{h}_i(n - lN_t), l = 1, 2, \ldots, L-1 \). The number of used estimates for the currently active antenna, i.e., \( L_t \), is defined by the interpolation sequence length. After being obtained from the interpolation, the corrected CSI of the \( t \)-th transmit antenna is denoted as \( \hat{h}_i(n - n'), \) where \( n' = 1, 2, \ldots, N_t - 1 \).

Regarding the \( i \)-th transmit antenna, the latest pilot-based CE happened at \( n'_{i,t} \) time slots before where:

\[
\begin{align*}
n'_{i,t} = \begin{cases} 
  t - i & \text{if } i < t \\
  t - i + N_t & \text{if } i > t 
\end{cases}
\end{align*}
\]  

(7)

Thus at the time index \( n - n'_{i,t} \), the difference between the channels of the \( i \)-th and the \( t \)-th antennas can be expressed as:

\[
\Delta J_{i,t}(n - n'_{i,t}) = \hat{h}_i(n - n'_{i,t}) - \hat{h}_t(n - n'_{i,t})  
\]  

(8)

iii) Correlation-based CE: In contrast to the individual channel variations, the difference between channels can be assumed changing less rapidly. Then, the estimated CSI for those inactive antennas, denoted as \( \hat{h}_i(n) \), can be computed based on \( \hat{h}_t(n) \) and the previous channel difference:

\[
\hat{h}_i(n) = \hat{h}_t(n) + \Delta J_{i,t}(n - n'_{i,t}), \quad i \neq t
\]  

(9)

During the following data transmissions, \( \hat{h}_i(n) \) and \( \hat{h}_t(n) \) are used for decoding.

iv) Antenna index update: At last, the index of the antenna to convey the pilot next time is updated to:

\[
t = \begin{cases} 
  t + 1 & \text{if } t < N_t \\
  1 & \text{if } t = N_t
\end{cases}
\]  

(10)

It is worth noting that all computations are processed at the receiver and no additional feedback is required. Apart from this, the computational complexity is linear to \( N_t \). By applying the proposed method, the estimation period is reduced to:

\[
T_{CE} = (N_t + 1)T_s
\]  

(11)

IV. SIMULATION RESULTS

In this section, the performance of SM based on the novel channel estimation method is evaluated under the practical environment depicted in Sec. II. Two benchmarks are considered for comparison: i) the conventional method, which is denoted as “CCE” in the sequel; ii) SM with perfect CSI. According to the long term evolution (LTE) standards [11], the symbol time \( T_s = 0.07 \) ms and the pilot ratio is given by \( \frac{1}{2} \), i.e., \( N_d = 20 \). Additionally, in order to balance the accuracy against the complexity, the interpolation sequence length in the proposed method is chosen to be \( L = 9 \).

A. BER Performance

Fig. 5 presents the bit error ratio (BER) performance of SM as a function of the SNR, which is the same for pilots and data, for different number of transmit antennas, i.e., the power for data symbols and pilots is assumed to be the same. In Fig. 5(a), a 2 \( \times \) 2 SM system with quadrature PSK (QPSK) is considered for various speeds of the mobile user. It is worth noting that the case of perfect CSI is independent of the user velocity. Unfortunately, the performance in the presence of estimation error decreases while the speed increases. In addition, the BER performance tends towards stability with increasing SNR. This is because the CE error becomes the dominant factor instead of noise. When compared to CCE, in general terms, the performance of the novel approach is closer to the performance of perfect CSI. At 1 m/s, the proposed method outperforms CCE when SNR is larger than 25 dB. However, for a larger user velocity, the proposed scheme is always better than CCE. The reasons are twofold: i) at a low velocity, the channel fading is relatively slow and thus, the
benefit of the proposed method do not fully come into play; ii) when transferring pilots with a smaller SNR, the impact of the CE error is strong which causes the correlation-based CE to suffer from error propagation.

The same evaluation for a 4 × 2 SM is studied in Fig. 5(b). Assuming perfect CSI, SM with four transmit antennas, which exploits more spatial information, is better than two-transmitter SM in BER performance. However, SM based on CCE performs much worse when compared to the $N_t = 2$ scenario. Given an example of 5 m/s, the achievable BER of CCE-based SM drops from $2.7 \times 10^{-3}$ to $3.4 \times 10^{-2}$. The reason for this is that CCE has a longer estimation period with increasing $N_t$, and the estimation error is correspondingly much larger. In contrast, SM based on the proposed method can still benefit from the larger $N_t$ because its CE period is regardless of $N_t$. In the same situation, the achievable BER is improved from $6.8 \times 10^{-3}$ to $3.3 \times 10^{-5}$ by applying the proposed approach.

B. Energy Efficiency

In this section, the transmitted data (not including the pilots) per unit energy is compared between the conventional and proposed CE methods in different $N_t$. With the aim to calculate the RF output energy consumption at the transmitter, we assume the free-space path loss is 100 dB, which corresponds to an average receiver-transmitter separation of 1200 m assuming the channel model used in this paper [9]. From Fig. 6, the following outcomes can be observed. Firstly, comparing the proposed method with CCE, the data amount per unit energy is increased by 8.3 and 10.0 times for $N_t = 2$ and $N_t = 4$, respectively. In other words, the novel approach saves 88% and 90% RF output energy to convey the same amount of data. Secondly, when the number of transmit antennas is increased from two to four, the increase of data per unit energy in SM based on the proposed method is much larger than CCE.

V. CONCLUSION

A novel channel estimation scheme has been proposed for single-stream MIMO systems. Unlike conventional methods, where the channels from different antennas are individually estimated, the proposed approach exploits the correlation information between transmit antennas. Without the need for feedback, the proposed technique achieves the same estimation period as multi-stream MIMO schemes, and consequently, the channel estimation time is independent of the number of transmit antennas. In contrast, the channel estimation period of the conventional method for single RF chain MIMO systems is proportional to the number of transmit antennas. Simulations results assuming a 3GPP channel model show that the proposed method significantly outperforms the conventional channel estimation scheme, especially for a fast fading scenario. By applying the proposed method, the SM-MIMO systems can save up to 90% RF output energy. Furthermore, the proposed channel estimation approach allows SM to be used in deployment scenarios where it unfolds its main advantages which is in large antenna systems. This significant improvement makes SM a promising candidate for practical future large MIMO systems.
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Abstract—Spatial modulation (SM) is a single-stream multiple-input multiple-output (MIMO) technique which only activates one transmit antenna at a time. Apart from the complete avoidance of inter-channel interference, SM also exhibits a great energy saving in the radio-frequency (RF) chain. However, in contrast to multi-stream MIMO systems, channel estimation (CE) for SM becomes a challenge since the MIMO channel cannot be estimated in one transmission step due to the single RF chain. Motivated by this fact, a novel CE scheme has been recently proposed which exploits the channel correlation and jointly estimates the channels for different transmit antennas. Without needing feedback, this new method achieves the same estimation period as multi-stream MIMO schemes. In this paper, a varying pilot ratio has been investigated in SM for both the conventional and novel CE methods. Balancing the accuracy and the amount of data, an optimal pilot ratio can be achieved for the peak throughput. Simulation results present that the novel CE approach significantly outperforms the conventional method with a much lower optimal pilot ratio.
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I. INTRODUCTION

During the past decade, multiple-input multiple-output (MIMO) techniques have been studied as a means to exploit the space domain to increase the channel capacity. With respect to the number of active transmit antennas, MIMO systems can be classified to multi-stream and single-stream. Two typical multi-stream MIMO schemes are vertical Bell Labs layered space-time (V-BLAST) [1] and space-time block coding (STBC) [2], in which different data streams are transferred through multiple antennas simultaneously. In contrast, considering antenna locations as spatial constellation points, spatial modulation (SM) is a relatively new single-stream MIMO system [3]. Unlike multi-stream MIMO schemes, SM activates a single antenna at any given time and, thus, entirely avoids inter-channel interference. Furthermore, SM exhibits a significant saving in quiescent power at the power amplifier stage since it requires only one radio-frequency (RF) chain, regardless of the number of antennas used.

In both schemes, channel state information (CSI) is required at the receiver for decoding. As a result, channel estimation (CE) is of vital importance, but it is often neglected and ideal CSI is assumed. While the usage of a single RF chain brings the previously mentioned advantages to SM, it leads to a challenge in CE. Unlike multi-stream MIMO schemes, SM requires more time to transmit pilots. In [4], a channel estimation scheme for SM using the recursive least-square (RLS) is proposed. Based on joint channel estimation with data detection, another CE method is introduced in [5]. However, in both methods, channels for different transmit antennas are individually estimated which is referred to conventional CE (CCE) in this paper. Given a proportion between the pilot and total symbols, i.e., pilot ratio, the estimation period of CCE is proportional to the number of transmit antennas. In other words, the throughput of SM is compromised to maintain a certain estimation period. To overcome this issue, we proposed a novel CE approach for single-stream MIMO in [6]. On the basis of channel correlation, this new method requires the same channel estimation time as multi-stream MIMO schemes without needing extra transmission or feedback. It has been shown that, under a practical base station environment, the proposed scheme can greatly improve the bit error ratio (BER) performance of SM when compared to CCE.

In this paper, the effect of pilot ratio is investigated in both the conventional and novel CE methods for SM. Pilot ratios are essential for channel estimation in two aspects. On the one hand, a larger pilot ratio can increase the estimation accuracy and, thus, reduce the need for retransmissions. On the other hand, the data rate is compromised since more time is required to send the pilots. Therefore, by trading off between these two factors, an appropriate pilot ratio can be determined to achieve the peak throughput. Simulations are conducted for a single mobile user under a practical spatial channel model [7], which complies with 3rd Generation Partnership Project (3GPP) TR 25.996. Results show that the proposed approach achieves a much larger throughput than CCE.

The rest of this paper is organized as follows. Section II describes the system model. In Section III, the conventional and the novel CE methods for SM are respectively introduced. Section IV states the criterion to evaluate the performance on different pilot ratios. The simulation results are presented in Section V. The paper is summarized in Section VI.
II. SYSTEM MODEL

A. MIMO system

A \( N_t \times N_r \) SM system is considered in this paper, where \( N_t \) and \( N_r \) represent the numbers of transmit and receive antennas, respectively. In the SM encoding procedure, the bit stream is divided into blocks with the length of \( n_t \) bits, where \( n_t \) denotes the number of bits per symbol. Each block is then split into two units, corresponding to the spatial constellation diagram and the signal constellation diagram. The first part of \( \log_2(N_t) \) bits activates a single transmit antenna from the antenna array. We use \( t \) to represent the currently active antenna. The second part of the rest bits is used to select a symbol from a specific signal constellation, such as quadrature amplitude modulation (QAM) or phase shift keying (PSK).

Then the chosen symbol is sent out through antenna \( t \).

The signal to be transmitted can be represented by a vector \( \mathbf{x} = [x_1, \ldots, x_t, \ldots, x_{N_t}]^T \), where the \( t \)-th element is the chosen symbol while others are zero. Denoting the channel gain between the \( i \)-th transmit antenna and the \( j \)-th receive antenna as \( h_{i,j,t} \), the MIMO channel \( \mathbf{H} \) is written as:

\[
\mathbf{H} = \begin{bmatrix}
    h_{1,1} & h_{1,2} & \cdots & h_{1,N_t} \\
    h_{2,1} & h_{2,2} & \cdots & h_{2,N_t} \\
    \vdots & \vdots & \ddots & \vdots \\
    h_{N_t,1} & h_{N_t,2} & \cdots & h_{N_t,N_t}
\end{bmatrix}
\]

(1)

The received signal is also a vector which can be expressed as:

\[
\mathbf{y} = \mathbf{Hx} + \mathbf{w}
\]

(2)

where \( \mathbf{w} = [w_1, \ldots, w_t, \ldots, w_{N_r}]^T \) is the noise vector with each element representing the noise at the input of each receive antenna. Complex Additive White Gaussian Noise (AWGN) is assumed, i.e., \( w_j \sim CN(0, \sigma^2) \). Across the receive antennas, the noise is statistically independent. The signal-to-noise ratio (SNR) is defined by \( E_b/N_0 \), where \( E_b \) represents the average energy per symbol transmission. Joint maximum likelihood (ML) detection [8] is used to decode the transmitted symbol utilizing the estimated CSI.

B. Channel Model

The spatial channel model (SCM) [7], complying with 3GPP TR 25.996, is considered in this paper to generate time-variant channels for MIMO simulations. In order to provide a reasonable separation between transmit antennas, simulations are implemented in downlink. In SCM, three scenarios are supported: urban macro, urban micro and suburban macro.

In this paper, the urban micro scenario is assumed for a single user. Moreover, for each channel realization, the user is uniformly distributed in a circular cell with the inner and outer radius of 35 m and 500 m. Table I specifies the parameters used the simulations. Due to the space limitation, we refer the interested reader to [7] for more detailed information about the channel model.

III. CHANNEL ESTIMATION METHODS

A. Conventional Channel Estimation (CCE) for SM

Conventional channel estimation for SM estimates the channels of different transmit antennas individually. The corresponding pilot structure is illustrated in Fig. 1, alongside a comparison with multi-stream MIMO. The time interval between two successive CE samples for the same transmit antenna is defined by the estimation period. For each estimation period, the transmit antennas are activated one by one to convey the pilots in CCE. It can be observed that, to achieve the same pilot ratio, CCE-based SM requires a much longer estimation period than multi-stream MIMO schemes. The pilot ratio is denoted as \( \eta \), and the estimation period for CCE is given by:

\[
T_{CCE} = \frac{N_t T_s}{\eta}
\]

(3)

where \( T_s \) represents the symbol period.

At each channel estimation slot assuming CCE, a specific estimator, such as least square (LS), minimum mean square error (MMSE) or recursive least square (RLS) [9], is applied to estimate the CSI of the currently activated antenna. For a fair comparison, LS is assumed in both CCE and the novel approach described in the following paragraph.
B. Transmit Cross Channel Estimation (TCCE)

A novel CE method exploring the channel correlation is proposed in [6]. Fig. 2 demonstrates the concept of this approach which jointly estimates the channels for different transmit antennas. Unlike in CCE, the pilots allocated to different antennas are equally distributed along time axis. The entire algorithm is independently implemented at each receive antenna. Therefore, in the rest of this paper, we use \( h_i \) to denote the channels from the \( i \)-th transmit antenna to the receiver for the sake of simplicity. At any pilot slot, the algorithm is executed in four steps:

i) Pilot-based CE: In the first step, the \( t \)-th antenna is activated to transfer the pilot. The estimated CSI for the currently active antenna is denoted as \( \hat{h}_t(n) \), where \( n \) represents the index of pilot slots.

ii) CSI correction: For each transmit antenna, the pilot is transmitted once for every \( N_t \) pilot slots. In the other \( N_t - 1 \) slots, the \( t \)-th antenna is inactive and the corresponding estimates are obtained by the correlation-based CE described in step iii. In this step, these estimates are corrected by a low-pass interpolation based on the current estimate \( \hat{h}_t(n) \) and \( L - 1 \) previous estimates \( \hat{h}_t(n - lN_t) \), \( l = 1, 2, \ldots, L - 1 \). The number of used estimates for the currently active antenna, \( i.e., L \), is defined by the interpolation sequence length. After being obtained from the interpolation, the corrected CSI of the \( t \)-th transmit antenna is denoted as \( \tilde{h}_t(n - n') \), where \( n' = 1, 2, \ldots, N_t - 1 \).

For the \( i \)-th transmit antenna, the most recent pilot-based CE happened \( n'_{i,t} \) time slots before where:

\[
\Delta J_{i,t}(n - n'_{i,t}) = \tilde{h}_i(n - n'_{i,t}) - \tilde{h}_i(n - n_{i,t}) \quad (5)
\]

iii) Correlation-based CE: The idle antennas are estimated based on the current estimates of the \( t \)-th antenna and the corresponding channel difference obtained in the previous step. We denote the CSI obtained in this way as \( \tilde{h}_i(n) \) which is computed by:

\[
\tilde{h}_i(n) = \hat{h}_i(n) + \Delta J_{i,t}(n - n'_{i,t}) \quad i \neq t \quad (6)
\]

\( \hat{h}_i(n) \) and \( \tilde{h}_i(n) \) comprise the channel estimates for all transmit antennas that are used for decoding in the subsequent data transmission.

iv) Antenna index update: The last step is to set the next active antenna, which is an increment by one to the antenna index:

\[
t = \begin{cases} 
  t + 1 & \text{if} \ t < N_t \\
  1 & \text{if} \ t = N_t 
\end{cases} \quad (7)
\]

IV. Evaluation Criteria

In practical communications, data is always transferred in packets. At the receiver, incorrectly decoded packets require a retransmission. The successfully received data rate is defined as effective data. The effective data rate, \( i.e., \) throughput, is used to evaluate the CE performance for different pilot ratios.

A. Effective Data Rate

Forward error correction (FEC) is usually applied to correct errors in the physical layer. In this paper, two modes are considered: with and without FEC. The total raw data rate including the pilots is given by:

\[
R_{\text{tot}} = \frac{\eta_c}{T_s} \quad (8)
\]

Denoting the retransmission rate as \( \epsilon_{\text{packet}} \), the throughput, represented by \( T \), is calculated by:

\[
T = R_{\text{tot}}(1 - \eta_c)(1 - \epsilon_{\text{packet}})\eta_c \quad (9)
\]

where \( \eta_c \) represents the coding rate. In the case that no FEC is assumed, \( \eta_c = 1 \).

B. Energy Consumption

Furthermore, the proposed CE technique requires less pilot transmissions which has an impact on energy consumption. Therefore, we have analyzed the attainable energy efficiency gains. This is analyzed in terms of the amount of effective data per unit energy, which can be expressed as:

\[
\eta_E = \frac{T \times T_s}{E_m} \quad [\text{bits / Joule}] \quad (10)
\]
V. Simulation Results

In this section, the performance of SM taking into account estimated CSI is evaluated under the realistic channel model introduced in Sec. II. The number of raw data symbols per pilot is denoted as $N_d$, i.e., $N_d \times \eta = 1$. Since $N_d$ must be an integer, for the sake of simplicity, we use $N_d$ instead of $\eta$ in the following analysis. A varying $N_d$ from 2 to 20, i.e., the pilot ratio from 50% to 3%, is applied for both CCE and TCCE. In all simulations, it is assumed that $N_r = 2$.

A. Symbol Error Rate

In Fig. 3, given a user speed of 10 m/s, the symbol error rate (SER) of SM with $N_t = 8$ and BPSK is presented against different pilot ratios. In contrast to CCE, TCCE performs significantly closer to the scenario of perfect CSI for $N_d = 2$ and 10. At $N_d = 20$, the difference between these two schemes becomes much smaller, but still TCCE gains a noticeable reduction of about 50% in the attainable SER. The reason for this trend is that while the estimation period largely exceeds the channel coherence time, both methods cannot provide a sufficiently accurate CSI and, thus, they trend to a ceiling effect. However, with a CE period proportional to $N_t$, CCE approaches the ceiling much faster than TCCE when decreasing the pilot ratio. This is clearly demonstrated in Fig. 4, where the SER is presented as a function of $N_d$. Furthermore, as the speed increases, the performance of CCE drops dramatically whereas TCCE maintains reasonably good performance. At 10 m/s, for example, CCE approaches the SER ceiling of $5 \times 10^{-1}$ when $N_d$ increases to 6. Meanwhile, TCCE achieves an SER of $4 \times 10^{-5}$.

B. Throughput

Fig. 5 shows the change of throughput along with the pilot ratio for various velocities. The packet length is assumed to be 50 bytes and a 3/4 block coding is used for FEC. As can be seen in Fig. 5(a), when reducing the pilot ratio, the throughput increases at first then falls down. For each case, a corresponding optimum pilot ratio can be determined to
achieve the peak throughput. This is the result of trading off between the amount of data and retransmission rates. At the speed of 5 m/s, for example, TCCE attains 37.1 Mbps at \( N_d = 15 \) while CCE can achieve only 25.2 Mbps at \( N_d = 3 \). Compared with CCE, TCCE obtains 47% more throughput with a much lower optimal pilot ratio. Moreover, the benefit becomes more striking as the velocity grows. When the user speed is increased to 10 m/s, TCCE achieves 140% more throughput than CCE.

The results involving FEC is shown in Fig. 5(b). Only in the case of CCE at 10 m/s, the peak throughput is improved from 14 to 19.6 Mbps compared with the scenario when no FEC is used. This is because that the cost for using FEC is adding the redundancy. Therefore, when the retransmission rate is fairly low, FEC can not improve the throughput but causes a degradation instead. However, the aim here focuses on the influence of FEC on the optimum pilot rate. Generally, compared to Fig. 5(a), the peak throughput moves towards a larger \( N_d \). The reason for this trend is that FEC reduces the retransmission rate which has the same effect as increasing the pilot ratio. The second outcome is that, TCCE still outperforms CCE for various speeds. Taken 5 m/s as an example, compared to CCE, TCCE gains 11% more throughput.

C. Energy Efficiency

In this section, an energy efficiency comparison is made of CCE and TCCE at their optimum pilot ratios for different \( N_t \), while the spectral efficiency is maintained at 4 bits/Hz. In order to compute the RF output energy consumption at the transmitter, the path loss is assumed to be 100 dB without shadowing [7].

In Fig. 6, comparisons are carried out in terms of mobile speeds, where the following three outcomes can be observed. Firstly, consuming the same amount of energy, TCCE enables higher throughput than CCE. Taken 10 m/s and \( N_t = 8 \) as an instance, compared to CCE, TCCE reduces the energy by 60% when no FEC is applied for both methods. In the case of using FEC, although the performance of CCE is improved, TCCE still achieves an energy saving of 42%. Secondly, with an increase of speed, the energy efficiency of CCE rapidly decreases. Meanwhile, the energy efficiency of TCCE degrades much more slowly for the same conditions. Furthermore, based on TCCE, the performance of SM is boosted along with an increase of \( N_t \). This trend matches the results in the case of perfect CSI [3], where the benefit of multiple antennas is exploited. However, the energy efficiency of CCE drops because more time is required to send pilots.

VI. CONCLUSION

In this paper, the effect of pilot ratio on channel estimation has been investigated for SM. Trading off the amount of data with the retransmission rate, an optimal pilot ratio can be determined to achieve the peak throughput. When compared to CCE, TCCE significantly increases the throughput of SM with a much lower optimal pilot ratio. This improvement is more remarkable for a faster user speed. Furthermore, the energy efficiency of CCE degrades when the number of transmit antennas increases. In contrast, TCCE can still benefit from a larger size of antennas. Simulation results validate that TCCE is a robust channel estimation technique for SM.
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Abstract—Spatial modulation (SM) is a unique single-stream, multiple-input multiple-output (MIMO) transmission technique. Unlike multi-stream MIMO schemes, a single transmit antenna is activated in SM at any given time. Therefore, inter-channel interference is completely avoided. In addition, SM requires only one radio-frequency (RF) chain, regardless of the number of transmit antennas used. This property results in a significant saving in quiescent power of power amplifiers. However, a challenge occurs when channel estimation (CE) is implemented for SM: the transmit antennas have to send pilots sequentially. Thus, in order not to compromise the throughput, the pilot number of each transmit antenna is restricted. This means we focus on improving the CE performance without increasing the number of pilots. In this paper, we propose a novel CE method for SM, in which the channel is jointly estimated across receive antennas. Simulation results show that the proposed approach outperforms the conventional method for various channel correlations between the receive antennas.
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I. INTRODUCTION

MULTIPLE-input multiple-output (MIMO) transmission techniques offer a significant increase in spectrum efficiency without additional bandwidth or increased transmit power. According to the number of active antennas, MIMO schemes are classified into two categories: multi-stream and single-stream. Unlike the conventional multi-stream MIMO, spatial modulation (SM) activates a single transmit antenna at any time [1]–[3]. As a result, inter-channel interference is completely avoided. Also, SM exhibits a significant saving in quiescent power at the power amplifier stage, because it requires only one radio-frequency (RF) chain regardless of the number of antennas used. Assuming perfect channel state information (CSI) at the receiver, it is shown in [4] that SM offers a better performance than many state-of-the-art MIMO schemes, while achieving a low-complexity implementation.

However, perfect CSI is not realistic, and channel estimation (CE) is of vital importance that cannot be neglected. In order to obtain the CSI at the receiver, training-based CE methods are commonly used in which deterministic symbols, i.e., pilots, are conveyed followed by information-carrying symbols. The pilot ratio is defined as the ratio of the number of pilots to the number of total symbols. When compared with multi-stream MIMO schemes, CE becomes challenging for SM since the transmit antennas have to be sequentially activated for sending the pilots. Consequently, the time consumed in the CE process for SM is proportional to the number of transmit antennas. To date there has only been a few studies on CE for SM. In [5], a CE method using recursive least-square (RLS) is proposed for SM. Another approach is introduced in [6], which is based on joint channel estimation with data detection. Both methods are developed using existing techniques, where the channel is individually estimated at different receive antennas. We refer to this type of CE methods as conventional channel estimation (CCE). To improve the CE accuracy, CCE requires either a longer pilot sequence length or a larger transmission power for pilots. However, in order not to compromise the throughput, the pilot sequence length for each transmit antenna is constrained in SM, especially when a large number of transmit antennas are used. In addition, the transmission power is usually restricted due to the maximum output of power amplifiers. This raises the question, how to improve the CE performance for SM with a fixed number of pilots. To the best of the authors’ knowledge, this issue has not been addressed before.

With the aim of improving the CE performance without increasing the pilot sequence length, we propose a novel CE method for SM in this paper. Unlike the conventional methods, the proposed approach jointly estimates the channel of different antennas at the receiver. The basic idea is to think of the estimation results at different receive antennas as individual samples. By exploring the channel correlation between antennas, these samples can be jointly used to achieve a more accurate CE for each receive antenna. Simulation results show that when compared with CCE, the proposed method obtains a signal-to-noise ratio (SNR) gain of up to 2 dB.

The remainder of this paper is organized as follows. Section II describes the system model, including the SM structure, the channel model and the channel estimator. In Section III, a novel CE method is proposed for SM in which the channel is jointly estimated at the receiver. Section IV presents the simulation results. The paper is concluded in Section V.
II. SYSTEM MODEL

A. SM-MIMO

An \( N_t \times N_r \) SM-MIMO system is considered, where \( N_t \) and \( N_r \) denote the number of transmit antennas and the number of receive antennas, respectively. The size of the spatial constellation points is equal to the number of transmit antennas, and the size of signal constellation points is denoted by \( M \). The bit stream is divided into blocks of \( \eta_b \) bits, where \( \eta_b = \log_2(MN_r) \) is the number of bits per symbol. Each block is then split into two units of \( \log_2(N_t) \) bits and \( \log_2(M) \) bits. The first part activates one of the transmit antennas, and the currently active antenna is denoted by \( s \). The transmitted signal is expressed by a vector \( \mathbf{x}_{t,s} = [x_1, \ldots, x_t, \ldots, x_{N_t}]^T \), where the \( t \)-th element carries the symbol \( s \), and all other elements are zero.

B. Channel Model

A time-varying Rayleigh fading channel is assumed. The fading coefficient of the channel between the \( t \)-th transmit antenna and the \( r \)-th receive antenna is denoted by \( h_{t,r}(n) \), where \( n \) is the discrete time index. The corresponding MIMO channel matrix is represented by \( \mathbf{H}(n) \), and it is established in two stages.

1) Spatial correlation: Based on the Kronecker model [7], the initial channel matrix is given by:

\[
\mathbf{H}(0) = \mathbf{R}_t^{1/2} \mathbf{G} \left( \mathbf{R}_r^{1/2} \right)^H,
\]

where \( \mathbf{G} \) has the same dimension as \( \mathbf{H}(0) \), and its entries are independent and identically distributed (i.i.d.) complex Gaussian distribution \( \mathcal{CN}(0,1) \); \( \mathbf{R}_t \) and \( \mathbf{R}_r \), respectively denote the transmit correlation matrix and the receive correlation matrix; \((.)^H\) is the operator of hermitian transpose. Since we focus on studying the channel correlation at the receiver, the transmit antennas are assumed to be independent without a loss of generality. Thus, \( \mathbf{R}_t \) reduces to an identity matrix. The correlation coefficient between the \( r_1 \)-th and \( r_2 \)-th receive antennas is denoted by \( \rho_{r_1,r_2} \), and the receive correlation matrix is written as:

\[
\mathbf{R}_r = \begin{bmatrix}
1 & \rho_{1,2} & \cdots & \rho_{1,N_r} \\
\rho_{2,1} & 1 & \cdots & \rho_{2,N_r} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{N_r,1} & \rho_{N_r,2} & \cdots & 1
\end{bmatrix}
\]

2) Variation in time: Using the Gauss-innovations channel model [8], the channel matrix at the \( n \)-th time index is formulated as follows:

\[
\mathbf{H}(n) = \sqrt{\alpha} \mathbf{H}(n-1) + \sqrt{1-\alpha} \mathbf{H}_{\text{new}}(n),
\]

where \( \alpha \) is a parameter related to the user speed, and it is given by [8, Eq. (10)]:

\[
\alpha = J_0 \left( \frac{2\pi v f_c T_s}{c} \right)^2,
\]

where \( J_0(\cdot) \) is the zeroth-order Bessel function of the first kind; \( f_c \) is the center carrier frequency; \( T_s \) is the sampling period; \( v \) and \( c \) denote the speeds of the mobile user and the light, respectively. The term \( \mathbf{H}_{\text{new}}(n) \) is also produced by (1), but it is independent of \( \mathbf{H}(n-1) \). In addition, \( \mathbf{H} \) is independent from time to time, i.e. \( \mathbf{H}(n) \) is irrelevant to \( \mathbf{H}(m) \) for all \( m \neq n \). Substituting (1) into (3), we have:

\[
\mathbf{H}(1) = \mathbf{R}_t^{1/2} \left( \sqrt{\alpha} \mathbf{G}(0) + \sqrt{1-\alpha} \mathbf{G}(1) \right) \left( \mathbf{R}_r^{1/2} \right)^H
\]

Note that \( \mathbf{H}(1) \) is a Rayleigh fading channel of the same correlation matrices as \( \mathbf{H}(0) \). Similarly, \( \mathbf{H}(n) \) can be expressed by:

\[
\mathbf{H}(n) = \mathbf{R}_t^{1/2} \mathbf{G}(n) \left( \mathbf{R}_r^{1/2} \right)^H,
\]

and

\[
\mathbf{G}(n) = \sum_{m=0}^{n} \left( \sqrt{1-\alpha} \right)^{\text{sgn}(m)} \left( \sqrt{\alpha} \right)^{n-m} \mathbf{G}(m)
\]

where \( \text{sgn}(\cdot) \) is the sign function.

C. Maximum Likelihood (ML) Optimum Detector

The signal received at the \( r \)-th receive antenna is expressed as follows:

\[
y_{r}(n) = h_{t,r}(n)s(n) + w_{r}(n),
\]

where \( w_{r}(n) \) is a sample of the additive white Gaussian noise (AWGN) at the \( r \)-th receive antenna. Across the receive antennas, the noise components are statistically independent. We define \( \gamma = E_s/N_0 \) as the signal-to-noise ratio (SNR), where \( E_s \) is the average energy per symbol and \( N_0 \) denotes the power spectrum density of AWGN. The estimated CSI, denoted by \( \hat{\mathbf{H}} \), is used to decode the conveyed signal. Based on the joint maximum likelihood (ML) detection [9], the decoded information is computed by:

\[
\hat{l}_t \left[ \hat{s}(n) \right] = \arg \min_{l,s} \sum_{t=1}^{N_r} \left\| \hat{h}_{t,r,s} - 2\mathbf{Re} \{ y_{r}(n) \hat{h}_{t,r,s} \} \right\|,
\]

where \( \mathbf{Re}\{\cdot\} \) is an operator to extract the real part of a complex number.

III. CHANNEL ESTIMATION FOR SPATIAL MODULATION

One of the key properties of SM is that a single transmit antenna is activated at any given time. Therefore, all transmit antennas have to send the pilot signal sequentially. Fig. 1 shows the pilot structure for SM with four transmit antennas. The channel estimation period is defined as the interval between two adjacent CE processes for any transmit antenna. The pilot ratio, denoted
by $\eta$, is defined as the ratio of the number of pilots to the number of total symbols during a single CE period. The pilot sequence length is assumed at one, i.e., during any CE period, only one pilot is sent from each transmit antenna.

A. Conventional Channel Estimation (CCE)

In the conventional methods, the channel estimation is implemented individually at each receive antenna. The index of CE periods is denoted by $k$. The pilot sent from the $r$-th transmit antenna in the $k$-th CE period is denoted by $p_r(k)$. The corresponding signal received at the $r$-th receive antenna is written as:

$$ y_r(k) = h_{t,r}(k)p_r(k) + w_r(k) $$

(10)

A specific estimator such as least square (LS), minimum mean square error (MMSE), and recursive least square (RLS) [10], is used to estimate the CSI of the currently active antenna. In order for a fair comparison, LS is considered for both CCE and the proposed method in this paper. The estimation result for CCE is denoted by $\hat{h}_{t,r}(k)$, and it is computed by:

$$ \hat{h}_{t,r}(k) = \arg \min_h \| y_r(k) - hp_r(k) \|^2 $$

(11)

After the CSI for all transmit antennas is obtained at the receiver, it is used to decode the subsequently transmitted symbols which carry information bits.

B. Spatially-Averaging Channel Estimation (SACE)

The basic concept of SACE is to jointly estimate the MIMO channel across the receive antennas. Taking $N_r = 2$ as an example, Fig. 2 depicts the block diagram of the proposed method. For a generalized number of receive antennas, the algorithm comprises two steps as follows.

1) Update channel difference information: The proposed method exploits the difference between the fading channel coefficients of different receive antennas, which is referred to as channel difference information (CDI). To be distinguished from CCE, we use $\hat{h}_{t,r}$ to denote the estimated CSI for the proposed method. The CDI between the $r$-th and $j$-th receive antennas, denoted by $\Delta J_{r,j}$, is obtained from the previous estimated CSI:

$$ \Delta J_{r,j}(k-1) = \hat{h}_{t,r}(k-1) - \hat{h}_{t,j}(k-1) $$

(12)

2) Weighted average: Based on the CDI, it is possible to obtain the CSI for one receive antenna by the CCE result of another receive antenna. In order to achieve a more accurate CE, the estimation results are averaged across the receive antennas. The estimated CSI for the $r$-th receive antenna, i.e. $\hat{h}_{t,r}(k)$, is formulated as follows:

$$ \hat{h}_{t,r}(k) = \left(1 - \frac{1}{N_r} \sum_{j=1 \neq r}^{N_r} \rho_{r,j} \right) \hat{h}_{t,r}(k) + \frac{1}{N_r} \sum_{j=1}^{N_r} \rho_{r,j} \left( \hat{h}_{t,j}(k) + \Delta J_{r,j}(k-1) \right) $$

(13)

Note that the estimated CSI for SACE is a weighted average of the CCE results of all receive antennas. The weights depend on the channel correlation between the receive antennas. When the channel correlation increases, the weight for the estimated antenna decreases, while the weights for the remaining antennas increase. If the receiver antennas are completely correlated, i.e. $\rho_{r,j} = 1$ for all $j$, (13) reduces to:

$$ \hat{h}_{t,r}(k) = \frac{1}{N_r} \sum_{j=1}^{N_r} \hat{h}_{t,j}(k) $$

(14)

As shown, in this case, the estimated CSI is an equal average of the CCE results of all receive antennas. If the receive
antennas are independent, the estimation results for SACE are equivalent to that of CCE.

IV. SIMULATION RESULTS

In this section, Monte Carlo simulation results are shown to validate the performance of the proposed method. The pilots and information-carrying symbols are allocated the same transmission power, and the pilot ratio is assumed at 5% [11]. To ensure a fair comparison, the same pilot sequence length is considered for both SACE and CCE. In this paper, we only take into account the pilot sequence length of one. In all simulations, Quadrature Phase Shift Keying (QPSK) symbols are conveyed by an SM-MIMO system with four transmit antennas. In addition, the constant correlation model is considered [12], where the correlation coefficient between any pair of receive antennas is the same, and it is denoted by $\rho_x$. Further, the bit error ratio (BER) performance of SACE is compared with CCE for different numbers of receive antennas. Furthermore, we study the effects of user speed on the BER performance for the proposed method.

A. BER Performance

Fig. 3 presents the BER performance of the proposed method in comparison with CCE. The user speed is assumed at 13.3 m/s (48 km/h), which is a typical suburban speed limit [15].

The simulation results for two receive antennas are shown in Fig. 3(a). Two outcomes are observed: i) SACE always offers a better performance than CCE; ii) when the channel correlation increases, SACE outperforms CCE more significantly. As an example, for $\rho_x = 0.2$, SACE exhibits an SNR gain of 0.3 dB in comparison with CCE. When $\rho_x$ increases to 0.8, this gain increases to 2 dB. The reason for this trend is that the performance of the proposed approach is related to the channel correlations. As the channel correlation decreases, the CDI between receive antennas becomes larger and more random. In this case, SACE obtains a less accurate CDI and therefore, a smaller improvement is achieved in comparison with CCE. Despite this, SACE is still better than CCE for a low channel correlation.

When $N_r$ is increased to four, the corresponding BER performance for SACE and CCE is presented in Fig. 3(b). As seen, for a certain $\rho_x$, the SNR gap between SACE and CCE is basically the same as that in Fig. 3(a). Taking $\rho_x = 0.8$ as an example, the SNR gap is 1.8 dB which is slightly less than 2 dB when $N_r = 2$. However, to achieve a certain BER, the required SNR in $N_r = 4$ is much smaller than that in $N_r = 2$. Considering this, SACE outperforms CCE more significantly for a larger number of receive antennas. The reason is that when more receive antennas are involved, SACE obtains a more accurate CSI for each antenna. Since the simulations are conducted without channel coding, we are more interested in the BER range between $1 \times 10^{-3}$ and $1 \times 10^{-2}$. At $\rho_x = 0.2$, CCE requires an SNR of 10.3 dB to achieve a BER of $1 \times 10^{-2}$. Meanwhile, by consuming the same amount of transmission energy, SACE reduces the BER to $7 \times 10^{-3}$. When the channel correlation decreases to 0.8, the BER for SM is reduced from $1 \times 10^{-2}$ to $5 \times 10^{-3}$ by using SACE instead of CCE.

B. Effects of User Speed

Fig. 4 shows the BER performance of SM at different user speeds. The case of perfect CSI is considered as a benchmark, which is referred to as "P-CSI" in the sequel. A medium channel correlation of $\rho_x = 0.5$ is assumed, and the number of receive antennas is set at four.

The following outcomes are observed: i) compared with CCE, the BER performance of SACE is much closer to that of P-CSI; ii) for various user speeds, SACE achieves a constant SNR gain of 1 dB on the basis of CCE; iii) for both SACE and CCE, the BER performance of SM degrades notably when the user speed increases from 20 m/s to 30 m/s. The reason is that if the channel varies very rapidly, all CE techniques would fail to function properly for a fixed pilot ratio.
V. CONCLUSION

In this paper, we propose a novel CE approach for SM, which is named SACE. Unlike the traditional CE methods, SACE estimates the channel jointly for all receive antennas. By constructively exploiting channel correlation, SACE improves the CE accuracy without increasing the pilot sequence length. Therefore, the proposed method enables SM to improve the BER performance, while not compromising the throughput. Results show that when compared with CCE, SACE obtains an SNR gain of up to 2 dB. Moreover, SACE outperforms CCE more significantly as the channel correlation increases. This means the proposed CE method makes SM robust against the degradation caused by channel correlations.
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Abstract—This work investigates the impact of power allocation for channel estimation (CE) in spatial modulation (SM). SM is a unique single-stream multiple-input multiple-output (MIMO) transmission technique that achieves spatial multiplexing gains. While SM completely avoids inter-channel interference, a single active antenna leads to a challenge for CE, i.e., all transmit antennas have to be activated sequentially to send the pilot signal. More time as well as energy is therefore consumed for CE. Driven by this motivation, we propose a closed-form optimal power allocation (OPA) for SM in this paper. Regardless of the SM transceiver structure, the optimal solution only depends on the pilot sequence length and the ratio between the number of pilots and the number of total symbols. Simulations results show that the bit error ratio performance of OPA-based SM tightly approaches the case of perfect channel state information with a gap of less than 0.8 dB.
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I. INTRODUCTION

SPATIAL modulation is a promising multiple-input multiple-output (MIMO) transmission technique that considers antenna locations as spatial constellation points [1]. Unlike the conventional MIMO schemes, SM activates a single transmit antenna at a time, and thereby can completely avoid inter-channel interference. Moreover, SM exhibits a significant saving in quiescent power at the power amplifier stage because it requires only one radio-frequency (RF) chain, regardless of the number of antennas used. In [2], assuming perfect channel state information (P-CSI) at the receiver, it has been shown that SM offers a better performance than many state-of-the-art MIMO schemes while achieving a low-complexity implementation.

In practical applications, P-CSI is infeasible and channel estimation (CE) is of vital importance. Training-based estimation methods are most commonly used [3] whereby deterministic symbols, i.e., pilots, are transmitted followed by data. The ratio between the number of pilots and the number of total information carrying symbols is defined by the pilot ratio. In general, CE affects the bit error ratio (BER) performance of SM in two aspects: i) an extra additive noise is introduced to the transmitted signal. This is caused by the CE error of the activated antenna; ii) the channel state information (CSI) of the idle antennas is also inaccurate that affects the ability of correctly decoding the active antenna. In [4], the performance of space shift keying (SSK) with practical channel estimates is studied. Similar work on SM is conducted in [5]. However, both papers are based on the following assumptions: i) the power allocated to pilots was assumed to be either fixed or equal to the signal power of data symbols. The later method is referred to as equal power allocation (EPA); ii) the performance analysis is with respect to the power allocated to data symbols, but here we are interested in the performance with respect to the total average power. Unlike in multi-stream MIMO schemes, simultaneous pilot transmissions are infeasible for SM since only a single antenna is activated at a given time instance. In order to estimate the entire channel, all transmit antennas are required to send the pilot signal sequentially. This compromises the data rate, especially when a large number of transmit antennas is used. As the pilot ratio increases, EPA potentially impairs the BER performance. To the best of the authors’ knowledge, the issue of optimum power allocation for pilots in SM has not been addressed before.

When considering practical channel estimates, the power allocation affects the BER performance in two aspects. On the one hand, the CE accuracy increases as more energy is consumed for the pilot signal. On the other hand, the signal-to-noise ratio (SNR) is reduced because less energy is available for data. In this paper, a closed-form optimal power allocation (OPA) is proposed for SM by balancing the power consumption of pilot and data symbols. Simulation results validate the optimization accuracy and show that OPA can significantly improve the BER performance of SM when compared to EPA.

The remainder of this paper is organized as follows. Section II describes the system model, including the SM structure, the channel model and the channel estimator. In Section III, the optimization problem is formulated with respect to a constraint on the average power, and a closed-form solution is obtained. Section IV presents the simulation results. The paper is summarized in Section V.
II. SYSTEM MODEL

A. SM-MIMO

We consider a MIMO system operating with \( N_t \) transmit and \( N_r \) receive antennas. The number of bits per symbol is denoted as \( \eta_s \) and the sizes of spatial constellation and signal constellation points are \( N_t \) and \( M = 2^{\eta_t} / N_t \), respectively. At the transmitter, the bit-stream is divided into blocks of \( \eta_t \) bits. Afterwards, each block is split into two units of \( \log_2(\eta_t) \) and \( \log_2(M) \) bits. The first part activates one of the transmit antennas, and we denote the currently active antenna as \( l \). The second part chooses one symbol from the signal constellation diagram and the active antenna conveys this symbol that is denoted by \( s \).

The transmitted signal can be expressed by a vector \( \mathbf{x}_t = [x_1, \ldots, x_{N_t}]^T \), where the \( l \)-th element \( x_l = s \) and all other elements are zero. The fading coefficient of the channel between the \( l \)-th transmit antenna and the \( r \)-th receive antenna is denoted by \( h_{l,r} \). The channel is assumed to be identical and independently distributed Rayleigh fading, i.e., \( h_{l,r} \sim \mathcal{CN}(0,1) \). The received signal at the \( r \)-th receive antenna is given by:

\[
y_r = h_{l,r} s + w_r,
\]

where \( w_r \) is a sample of complex additive white Gaussian noise and the power spectrum density is denoted as \( N_0 \). Across the receive antennas, the noise components are statistically independent. We define the SNR of data by \( \gamma_t = E_s / N_0 \), where \( E_s \) is the average energy per data symbol. The estimated CSI is denoted as \( \hat{h}_{l,r} \), and is used to decode the transmitted symbol by joint maximum likelihood detection [6]:

\[
(i_1, i_2) = \arg \min_{i_1, i_2} \sum_{r=1}^{N_r} \| \hat{h}_{i_1, i_2} \|^2 - 2R\{y_{i_1, i_2}, \hat{h}_{i_1, i_2} \},
\]

where \( R(\cdot) \) is an operator to extract the real part of a complex number.

B. Channel Estimation

Fig. 1 illustrates the pilot structure of SM with four transmit antennas. As can be seen, the antennas are activated sequentially to send the pilot signal. The time interval between two adjacent pilot signals for one antenna is defined by the CE period. During a single estimation period, the number of pilot symbols allocated to each antenna is defined by the pilot sequence length \( N_p \). Correspondingly, \( N_t \times N_p \) symbol periods are required to fully estimate the channel. Additionally, the pilot ratio is expressed by \( \eta \) and it is defined as the ratio between \( N_t \times N_p \) and the total number of symbols transmitted during one CE period. The least square (LS) estimator is considered, and the estimate of \( h_{l,r} \) is therefore given by:

\[
\hat{h}_{l,r} = \arg \min_{h} \sum_{n=1}^{N_p} \| y_r(n) - h d_P(n) \|^2 = 1 / N_p \sum_{n=1}^{N_p} \frac{y_r(n)}{\bar{p}_r(n)},
\]

where \( p_r(n) \) denotes the \( n \)-th pilot symbol sent from the \( l \)-th transmit antenna. The SNR of pilots is defined by \( \gamma_p = E_p / N_0 \), where \( E_p \) represents the energy per pilot symbol. The estimation error is denoted as \( \epsilon_{l,r} \) and is computed as follows:

\[
\epsilon_{l,r} = \hat{h}_{l,r} - h_{l,r} = -\frac{1}{N_p} \sum_{n=1}^{N_p} w_r(n) \bar{p}_r(n) \quad \text{(4)}
\]

Since the pilot signal is deterministic, \( \epsilon_{l,r} \) actually is a weighted average of noise samples \( w_r(n), n = 1, \ldots, N_p \). As a result, \( \epsilon_{l,r} \) is also a complex Gaussian distributed random variable (c.v.), i.e., \( \epsilon_{l,r} \sim \mathcal{CN}(0, \sigma^2_\epsilon) \), where \( \sigma^2_\epsilon = 1 / (\gamma_p N_0) \) is the variance. This can readily be extended to other CE methods by replacing the variance by \( 1 / (\gamma_p N_0 N) \), where \( N \) depends on the chosen estimation approach [7].

III. OPTIMAL POWER ALLOCATION

A. Optimization Problem

In [5], an upper bound of the average bit error probability (ABEP) is derived for SM with practical channel estimates. By trading off \( E_p \) with \( E_s \), our aim is to minimize the ABEP for a given power budget at the transmitter. We denote the total average energy consumption per symbol period as \( E_s \), and the average SNR is defined by \( \gamma_0 = E_s / N_0 \). Thus, the optimization problem can be formulated by:

\[
(E_p^1, E_s^1) = \arg \min_{(E_p, E_s)} \text{ABEP}(E_p, E_s),
\]

subject to:

\[
\eta E_p + (1 - \eta) E_s = E_s \quad \text{(5)}
\]

where \( (E_p^1, E_s^1) \) denote the optimum points for \( (E_p, E_s) \) that solve the constrained minimization problem in (5). However, the expression for ABEP in [5] is not closed-form, and hence is not applicable for obtaining a closed-form solution. Alternatively, we focus on the pair-wise error probability (PEP) of SM that is given by [8, Eq. (12)].
PEP_\text{SM}(s_{i} \rightarrow s_{l}) = \frac{1}{4} \int_{0}^{\pi/2} \left( 1 + \frac{E_{\text{a}}}{\sigma_{\text{a}}^{2}} \times \frac{E_{s}}{\sqrt{\eta N_{f} (1 + \sigma_{l}^{2}) + E_{s} \sigma_{l}^{2}}} \right)^{-N_{f}} d\theta , \tag{6}

\text{where } s_{i}, s_{l} \text{ respectively denote the transmitted and detected signal, and:}

\eta(t) = \begin{cases} 
2, & \text{if } t \neq l \\
|s - s'|^{2}, & \text{if } t = l
\end{cases} \tag{7}

The PEP of SM assuming P-CSI is calculated by [2]:

PEP_{\text{SM}}(s_{i} \rightarrow s_{l}) = \frac{1}{4} \int_{0}^{\pi/2} \left( 1 + \eta(t) \gamma_{a} \right)^{-N_{f}} d\theta \quad \tag{8}

Comparing (6) with (8), it is straightforward to infer that the only difference between these two cases is that \gamma_{a} is replaced by \gamma_{a} where:

\gamma_{a} = \frac{E_{s}}{\sqrt{\eta N_{f} (1 + \sigma_{l}^{2}) + E_{s} \sigma_{l}^{2}}} \tag{9}

Note that \gamma_{a} is a function with respect to both \gamma_{a} and \gamma_{a}. The objective is thus simplified to the maximization of \gamma_{a} and this can be formulated as follows:

\begin{align*}
(E_{s}^{*}, E_{a}^{*}) &= \arg \max_{(E_{s}, E_{a})} \gamma_{a}(E_{s}, E_{a}) \\
\text{subject to:} & \quad \eta E_{a} + (1 - \eta) E_{s} = E_{a}
\end{align*} \tag{10}

B. Closed-form OPA Solution

Since the above problem is subject to equality constraints, the Lagrange multiplier maximization method [8] can be used. The corresponding Lagrangian function is written as:

\Lambda(E_{s}, E_{a}, \lambda) = \gamma_{a}(E_{s}, E_{a}) + \lambda (\eta E_{a} + (1 - \eta) E_{s} - E_{a}), \tag{11}

where \lambda is the Lagrange multiplier. In order to achieve the maximum of the Lagrangian function, stationary points can be obtained by solving the following system of equations:

\begin{align*}
\frac{\partial \Lambda}{\partial E_{s}^{*}} &= 0 \\
\frac{\partial \Lambda}{\partial E_{a}^{*}} &= 0 \\
\frac{\partial \Lambda}{\partial \lambda^{*}} &= 0
\end{align*} \tag{12}

where \lambda^{*} is the Lagrange multiplier associated to the stationary point \( (E_{s}^{*}, E_{a}^{*}) \). After solving (12), the stationary points of \( E_{a}^{*} \) are given by:

\begin{align*}
E_{a}^{*} &= \frac{-f(\gamma_{a}) \pm \sqrt{f^{2}(\gamma_{a}) + \frac{g}{\eta} f(\gamma_{a})}}{g}, \tag{13}
\end{align*}

where

f(\gamma_{a}) = 1 + \frac{1 - \eta}{\gamma_{a}} \tag{14a}

g = (1 - \eta) N_{p} - \eta \tag{14b}

Note that \( f(\gamma_{a}) \) is always positive, and \( g \geq 1 - 20 \) because \( N_{p} \geq 1 \). In practice, the pilot ratio is usually less than 10% [9]. Therefore, the parameter \( g \) is also positive. Consequently, \( E_{a}^{*} \) is positive whereas \( E_{s}^{*} \) is negative. However, energy is non-negative and, thus, \( E_{s}^{*} \) is the only possible stationary point. The second derivative of \( \Lambda \) with respect to \( E_{a} \) is calculated by:

\begin{align*}
\frac{\partial^{2} \Lambda}{\partial E_{a}^{2}} &= -2N_{p} E_{a}^{2} E_{a}^{2} \\
&\quad \times \frac{f^{2}(\gamma_{a}) + g f(\gamma_{a})}{(g E_{a} + f(\gamma_{a}) E_{a})}
\end{align*} \tag{15}

Substituting (13) into (15) gives:

\begin{align*}
\frac{\partial^{2} \Lambda}{\partial E_{a}^{2}} \Big|_{E_{a}=E_{a}^{*}} &= -2N_{p} E_{a}^{2} E_{a}^{2} \left( \frac{f^{2}(\gamma_{a}) + g f(\gamma_{a})}{(g E_{a} + f(\gamma_{a}) E_{a})} \right)^{-1}
\end{align*} \tag{16}

It is worth noting that the right side of the above equation is negative. Based on the second derivative, it can be shown that \( (\gamma_{a}^{*}, E_{a}^{*}) \) is the only maximum point of the constrained optimization problem in (10). The optimal choice for \( E_{a}^{*} \) is hence given by:

\begin{align*}
E_{a}^{*} &= \frac{f^{2}(\gamma_{a}) + \frac{1 - \eta}{\eta} (1 - \eta N_{p} - 1) f(\gamma_{a}) - f(\gamma_{a})}{(1 - \eta N_{p} - \eta)}
\end{align*} \tag{17}

C. Simplified Solution assuming a high SNR

With the assumption of a high average SNR, i.e., \( \gamma_{a} \gg 1 \), (14a) can be approximated to:

\begin{align*}
f(\gamma_{a}) &\approx 1 \tag{18}
\end{align*}

Substituting (18) into (17), we have:

\begin{align*}
E_{a}^{*} &= \left( \frac{1 - \eta}{\eta} \right) N_{p} - E_{a}
\end{align*} \tag{19}

It can be observed that in this case the ratio between \( E_{a}^{*} \) and \( E_{a} \) only depends on the pilot sequence length \( N_{p} \) and the pilot ratio \( \eta \). Fig. 2 plots the OPA against \( N_{p} \) and \( \eta \) and compares the result with EPA. As can be seen, when \( \eta N_{p} \) is larger than one, the optimum power for pilots is slightly below the average power. However, more power is required for pilots while \( \eta N_{p} < 1 \). Furthermore, the equivalent SNR of SM using OPA can be computed by substituting (19) into (9):

\begin{align*}
\gamma_{a} &= \gamma_{a} \left( \frac{\sqrt{N_{p}}}{\sqrt{(1 - \eta) N_{p}} - \sqrt{\eta}} \right)^{2}
\end{align*} \tag{20}
IV. SIMULATION RESULTS

In this section, the proposed OPA method is evaluated by Monte Carlo simulations. The simulation is implemented for two purposes: i) to validate the accuracy of the optimization solutions; ii) to compare the BER performance of OPA with the cases of EPA and P-CSI. Furthermore, the energy efficiency of OPA is presented and it is compared with EPA. In all simulations, the number of receive antennas is assumed to be two, while the number of transmit antennas is varied.

A. Optimization Accuracy

Assume $N_t = 4$ as an example, Fig. 3 shows the BER performance of SM as a function of $E_p/E_n$. A number of pilot ratios are considered, and $N_p$ is also varied to validate for a broad range of scenarios. In case for the $(\eta, N_p)$, the respective OPA solution is marked by red dots.

As can be seen from Fig. 3, the optimization approach achieves the minimum value for each BER curve. Furthermore, the optimal $E_p/E_n$ varies along with the pilot ratio. In general and as expected, it can be found that it is better to allocate more power to the pilot signal when the pilot ratio is decreased. For $\eta = 5\%$, the optimum $E_p/E_n$ approaches one. This is equivalent to the EPA method. However, this value is increased to 4.99 when the pilot ratio reduces to 2%. As $\eta$ is further decreased to 1%, the best $E_p/E_n$ results in 9.13. The reason for this trend is that a low pilot ratio results in a poor CE accuracy and this impairs the BER performance more significantly than reducing the power for the data symbols. In this situation, it is beneficial to increase the pilot power so that the CE accuracy can be improved. In contrast, more power should be allocated to data symbols when the channel estimation produces more accurate results.

B. BER Performance

In this section, the BER performance of OPA is presented against the average SNR for $N_t = 2$ and $N_t = 4$, respectively. The CE period is fixed in order to offer a fair comparison.

Therefore, when the number of transmit antennas increases from two to four, the pilot sequence length is shortened to be a half. Additionally, the cases of P-CSI as well as EPA are taken into account as benchmarks.

Fig. 4(a) shows the BER performance of SM with two transmit antennas. The following outcomes are observed. Firstly, compared to EPA, the performance of OPA is much closer to the case of P-CSI with a gap of less than 0.8 dB. Secondly, the BER performance of EPA degrades rapidly when the pilot ratio is decreased. In contrast, OPA provides a fairly stable performance. For example, the BER performance of OPA for $\eta = 1\%$ is only 0.3 dB less than for $\eta = 5\%$. In contrast, EPA results in a loss of more than 1 dB. This is because OPA decreases the impact of the pilot ratio by trading off the power allocated to pilots and data symbols. Therefore, OPA significantly outperforms EPA for a low pilot ratio.

When the number of transmit antennas is increased to four, the BER performance of SM is shown in Fig. 4(b). Compared to the case of $N_t = 2$, the gap between EPA and P-CSI becomes even larger. Assume $\eta = 1\%$ for example, EPA requires 3.2 dB more SNR than P-CSI. However this loss is only 1.6 dB when two transmit antennas are applied. The reason for this is that the pilot sequence length is reduced, resulting in a less accurate CE. However, by adjusting the power of the pilot signal, the BER performance of OPA can still be tightly close to the case of P-CSI. To achieve the same BER target at $\eta = 1\%$, the gap between OPA and P-CSI is only about 0.7 dB. This is basically the same as in the case of $N_t = 2$.

C. Energy Efficiency

Throughput is another important measurement that defines the successfully transmitted data. Motivated by this, we evaluate the energy efficiency of the throughput for the proposed method. The path loss is assumed to be 100 dB without consideration of shadow fading [10].

Fig. 5 shows the throughput per unit energy for various pilot ratios. As can be seen, when increasing the pilot ratio,
the energy efficiency is high for $\eta = 5\%$, but subsequently decays when $\eta$ further increases. This trend signifies the trade-off between the CE accuracy and the SNR for data symbols. Furthermore, compared to EPA, OPA obtains an energy saving of up to 72% when $N_t = 4$ and $\eta = 1\%$. Moreover, at a low pilot ratio, the energy efficiency of EPA decreases with an increasing $N_t$. As can be seen, when using $N_t = 4$ at $\eta = 1\%$, the throughput of EPA-based SM is 6% less than for $N_t = 2$. The pilot sequence length is a product of $\eta$ and $17N_t$, and therefore is quite small for a low $\eta$ and a large $N_t$. As a result, the CE performance becomes very poor if the power for pilots is constant. In contrast to EPA, OPA achieves a higher energy efficiency when using a larger number of transmit antennas.

V. CONCLUSION

In this paper, we propose a closed-form optimal power allocation for pilots in SM. The optimization result is only related to the pilot ratio and the pilot sequence length, regardless of the number of transmit antennas used. Simulation results validate the accuracy of the optimization approach.

Furthermore, the BER performance of OPA is close to the case of P-CSI for various pilot ratios with a gap of less than 0.8 dB. When compared to EPA, OPA achieves a higher energy efficiency when the number of transmit antennas increases. The demonstrated performance shows that OPA-based SM is a more robust scheme especially when a large number of transmit antennas are used.
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Abstract—Spatial modulation (SM) is a unique single-stream Multiple-Input Multiple-Output (MIMO) transmission technique. Unlike conventional MIMO schemes, SM activates a single transmit antenna at any time instance, and therefore completely avoids inter-channel interference in single user scenarios. When considering multiple users, precoding techniques can be applied to realise multi-user SM (MU-SM) and coordinate multi-user interference. The transmit antennas in MU-SM are divided into groups, and each group is dedicated to one user. This means that the management and selection of antennas are crucial with respect to capacity in MU-SM. Therefore, we propose a novel multiple access method in this paper, named spatial modulation multiple access (SMMA). Unlike in MU-SM where a fixed antenna arrangement is used, the concept of SMMA is to adaptively allocate the transmit antennas to multiple users. Results show that SMMA obtains a signal-to-noise ratio (SNR) gain of up to 6 dB over MU-SM. More importantly, the performance of SMMA degrades insignificantly as the number of users increases.
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I. INTRODUCTION

Spatial modulation (SM) is a relatively new Multiple-Input Multiple-Output (MIMO) transmission technique [1]–[3], in which antenna positions are exploited to carry information bits. In contrast with traditional MIMO systems, SM activates a single transmit antenna at any time instance. As a result, inter-channel interference is completely avoided in SM for single user scenarios. Also, SM exhibits a significant saving in quiescent power at the power amplifier stage, because it requires only one radio-frequency (RF) chain regardless of the number of antennas used. With the assumption of a single user, recent studies show that SM offers a better performance than many state-of-the-art MIMO schemes, while achieving a low-complexity implementation [4], [5].

However, multiple access is essential and significant in practical communication systems. In order to realise multiple access for MIMO schemes, space-division multiple access (SDMA) techniques are developed, where users are multiplexed in the same time-frequency slot [6]–[8]. In [6], dirty paper coding (DPC) and precoding techniques are summarised with the purpose of eliminating or minimising multi-user interference (MU). Despite of DPC can achieve the full sum capacity, it is difficult to implement in practice due to the high computational complexity. Unlike DPC, precoding methods, such as block diagonalisation, are simple and straightforward for MU cancellation [7]. In addition, the opportunistic SDMA (OSDMA) was proposed in [8], which enables each user to report the best beam and its signal-to-interference-plus-noise ratio (SINR) to the base station. Based on the received SINR, the base station then schedules transmissions to multiple users.

So far, the study of SDMA has focused on multi-stream MIMO, and only a few investigations have been conducted with respect to multi-user SM (MU-SM). In [9], a precoding method is proposed to coordinate MU when multiple users are involved in SM systems. However, [9] has two limitations: i) the antenna allocation to different users is fixed, and ii) only one receive antenna is allowed at each user end. To the best of the authors’ knowledge, an adaptive management and selection of antennas for MU-SM has not been studied before.

In this paper, we propose a novel multiple access scheme, named spatial modulation multiple access (SMMA). The concept of SMMA is to adaptively allocate transmit antennas to different users. By exploiting the antenna diversity, SMMA realises the improvement of capacity in MU-SM. Another important advantage of SMMA is the availability of multiple receive antennas. Results show that SMMA offers a significant signal-to-noise ratio (SNR) gain against MU-SM. In addition, SMMA outperforms MU-SM greatly for a larger number of users. Moreover, the performance of SMMA increases as the number of receive antennas increases, while the performance of MU-SM is confined by a single receive antenna.

The remainder of this paper is organised as follows. The working principles of both SM and MU-SM are described in Section II. The proposed SMMA is introduced in Section III. Section IV presents the simulation results. The paper is summarized in Section V.

II. SYSTEM MODEL

In this study, we consider the downlink in single-cell scenarios. The base station (BS) simultaneously serves $N_u$ users assuming equal bandwidth per user. The total number of transmit antennas at the BS is denoted by $N_{tr}$, while the number of receive antennas for each mobile user is $N_r$. The transmit antennas are divided into $N_u$ groups, and each group
contains $N_t = N_{\text{ant}}/N_u$ antennas. For each user, a $N_t \times N_r$ MIMO system is applied.

A. SM for a Single User

In Fig. 1, information bits are carried by two constellation diagrams. The size of the spatial constellation diagram is $N_s$, and the size of the signal constellation diagram is denoted by $M$. The bit-stream is divided into blocks of $\eta_s$ bits, where $\eta_s = \log_2 (N_sM)$ is the number of bits per symbol. Each block is then split into two units of $\log_2(N_s)$ and $\log_2(M)$ bits. The first part activates one of the transmit antennas, and the currently active antenna is denoted by $l$. The second part determines one symbol from the signal constellation diagram, and the active antenna conveys this symbol, which is denoted by $s$.

The fading coefficient of the channel between the $t$-th transmit antenna and the $r$-th receive antenna is denoted by $h_{t,r}$. In this paper, a quasistatic Rayleigh fading channel is assumed, without the consideration of path loss or shadow fading, i.e., $h_{t,r} \sim \mathcal{CN}(0,1)$. The received signal at the $r$-th receive antenna is given by:

$$y_r = h_{t,r} s + w_r,$$

where $w_r$ is a sample of complex Additive White Gaussian Noise (AWGN). Across the receive antennas, the noise components are statistically independent. The transmitted symbol is decoded by joint maximum likelihood (ML) detection [10] as follows:

$$\hat{l}, \hat{s} = \arg \min_{l,s} \sum_{r=1}^{N_s} \| y_r - h_{t,r} s \|^2,$$

where $\hat{l}$ and $\hat{s}$ denote the decoding results of $l$ and $s$, respectively.

B. Multi-user SM

In order to eliminate the interference between the co-channel users, the precoding method in [9] is applied, where perfect channel state information is assumed at both the transmitter and the receiver. The precoding mask is defined as a vector for shaping the signal before it is sent out. We denote the precoding mask by $P = \begin{bmatrix} p_1, p_2, \ldots, p_{N_s} \end{bmatrix}^T$, where $p_k$ is the element for user $k$. The transmitted signal for each user is the product of the chosen symbol and the corresponding element in the precoding mask, which is denoted by $\hat{s}_k = s_k p_k$. In addition, $h_{t,k, r_k}$ represents the channel from the active antenna of user $k$ to the receive antenna of user $j$. The received signal for user $k$ is then written as:

$$y_{r_k} = \sum_{j=1}^{N_u} h_{t_k, r_k} s_j + w_{r_k}$$

Substituting $\hat{s}_k = s_k p_k$ into (3), we have:

$$y_{r_k} = \frac{\sum_{j=1}^{N_u} h_{t_k, r_k} s_j}{N_u} + w_{r_k}$$

In order to eliminate multi-user interference, term $B$ must equal term $A$ for all users. The effective channel-modulation matrix is defined as:

$$H_{\text{eff}} = \begin{bmatrix}
    h_{t_1, r_1} s_1 & h_{t_2, r_2} s_2 & \cdots & h_{t_N, r_N} s_N \\
    h_{t_1, r_1} s_1 & h_{t_2, r_2} s_2 & \cdots & h_{t_N, r_N} s_N \\
    \vdots & \vdots & \ddots & \vdots \\
    h_{t_1, r_1} s_1 & h_{t_2, r_2} s_2 & \cdots & h_{t_N, r_N} s_N
\end{bmatrix}$$

and the required signals of all users form a vector as follows:

$$H_{\text{req}} = \begin{bmatrix}
    h_{t_1, r_1} s_1 \\
    h_{t_1, r_1} s_2 \\
    \vdots \\
    h_{t_N, r_N} s_N
\end{bmatrix}$$

Equalizing $A$ and $B$ for all users is equivalent to:

$$H_{\text{eff}} P = H_{\text{req}}$$

Note that $H_{\text{req}}$ is the diagonal of the matrix $H_{\text{eff}}$. Therefore, the precoding mask is obtained by:

$$P = (H_{\text{eff}})^{-1} \text{diag}(H_{\text{eff}}),$$

where $\text{diag}(\cdot)$ extracts the diagonal of a matrix.

At the receiver of each user, the decoding process is the same as that in SM for a single user. Note that due to a single active antenna of SM, the above precoding method is available for a single receive antenna only.

III. SPATIAL MODULATION MULTIPLE ACCESS

In MU-SM, the transmit antennas are allocated to multiple users in a fixed way, and therefore it does not take full advantage of antenna diversity. In order to improve the capacity in MU-SM, we propose an adaptive method to allocate the antennas. Fig. 2 shows the block diagram of SMMA for an example of two users. At the transmitter, the antennas are divided into $N_u$ groups, and each group belongs to a
single user. Meanwhile, one of the receive antennas is chosen at each user end. In SMMA, the selection of the transmit antennas and the receive antennas are jointly implemented in order to maximise the capacity. After allocating the antennas, precoding is applied in the same way as that in MU-SM.

The ratio of the power of received signal to the noise power is defined as received SNR. For the channel from the \( t \)-th transmit antenna to the \( r \)-th receive antenna of user \( k \), the received SNR is denoted by \( \Gamma_{t,r_k} \). Firstly, the scenario of a single receive antenna is considered at each user end. In order to maximise the channel capacity, the transmit antennas resulting in the largest SNR values would be chosen for each of the users. However, one transmit antenna could be the best candidate for several users at the same time. In order to avoid a certain user from being assigned all strong antenna candidates, the antenna selection is implemented sequentially among the users, and each user selects one antenna at a time. This round-robin antenna selection heuristic does not guarantee optimality, but introduces a level of fairness.

When there are \( N_r \) receive antennas at each user, there are \( (N_r)!^k \) possible combinations of choosing one antenna from each user. The above algorithm is implemented for each combination. Then the average received SNR, denoted by \( \overline{\Gamma} \), is calculated over all users, and the combination that maximises \( \overline{\Gamma} \) is selected. The index of the combination is denoted by \( \mathcal{I} \), and the set of all combinations is denoted by \( \mathcal{I} \). The set of \( \Gamma_{t,r_k} \) for all \( t \) and \( k \) in the \( \mathcal{I} \)-th combination is denoted by \( \mathcal{G}_n \). The detailed antenna allocation algorithm is as follows:

1) select the \( n \)-th combination of \( [r_1, \ldots, r_k, \ldots, r_{N_r}] \) from \( \mathcal{I} \), where \( n \) is initialized to be one;

2) the index of the antenna-selection round is denoted by \( \mathcal{F} \), which is initialized to be one. Set a vector \( f = 0 \), where \( f = [f_1, \ldots, f_k, \ldots, f_{N_k}] \) and \( f_k \) indicates whether user \( k \) has been allocated one transmit antenna in the current round;

3) select the strongest \( \Gamma_{t,r_k} \) in \( \mathcal{G}_n \), and the corresponding antenna and user are denoted by \( \hat{t} \) and \( \hat{k} \);

4) if \( f_k = 0 \), then allocate \( \hat{t} \) to user \( \hat{k} \), and set \( f_k = 1 \). Otherwise, ignore the chosen result and repeat 3;

5) remove all \( \Gamma_{t,r_k} \) related to \( \hat{t} \) from \( \mathcal{G}_n \). If \( f_k = 0 \) for any \( k \), repeat 3;

6) if \( \mathcal{F} < N_{\text{tot}} \), let \( \mathcal{F} = \mathcal{F} + 1 \) and repeat 2;

7) compute \( \mathcal{G}_n \) for the \( n \)-th combination;

8) let \( n = n + 1 \) and repeat 1. After going through all combinations, select the one of the largest \( \overline{\Gamma} \).

IV. SIMULATION RESULTS

In this section, Monte Carlo simulations are conducted to validate the proposed scheme. The performance of SMMA is compared with MU-SM of a random antenna allocation. The comparison is conducted using two metrics: the outage probability and the bit error ratio (BER). In addition, we investigate the effects of the number of users and the number of antennas on the BER performance of SMMA. Furthermore, the energy efficiency in terms of the energy consumption per bit is evaluated for the proposed method. In all simulations, \( \eta_0 \) is assumed to be 4 bits/Hz for each user, and Quadrature Amplitude Modulation (QAM) is used for the signal constellation diagram.

A. Outage Probability

Firstly, we study the outage probability for both SMMA and MU-SM, which is defined as the probability that the received SNR is below a certain target. The total number of transmit antennas is assumed to be 16, and different user numbers of 4 and 8 are considered. The Cumulative Distribution Function (CDF) of the received SNR is shown in Fig. 3, where the SNR at the transmitter is fixed to be 20 dB [11]. As shown, SMMA achieves a much lower outage probability than MU-SM. To achieve a received SNR of 10 dB, the outage probabilities of MU-SM are 9% and 24% for 4 and 8 users, respectively. In contrast, the outage probabilities of SMMA are 2.1% and
3.3%. When the SNR target increases to 15 dB, the outage probability of MU-SM increases to 26% in the case of four users. Meanwhile, the outage probability of SMMA remains below 4%.

B. Bit Error Ratio

Secondly, the BER performance is compared between SMMA and MU-SM for different $N_{tot}$, $N_u$, and $N_r$. As noted, MU-SM is available for a single receive antenna only. To ensure a fair comparison, the number of receive antennas is considered to be one for SMMA, except when studying its effect. In addition, convolutional coding with a code rate of 3/4 is applied.

1) Effect of the Number of Total Transmit Antennas: Fig. 4 shows the BER performance of SMMA with different numbers of the total transmit antennas, where the user number is fixed to be two. As shown, for various $N_{tot}$, SMMA always offers a better performance than MU-SM. Taking $N_{tot} = 4$ as an example, SMMA obtains an SNR gain of 2.7 dB against MU-SM to achieve a BER of $1 \times 10^{-3}$. When $N_{tot}$ increases, the performance of MU-SM increases at first and then decreases, which fits the trend of SM for a single user [12]. In contrast, the BER performance of SMMA keeps increasing with an increase of $N_{tot}$. The reason is that the number of candidate antennas for each user increases when more transmit antennas are involved. Therefore, the users are more likely to be allocated a set of antennas that result in a high SNR.

2) Effect of the Number of Users: Fig. 5 presents the BER performance of SMMA for different user numbers, where the total number of transmit antennas is assumed to be 16. The following outcomes are observed: i) SMMA outperforms MU-SM for various user numbers; ii) for a larger number of users, the BER performance degrades for both SMMA and MU-SM. However, the performance of MU-SM reduces more dramatically than SMMA, especially when the number of users increases from 4 to 8. The reason for this trend is that when more users are involved, each user has more opportunities to obtain a strong antenna. As a result, SMMA outperforms MU-SM more significantly for a larger $N_u$. Taking $N_u = 4$ and $N_u = 8$ for example, compared with MU-SM, SMMA obtains SNR gains of 3.2 dB and 6 dB, respectively.

3) Effect of the Number of Receive Antennas: When SMMA employs multiple receive antennas, the corresponding BER performance is shown in Fig. 6, where the total number of transmit antennas is 16 and the number of users is fixed to be 8. As can be seen, the performance of SMMA increases as the number of receive antennas increases, while the performance of MU-SM is confined by a single receive antenna. For two receive antennas, SMMA obtains an SNR gain of 7.2 dB in comparison with MU-SM. When four receive antennas are used, the SNR gap between SMMA and MU-SM is further increased to 8 dB. Therefore, compared with MU-SM, SMMA
users. Then precoding techniques are used to eliminate the interference between users. SMMA is available for multiple receive antennas at each user end, whereas MU-SM is only suitable for a single receive antenna. Simulation results show that SMMA significantly improves the BER performance of MU-SM systems. In comparison with MU-SM, SMMA achieves an SNR gain of up to 8 dB. When the number of users increases, the performance degradation of SMMA is much smaller than that of MU-SM. Furthermore, the BER performance of SMMA is improved when more receive antennas are used. All these merits make SMMA a promising multiple access method for multi-user MIMO systems. Future research will consider allocating a different number of transmit antennas to different users in SMMA.
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