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Abstract

Modern day hardware platforms are parallel and diverse, ranging from mobiles to data centers. Mainstream parallel applications execute in the same system competing for resources. This resource contention may lead to a drastic degradation in a program’s performance. In addition, the execution environment composed of workloads and hardware resources, is dynamic and unpredictable. Efficient matching of program parallelism to machine parallelism under uncertainty is hard. The mapping policies that determine the optimal allocation of work to threads should anticipate these variations.

This thesis proposes solutions to the mapping of parallel programs in dynamic environments. It employs predictive modelling techniques to determine the best degree of parallelism. Firstly, this thesis proposes a machine learning-based model to determine the optimal thread number for a target program co-executing with varying workloads. For this purpose, this offline trained model uses static code features and dynamic runtime information as input.

Next, this thesis proposes a novel solution to monitor the proposed offline model and adjust its decisions in response to the environment changes. It develops a second predictive model for determining how the future environment should be, if the current thread prediction was optimal. Depending on how close this prediction was to the actual environment, the predicted thread numbers are adjusted.

Furthermore, considering the multitude of potential execution scenarios where no single policy is best suited in all cases, this work proposes an approach based on the idea of mixture of experts. It considers a number of offline experts or mapping policies, each specialized for a given scenario, and learns online the best expert that is optimal for the current execution. When evaluated on highly dynamic executions, these solutions are proven to surpass default, state-of-art adaptive and analytic approaches.
Lay Summary

Modern computing landscape spans a wide variety of devices ranging from hand-held mobile devices to cloud and data centers. These systems are more powerful and hence the applications run faster owing to the presence of more number of processing units. However, it is just not up to the hardware to improve programs. The software used in these applications should be able to leverage the massive powerful hardware resources to the maximum extent possible. On the other hand, a wide variety of programs such as graphic-intensive games, high performance computing, web-search, etc. execute on these parallel systems apart from day-to-day software applications. The resource requirements vary with the nature of the programs and desired goals. For example, a web search using Google is expected to return the results instantly. Batch processing jobs are expected to process maximum records in a given time duration. Moreover, the entire computing platform is prone to dynamic changes that may negatively affect the programs. When many applications try to execute at the same time in the same system, it usually results in a contention for system resources. The programs are able to execute fast only if this contention is minimized.

This thesis aims to determine how many resources such as processing units are required for any parallel application so that it is able to use the hardware to its best potential and execute faster. There is no straightforward technique to determine this value. This work uses approaches based on machine learning where a model observes what applications are executing in the system along with the platform specific details and then determines the best resource requirements for the application.
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Chapter 1

Introduction

Multicore-based parallel systems now dominate the computing landscape from handheld mobile devices to cloud and data centers. A wide variety of programs such as graphic-intensive games, high performance computing, web-search, etc. execute on these parallel systems. The resource requirements vary with the nature of the programs and desired goals. However, one common characteristic across the wide spectrum of programs is often parallelism. Efficient matching of program parallelism to machine parallelism is critical. Over-provisioning the parallel work with excessive threads has a potential pitfall, in that the threads may have to spend a long time in wait queues to acquire the required resources. Under-provisioning may lead to poor system utilization as resources may be left idle with no thread actively using them. Hence, any mapping policy should try to avoid either of these, by determining the best thread number.

Real world systems are highly dynamic and unpredictable. These are often shared amongst programs competing for system resources. The dynamic parameters include program input data, hardware, software, external workloads, network contention, etc. For example, Figure 1.1 shows the workload behaviour in a real world high performance computing system [ECDF], where wide-variety of programs compete for system resources. In such dynamic conditions the complexity of mapping increases. Even if exclusive resources are allocated, effective system utilization is often compromised. Hence, to utilize the system most effectively, programs need to be co-located. The bottleneck here is an intense pressure for the system resources. This complexity is compounded by frequent changes in the system load due to dynamic workloads.

Dynamic allocation or mapping of parallel work to hardware is an extensively studied area where the policies can roughly be categorised as offline or online. Offline ap-
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Figure 1.1: Highly dynamic system activity observed in a live system, showing number of threads vs. time.

Approaches try to exploit as much prior knowledge about the system ahead of time as possible. Most compiler approaches fall into this category where program structure and machine characteristics are analysed to determine the best mapping of the program. Robust compiler technology to exploit the potential of multi-cores is still lacking despite the significant research contributions in the areas of automatic parallelization, mapping, scheduling and memory hierarchy optimization. The strength of the offline approaches is that a considerable effort can be expended into making a decision as this has no runtime overhead. However, they also typically make simplifying assumptions about resource availability and external workloads, often assuming a static and isolated environment. Thus, while these techniques are often program specific, they are often fragile in the presence of change.

Online approaches developed mostly as pure runtime systems, directly tackle this problem. They typically monitor the load on the system and adjust the mapping of the target program to fit the available resources. This often comes at the expense of not exploiting sufficient knowledge of a particular program to be mapped and hence using undifferentiated policies. Thus, while they are robust, they are often generic and may not deliver optimal performance compared with a program-specific approach.

**Predictive Modelling in Adaptive Mapping:** Machine learning techniques are promising in developing optimizing compilers and parallelism mapping. These encouraging outcomes highlight the use of machine learning models where there is no straightforward mapping mechanism. If the entire experimental set-up including the benchmarks, workloads, hardware along with optimal configurations, are known beforehand then mapping is relatively straightforward. However, in a realistic scenario,
the chances of having exhaustive knowledge of the execution environment \textit{a priori}, is highly unlikely. This makes the process of making the mapping decisions complex. Machine learning models are a good fit here, where a learnt model can easily be ported across different platforms and used by various unseen benchmark programs.

Manual mapping by expert programmers can result in effective implementations. However, this process is highly error-prone and expensive. There is also a lack of standard mechanisms to port such implementations to different hardware. Machine learning-based approaches, despite incurring an overhead in terms of offline training, approach the performance of manual tuning. Moreover, they are easily portable across multiple programs and hardware.

There are many tunable parameters that may influence a parallel program execution like thread placement policies, thread count, active or passive synchronization in the program, varying the frequencies of processors, etc. Optimal tuning of all these parameters is ideally the best approach for maximizing the mapping efficiency. The work in this thesis focuses on tuning one parameter, the degree of parallelism in terms of the number of software threads. The exact placement of these threads and scheduling mechanisms are left to the default operating system. This design choice is aimed at a higher level to OS scheduling which relieves the overhead in the scheduler in dealing with redundant threads which do not help in efficient program execution. However, optimizing the parallelism degree may be further combined with other parameters. For example, when the optimal number of threads is combined with affinity scheduling (see Section 6.6.7), the performance is improved further.

\section*{1.1 Problem}

As discussed above, there are several issues involved in efficient parallelism mapping. The problems addressed in this thesis are listed here.

\textbf{Issue 1: Parallelism mapping with co-executing workloads is non-trivial.}

Program co-execution results in intense contention for resources such as processors, memory, bandwidth etc. When multiple multi-threaded programs start executing, the total number of software threads is often greater than the number of hardware threads. This over-subscription of resources results in increased queue length as threads wait for resources, which significantly increases the execution time. As the workloads vary in nature, determining the ideal number of threads is non-trivial. Existing policies
assume isolated and static execution environments. During program execution, if the system is shared by varying workloads, these policies are highly unlikely to determine best mapping. Moreover, they exert pressure on external workloads, when trying to optimize a target program. This contention penalizes the workloads by assigning more resources to the target, with no due allocation to workloads. A simple heuristic to allocate free cores to the target after the workloads have been allocated appropriate number of cores was not optimal in at least one-third cases observed in a limited study.

An ideal approach should determine the best mapping in terms of optimal thread count when a program co-executes with varying workloads. It should consider the runtime state along with program characteristics, and adapt to changing circumstances.

**Issue 2: Low-cost runtime monitoring and adaptation is challenging.**

Mapping policies are efficient when the training set used to build the policy is similar to the actual execution environment. Such approaches depend critically on the coverage of the training set. However, if the online environment departs significantly from expectations, there is no way of identifying that the system state is now radically different. This change invalidates the policy that is out-of-date and incorrectly determines the mapping. There is no “system utilization gauge” to monitor its accuracy online. Furthermore, the program continues executing not realizing that the policy is wrong and no longer valid. This results in a loss of performance in a new environment. Building a new policy from scratch during program execution may not be effective. It depends on how quickly the policy can reach an acceptable state of accuracy.
What is required here is an approach to exploit an existing offline model with continuous monitoring of its performance. As seen from Figure 1.2, once a significant change in the system is detected, the mapping need to be adjusted accordingly.

**Issue 3: Lack of mapping methods that fit all scenarios.**
Approaches to determine the best thread selection, in general, are characterised by a one-size-fits-all assumption. Such policies employ a single model that match a program to its parallel environment. There are no accurate ways to examine if this policy fits the current execution setting. Also, there is no mechanism to detect at runtime if any other policy may be more efficient at mapping. Even policies that have tunable parameters are highly unlikely to map effectively for future computing systems. Another critical issue is the difficulty in updating or extending existing models. Including additional expertise requires expensive retraining of the policy in all environments, which is highly infeasible. Another hurdle is a lack of effective ways to detect, at runtime, if a mapping policy is good, as the environment might have changed. Evaluating all policies during program execution is prohibitively expensive.

Here, a desirable approach should consider a set of policies, each fine-tuned to a specific execution state. It needs to intelligently choose the best policy corresponding to the current scenario. It also should provide ways to gracefully add additional expertise with minimal overhead.

### 1.2 Contributions

This thesis presents solutions to address the problems mentioned above. It aims to optimize the execution time of target programs by efficient parallelism mapping, i.e. determining how many threads to allocate to each parallel loop of the target program. Predictive models based on machine learning techniques are at the heart of these solutions.

Firstly, this thesis presents a smart and adaptive approach for mapping programs co-executing with dynamic workloads. The proposed approach uses a lightweight model, 'thread-predictor', that predicts the ideal thread number. This greatly reduces the load in the system caused by multiple co-executing programs. This portable heuristic requires no additional retraining for new programs. It greatly improves program performance over state-of-art adaptive schemes when mapping a new program. An ad-
ditional advantage of using this approach is not penalizing the co-executing workloads. Chapter 4 explains this technique in detail.

Next, this work considers scenarios when the execution environment changes drastically at runtime. The thread-predictor model trained in a sub-space of exhaustive state-space may turn sub-optimal in a new environment. Here the proposed solution, CDMapp (Change Detection based Parallelism Mapping), employs predictive modelling again. It develops a second model ‘environment-predictor’, that predicts what the environment should look like assuming the thread-predictor was optimal. It then compares the predicted and actual environments at next decision stage, which serves as ‘change_detection’. This relative gap is used as the feedback to judge the quality of the thread-predictor and adjust the decisions i.e., new thread number, if necessary. This approach exploits existing offline model and adapts it online, and is discussed in Chapter 5.

Further, the next contribution is a novel approach to select the best mapping policy (expert) at runtime based on a “mixture of experts” approach. As no single policy is best suited for all dynamic environments, it is intuitive to collect a mixture of offline experts and, at runtime, use the expert that is most likely to be optimal in that instance. Any expert that is built with two mechanisms: thread-predictor and environment-predictor, can be included in the mixture, allowing for graceful inclusion of additional experts with no overhead. The expert selector uses the difference between the actual and predicted environments of each expert to choose the one that is most accurate. As these models are built with the same training data, the respective prediction accuracies are highly correlated. Chapter 6 presents this approach.

Finally, this thesis presents a detailed analysis of competitive co-scheduling using multiple mapping policies. It discusses in detail the impact of the program behaviour and the mapping policy on its execution. Exhaustive evaluations are performed on a per-program basis and shared-policy basis. Chapter 7 discusses this analysis and presents these findings.

1.3 Thesis Organisation

This thesis is organized into the following chapters.

Chapter 2 introduces the basics of multi-core systems and widely used parallel programming models. It then describes machine learning techniques and how they
are applied in parallelism mapping. Later it details a Markov decision process that can be used to describe mapping formally. Mixture of experts concepts are discussed later. This chapter ends with the evaluation techniques employed throughout this thesis.

Chapter 3 lists the literature related to several areas covered by this work. It discusses highly regarded prior research classified broadly into parallelism mapping under isolation, program co-scheduling and online adaptation.

Chapter 4 presents a predictive modelling-based approach for parallelism mapping. It shows how static code features can be used along with dynamic runtime features for optimal thread number prediction. The approach is then evaluated on different benchmark programs with highly dynamic co-executing workloads. This chapter is based on the work published in [Emani et al. 2013].

Chapter 5 presents CDMapp, a novel technique for exploiting offline models and adapting them online based on changing executing conditions. It exploits an offline thread-predictor and then employs a novel environment-predictor to measure the efficiency of the thread-predictor. It detects changes in the executing system and adjusts the mapping on-the-fly, if required. This approach is evaluated on a variety of parallel benchmark programs with dynamic workloads and hardware resources. This chapter is based on the work published in [Emani and O’Boyle 2014].

Chapter 6 describes an approach that selects the best expert from a mixture to suit the executing environment. Each expert is a specialized mapping policy that is best suited for certain environments. The mixture of experts approach learns the best expert based on how accurately each expert predicts the forthcoming environment online. It then uses the mapping policy of the selected expert. This chapter is based on the work published in [Emani and O’Boyle 2015].

Chapter 7 describes a detailed analysis of the impact of different scheduling policies on programs when the co-executing programs are self-adaptive. It analyzes the system state when each program adapts using its scheduling policy. It demonstrates that optimal mapping policies vary with the nature of the program and the execution scenarios.

Chapter 8 concludes this thesis with the main findings and a summary of contributions. It then discusses challenges and pitfalls of these solutions followed by a description of potential future work ideas.

Appendix A lists the selected benchmark programs used for evaluating the work in this thesis.
Chapter 2

Background

This chapter presents the necessary technical background for this work. It starts with an introduction to multi-core systems in Section 2.1. Next, different parallel programming models are discussed in Section 2.2, with an emphasis on OpenMP, that is primarily used in this thesis. Machine learning concepts and terminologies are presented in Section 2.3, followed by a description of Markov decision processes in Section 2.4 and Mixture of experts in Section 2.5. Later, the evaluation methodology is explained in Section 2.6. Section 2.7 summarizes this chapter.

2.1 Multi-core Systems

A multi-core processor is a single computing entity that is composed of multiple real processing units for enhanced performance. This is implemented by placing multiple cores in a single physical package. The cores may be tightly or loosely coupled based on design specifications. The advantage of multi-core systems lies primarily in the parallel execution of threads independently on multiple cores, which helps the applications run faster compared to a system with a single core.

In modern day computing systems, multi-cores have become an integral component. For example, they may consist of two cores (Intel Core 2 Duo, AMD Phenom II X2, Snapdragon 400), four cores (Intel core i5, i7, AMD Phenom II X4, Snapdragon 800) or the latest eight core Intel Core i7-5960x and Snapdragon 615. Two classes of memory types are: (a) shared, where all threads share common memory space that enables faster data exchanges and (b) distributed, in which each core has a small local memory where threads need to communicate with other processors.

Multicore systems are typically homogeneous or heterogeneous. Homogeneous
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(a) Homogeneous system

(b) Heterogeneous system

Figure 2.1: (a) Homogeneous multi-core with four identical cores (b) Heterogeneous multi-core with a mix of processors of different architectures.

**Homogeneous multi-cores:** These consist of multiple identical cores that have the same processing power, frequencies and cache sizes. The same instruction set is used across all cores. Since each core contains the same hardware these are easy to produce. A 4-core system with private $L_1$ caches and shared $L_2$ cache is shown in Figure 2.1(a).

**Heterogeneous multi-cores:** These contain multiple non-identical processors of different capabilities and architectures. Two types of heterogeneous cores are widely used: (i) multiple general purpose CPUs that differ in operating frequencies, computing capabilities and power efficiencies: for example, ARM’s big.LITTLE architecture (ii) a blend of general purpose and special purpose processors like Graphic Processing Units (GPUs). Such systems are more suited for applications that have different resource requirements during execution and those which contain sections of code that can execute more efficiently on the specialized cores. Figure 2.1(b) shows a heterogeneous system comprised of a mixture of general and specialized processors. The work in this thesis targets different homogeneous shared memory multi-core processors belonging to Intel Xeon family [Intel], however, this work makes no assumptions based on a specific type of multi-core architecture. That is, it may be replicated on alternate homogeneous multi-core platforms.

How the potential of multi-cores is realized depends primarily on the algorithm and its implementation. Embarrassingly parallel problems can achieve speedup factors equal to the number of cores assuming the problem is divided evenly enough to fit in the caches of each core. However, most applications need to be re-factored
2.2 Parallel Programming Models

Parallel programming allows computation to be carried out simultaneously, and in parallel, by using multi-threading. The computable tasks are split into multiple chunks, where each thread performs the computation on its assigned chunk of code, independent of others. Few widely used models are OpenMP [Dagum and Menon 1998], MPI [Pacheco 1996], Pthreads [Nichols et al. 1996] for shared and distributed memory systems, OpenCL [Stone et al. 2010] and CUDA [Nickolls et al. 2008] for heterogeneous many-core systems. Other models include Chapel [Chamberlain et al. 2007], StreamIt [Thies et al. 2002] and X10 [Charles et al. 2005].

The work presented throughout this thesis is implemented for C programs using OpenMP, which is one of the widely used parallel programming models. This model allows a finer control on how the parallel work is partitioned among parallel threads using simple constructs. This work could equally be applied to any parallel programming models which allow changes to thread numbers at runtime.

2.2.1 OpenMP

OpenMP [OpenMP] is a programming model that is widely used for data-parallel programs. This portable, scalable model provides programmers with an easy to use interface for building parallel applications.

More specifically, it is a collection of APIs that supports multi-platform shared memory multiprocessor programming. These APIs are available to use in C, C++ and Fortran programming languages. It consists of a set of compiler directives, libraries and environment variables. In C/C++, sections of code that are executed in parallel are declared using ‘#pragma’ directive. When the pragma ‘omp parallel’ is invoked a master thread with thread ID 0 forks additional slave threads to compute the work mentioned in the construct. These slave threads then run concurrently sharing the task and the runtime environment allocates these threads to different processors. When the par-
allelized code finishes executing, the slave threads join to the master thread which continues further until the end of the program.

For example, a parallel execution of independent iterations in a loop is declared as ‘#pragma omp for’ just before the loop header. It assigns a set of worker threads to execute these chunks of iterations in parallel. This is known as loop or data parallelism [Grama et al. 2003]. Listing 2.1 shows such an example.

OpenMP is composed of several constructs for thread creation, work-sharing, synchronization of threads, data environment management, user-level routines and environment variables. By default, each slave thread executes a parallelized code independently. By using several work-sharing constructs, a task can be divided amongst different threads which enables both data and task parallelism to be realized.

Assigning threads to processors is managed by the runtime system based on several factors such as CPU usage and machine load. The number of threads can also be assigned by environment variables or within the code. Environment variables are used to change the parameters of an OpenMP program at runtime such as the number of threads or controlling loop iterations. For example ‘OMP_NUM_THREADS’ is used to specify the number of threads for an application as shown in Listing 2.2. The number of threads can be assigned to each parallel section independent of others using a user-level routine ‘num_threads’. This is shown in Listing 2.3. Throughout this thesis, the thread number for any parallel loop is changed using this clause.

For a data parallel loop that is computed by a number of worker threads, there are four types of scheduling policies available in OpenMP:

- **Static**: The loop iterations are evenly divided into chunks according to the number of work threads. Each worker thread is assigned a separate chunk.

- **Cyclic**: Each of the loop iterations is assigned to a worker thread in a round-robin fashion.

- **Dynamic**: The loop iterations are divided into a number of chunks with a small size. Chunks are dynamically assigned to worker threads on a first-come, first-served basis as threads become available.

- **Guided**: The loop iterations are divided into chunks where the size of each successive chunk is exponentially decreasing until the default minimum chunk size, 1, is reached.
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```c
#include <omp.h>
 .......... 
#pragma omp parallel for
for (int i=0; i<1000; i++)
    C[i] = A[i] + B[i];

$ gcc -o omp_example -fopenmp omp_example.c 
$ ./omp_example
```

Listing 2.1: A data parallel loop with OpenMP pragma.

```c
#include <omp.h>
#pragma omp parallel for
for (int i=0; i<1000; i++)
    C[i] = A[i] + B[i];

$ gcc -o omp_example -fopenmp omp_example.c 
$ export OMP_NUM_THREADS=4 
$ ./omp_example
```

Listing 2.2: Use of environment variables to set thread number at runtime.

```c
#pragma omp parallel for num_threads(4)
for (int i=0; i<1000; i++)
    C[i] = A[i] + B[i];

$ gcc -o omp_example -fopenmp omp_example.c 
$ ./omp_example
```

Listing 2.3: Use of num_threads() to modify thread number for a parallel loop.

2.2.2 Pthreads

Pthreads [Nichols et al. 1996], [Lewis and Berg 1998] is a POSIX standard API for creating and manipulating threads. It consists of C-style types and procedures. Unlike processes that often are costly to create and manage, a thread can be created with less overhead by the operating system. Moreover, thread management requires fewer resources than process management. Multiple threads that constitute a process share the same address space and hence have effective inter-thread communication. This is a
low level API compared to OpenMP; hence it requires fine-grained thread management (create, join, fork).

### 2.2.3 OpenCL

Parallel programming on heterogeneous systems is facilitated by the Open Computing Language (OpenCL) [Stone et al. 2010]. It targets massive data parallelism that can be obtained on the graphical processing units (GPUs). OpenCL is a framework containing C-like functions called kernels. Here a program is comprised of a host and target code: the former dealing with input, output and data initialization, and handling the data transfers between main memory and GPU memory. The target code expressed in terms of kernels describes the data-parallel task to be executed on the GPU.

### 2.3 Machine Learning

Machine learning, [Mitchell 1997], [Bishop 2006], techniques give computing systems the ability to learn without the need of explicit programming. They are developed by learning models from input data sets obtained from training experiments.

Two major approaches to build machine learning models are (1) supervised learning, for labelled data and (b) unsupervised learning for unlabelled data. In this thesis, supervised learning is used for learning the models and hence, this approach is explained in detail.

#### 2.3.1 Supervised Learning

Supervised learning is a method of inferring a function from training data that is labelled. Each constituent item in the training data referred as a training example, consists of an input set of values and a preferred output predicted value. This is termed labelling, where the desired output is known for a given input data set. A supervised learning algorithm works on the examples in the training data. It analyzes the inputs and generates an inferred function. This function now can be used to correctly estimate the output value for a new unseen input instance.

Each training example is in the form of an ordered pair \((a,b)\) where \(a\) is a feature vector consisting of numerical values for each corresponding input feature. The task of
2.3. Machine Learning

This learning method is to generate a function $f$ to map input vectors to output values:

$$f : a \rightarrow b$$

This section describes the supervised learning techniques, artificial neural networks for classification and simple linear regression, used in this thesis.

**Artificial Neural Networks**

Artificial neural networks (ANNs) [Bishop 1995] inspired by biological learning systems provide a robust approach for modelling complex systems. They provide a mechanism to approximate real-valued functions. An ANN is built from a densely interconnected set of simple units called nodes or neurons. Each such unit takes a number of real-valued inputs and produces a single real-valued output. These nodes are spread in different layers. Each connection of these nodes are associated with a tunable weight. The output of a node is based on the weights and the associated function with the neuron. Figure 2.2 shows a three-layered ANN with one input, output and a hidden layer. The ANN learns from the training data by adapting the weights of the connections. Even though an ANN is slow to train, it is fast to run and performs well for many classification problems. It is also quite robust to noise in the training data.

In this thesis, a three-layered ANN is realized as a Multilayer perceptron (MLP). This model is a feedforward ANN that consists of multiple layers of nodes in a directed graph where each layer is fully connected with the next layer. The data is fed in a forward direction from the input layer to the output layer through the hidden layer. MLP employs a technique called backpropagation for training the network.
[Russell and Norvig 2003]. Each node, except for the input nodes, is associated with a non-linear activation function. More precisely, given a vector of inputs \( a_1 \) through \( a_n \) and weights \( w_1 \) to \( w_n \), the output function is determined as

\[
o = \sigma(\vec{w}, \vec{a})
\]

where

\[
\sigma(b) = \frac{1}{1 + e^{-b}}
\]

‘\( \sigma \)’ is often called the sigmoid function where the threshold output is a continuous function of the input. Like a perceptron, this sigmoid unit first computes a linear combination of its inputs and then applies a threshold in the result.

\[
\hat{b} = \sigma(\vec{w}_j, \sigma(\vec{w}_i, \vec{a}))
\]

Given a fixed set of units and interconnects the backpropagation algorithm learns the optimal weights for the multilayer network. It employs a gradient descent technique for minimizing the squared error between the network output values and the actual values for these outputs. In this thesis a neural network is employed to predict the optimal thread number for a parallel program described in Chapter 4.

**Regression Techniques**

Regression analysis [Draper and Smith 1981] is a commonly used statistical technique to estimate a relation between variables. This is a generic method to fit a model to observed data to quantify the relationship between two types of variables: independent and dependent. As shown in Figure 2.3 regression analysis shows how a set of independent variables can effect a dependent variable. It helps to understand how the typical value of dependent variable varies with change in one or more independent variables. Once this heuristic is built, when new values for independent variables are given, this model can be employed to predict the value of output dependent value.

If \( X \) denotes a set of independent variables and \( Y \) a dependent variable, a regression model relates \( Y \) as a function of \( X \) and error \( \beta \) as:

\[
Y = f(X, \beta)
\]
Multiple Linear Regression: A multiple linear regression approach is used to model the relationship between the scalar dependent variable and a vector of input independent variables. This technique is a generalization of simple linear regression where the number of independent variables is two or more. Given $m$ data points, the basic model for a multiple linear regression can be expressed as,

$$ Y = \beta_0 + \sum_{i=1}^{m} \beta_i X_i + \varepsilon $$

where $\varepsilon$ denotes error variable that adds noise to the relationship.

In this thesis, the least squares method is employed to fit the model to the training data. This is a standard approach to the approximate solution for optimizing overdetermined systems where there are more equations than the number of unknown values. As shown in Figure 2.4, the solution generated by the least squares method minimizes the sum of the squares of errors in results of each equation.

The objective of least squares is to adjust parameters of the model based on the difference between the actual value and predicted value, termed as a residual ($r$). Given $m$ data points $i=1,2,..m; X$, a set of independent variables and $Y$, a dependent variable, the relationship $Y = f(X, \beta)$ has $m$ adjustable parameters in vector $\beta$. The difference between the actual value and predicted value is termed a residual. The least squares method aims to minimize the sum $S$ of the square of residuals as,

$$ r_i = y_i - f(x_i, \hat{\beta}) $$

$$ S = \sum_{i=1}^{m} r_i^2 $$

Figure 2.3: A simple linear regression model showing correlation between a dependent and an independent variable.
2.3.2 Unsupervised Learning

Unsupervised learning deals with learning hidden structures in unlabelled data. Here an algorithm tries to find correlations with no external inputs apart from the raw data and could be able to cluster data into different classes. Few widely used approaches to unsupervised learning include clustering, hidden markov models [Ghahramani 2004].

2.3.3 Feature Selection

The efficiency of any machine learning model is dependent on the quality of the training data which is in part a collection of feature vectors. Not every feature in the input feature vector is essential in building the model. Hence, it is critical to choose only the rich subset of the total collected features that is most useful to discriminate between classes and ignore the redundant. Feature selection [Guyon and Elisseeff 2003] identifies the essential features from a set of all possible potential features. In this thesis, the features are selected based on information gain ratio metric, that determines how important is a given feature for the model relative to the rest.

2.3.4 Feature Impact

The feature impact is defined as the normalized percentage value of the difference of the prediction accuracies between a model built using all selected features and a model built using selected features without ‘f’. Hence, this value measures the drop in prediction accuracy of the model when a specific feature is not included in the training set. Thus, feature impact gives an insight into how important is a feature for the model.
2.4 Markov Decision Processes

A process is Markovian if the next state depends only on the current state and current action; it is independent of previous actions as these are captured by the current state. A Markov Decision Process (MDP) is a discrete-time stochastic control process, [Puterman 1994], [Papadimitriou and Tsitsiklis 1987]. It is used as a mathematical framework for modelling decision-making process where the outcomes are associated with probabilities. MDPs are useful in studying a wide range of stochastic optimization problems solved via dynamic programming and reinforcement learning. Figure 2.5 shows an example of an MDP.

An MDP \((S,A,R,P)\) is a control decision process where decisions have probabilistic outcomes. At each time step \(t\), the process is in a state \(s \in S\) and must decide an action \(a \in A\) that takes it to a new state \(s' \in S\). The reward for such an action is denoted by \(R(a,s,s')\). The goal of an MDP is to choose a sequence of actions \(a_t\)'s that maximise the total reward or value \(V = \sum_a R\); this is known as the policy \(\pi\). The probability that the process moves from one state to another given an action is given by the state transition function \(P(s,s',a)\). The policy \(\pi\) can be evaluated as:

\[
\pi(s) = \arg \max_a \sum_{t=0}^{\infty} \gamma^t R(a,s,s')
\]

where \(\gamma\) is the discount factor such that \(0 \leq \gamma < 1\).

MDPs are widely used to formally study resource allocation and scheduling problems [Huh et al. 2013, Yu et al. 2005, Liu and Ulukus 2006]. In this thesis, runtime scheduling of parallel code is modelled as an MDP. This formal mechanism is described further in Chapter 5.
2.5 Mixture of Experts

Mixture of Experts [Jacobs et al. 1991], is a supervised learning technique based on divide-and-conquer method. The problem space is stochastically divided into number of sub-spaces by means of an error function. Experts are generated on each sub-space. A gating network uses a switching mechanism to select different experts for different sub-spaces. This technique improves predictions over using one model that covers the entire training space. The expert combining methods can be biased or unbiased with corresponding estimation errors [Masoudnia and Ebrahimpour 2014]. Expectation-maximization algorithm can be used to adjust parameters to each expert as discussed in [Jordan and Jacobs 1993]. Here, the learning process is treated as a maximum likelihood problem. Boosting technique [Edakunni et al. 2011] describes a probabilistic model of improving learning by using a product of experts that greedily selects models incrementally.

Figure 2.6 shows a mixture of experts model where the input $x$ is fed to $k$ experts $E^1, \ldots, E^k$ with corresponding outputs $o_1, \ldots, o_k$ and the gating network $G$. This network switches between experts based on probabilities associated with each expert. The output of the corresponding expert is then chosen as the output of the model. The gating model selects the best expert by learning the probabilities $g_1, \ldots, g_k$ and adjusting them based on the current problem sub-space.

$$0 \leq g_1, g_2, \ldots, g_k \leq 1, \sum_{p=1}^{k} g_p = 1$$

$$G(x) = o_p | \text{argmax}_{s_p} E_p, p = 1, \ldots, k$$
2.6 Evaluation Methodologies

This section describes the methods used in this thesis to evaluate the machine learning models for determining corresponding prediction accuracies. It also describes how the optimization metric, speedup, is computed.

2.6.1 Cross Validation

Cross validation [Kohavi 1995] is a statistical technique that is used to measure the accuracy of supervised machine learning models. The residual evaluations do not give performance measurement of these models when they predict on new and unseen data. Here the entire training-set is split into non-overlapping sets: training-set and test-set. The model is learnt using the training-set and then is evaluated using the test-set. One of the widely used technique is leave-one-out cross validation (LOOCV). In this method, given a training data set of $K$ examples, LOOCV removes one sample from this set and trains the model with the other $K - 1$ examples. This learned model is then evaluated to make a prediction on the removed sample. This process is repeated for all examples in the training-set. The accuracy of the model is then computed by the average of the prediction accuracy of all samples.

2.6.2 Performance Measurement

In this work, the primary objective is to optimize a parallel program by efficiently mapping threads. This relates to minimizing the total execution time of the program. To judge the extent to which the execution time is minimized, program performance is measured in terms of attained speedup. Speedup of a program is a relative metric comparing two techniques. Let the time taken by the baseline approach be $t_{\text{baseline}}$ and by the evaluated approach $t_{\text{approach}}$. The speedup obtained by evaluating this approach is computed by

$$ speedup = \frac{t_{\text{baseline}}}{t_{\text{approach}}} $$

A value greater than 1 implies that the program’s performance is improved over the baseline by reducing its execution time and vice-versa. Hence, this is a “larger the better” metric to evaluate any approach. The baseline used in all the experiments is the OpenMP default policy. Machine learning models are usually evaluated based on their prediction accuracy. Although this is an important metric, resulting speedup is more
important in measuring program performance. However, there is a direct correlation between highly accurate machine learning models and larger speedup values.

The baseline used in all experiments throughout this thesis is the OpenMP 3.0 default policy with passive synchronization. The number of threads assigned by this policy at every parallel section is equal to the number of maximum available hardware threads.

It is also interesting to know the upper bound of achievable performance improvement to evaluate the efficiency of any approach. In this thesis, the oracle is a thread configuration for a program that achieves maximum speedup which highlights the room for improvement over existing techniques. However, it is not always possible to evaluate exhaustive combinations of threads a priori. Here the oracle is observed by evaluating configurations obtained by random sampling of the state space [Dubach et al. 2009]. Any mapping policy is compared against this observed oracle.

2.7 Summary

This chapter has introduced and described basics of multi-core architectures and how to program them using the OpenMP programming model. It then discussed basic concepts of machine learning with a detailed description of few algorithms used in this work. It has also outlined the methodologies and metrics used to evaluate the approaches presented in this work. The next chapter provides a detailed discussion of related prior work.
Chapter 3

Related Work

This chapter presents an overview of the related work. It starts with a description of techniques to map isolated parallel programs in Section 3.1. Relevant works are classified into static, dynamic and hybrid solutions. Section 3.2 discusses techniques to co-schedule parallel programs. This is followed by a description of work on on-line adaptation of parallel programs in Section 3.3. Here, the discussed approaches are broadly classified by the underlying mechanism into feedback-driven and machine learning-based. Finally, the chapter concludes in 3.4.

3.1 Parallelism Mapping

This section discusses approaches to map parallel programs under isolation. Static schemes determine fixed mapping policies of parallel work partitioning and mapping to underlying hardware. The mapping policy is unchanged till the end of a program execution. Dynamic schemes develop policies that can be modified at runtime in response to varying system and phase changes. Hybrid techniques combine static code features obtained either by offline analysis or compilers along with the runtime information to adapt during program execution.

3.1.1 Static

Parallelizing compilers such as SUIF [Hall et al. 1996], POLARIS [William et al. 1996] use heuristics to decide if a loop is profitable when parallelised. Analytical models are used to estimate the cost of computation and communication of a data parallel loop and this information is used to decide the distribution of loop iterations across threads.
[Hall and Martonosi 1998] discussed parallelism mapping using compiler-parallelized code. AutoTune [Miceli et al. 2013] is a tool that provides extensible plug-in mechanism for auto-tuning parallel programs. It recommends how serial and parallel codes can be tuned which can later be integrated with the production version of the code. This technique requires extensive offline profiling of the programs which may be highly expensive. Adaptive optimization technique proposed in [Arnold et al. 2005] is restricted to virtual machines and cannot be implemented on an NUMA machine.

In [Radojković et al. 2012] an approach for estimating the optimal performance of task assignment using statistical inference techniques by random sampling, is presented. This work is useful for estimating the upper bound of the performance of task assignment offline. However, this approach requires several thousand random task assignments a priori for an accurate estimation.

Data-parallel program mapping on multiprocessor system-on-chips (MPSoCs) for different criteria such as performance, power and energy is studied in detail in the work in [Chandramohan and O’Boyle 2014]. This work proposes a solution to partition the data statically amongst multiple threads during compilation. For mapping embedded streaming applications on MPSoCs with platform constraints, an algorithm for determining the optimal degree of parallelism is proposed in [Zhai et al. 2013]. When the streaming program is modelled as a directed graph, it determines the mapping based on graph alterations by task unfolding and the number of available processing elements at compile-time. This technique becomes fragile in presence of dynamic hardware changes. Mechanisms to exploit coarse-grained task, data and pipeline parallelism in stream programs are studied and discussed in [Gordon et al. 2006]. IWRAP framework [Balasundaram et al. 1991] and OpenUH compiler [Liao and Chapman 2007] frameworks use analytical models to partition data parallel loops.

[Wang and O’Boyle 2010] discusses an automatic compiler-based technique for partitioning StreamIt applications. In the process of compilation, the machine learning based partitioner forms a program feature vector and then predicts the optimal partitions. A solution to effectively port OpenCL programs based on a compiler transformation thread-coarsening is proposed in [Magni et al. 2014]. Based on the kernel static features, their model determines the optimal number of threads to merge in an OpenCL program.
3.1.2 Dynamic

A factoring scheme to schedule data parallel loops is proposed in [Hummel et al. 1992]. Here the iterations are split into chunks and are assigned to tasks on-the-fly with no lag waiting for unfinished tasks. Other runtime scheduling techniques primarily include guided self-scheduling [Polychronopoulos and Kuck 1987] and dynamic self-scheduling [Fang et al. 1990].

Work-stealing [Blumofe and Leiserson 1999], used in programming models such as Cilk [Blumofe et al. 1995], Intel TBB [Reinders 2007], is a technique that ensures under-utilized threads steal jobs from remaining threads that enables faster completion of tasks. The Galois programming model [Kulkarni et al. 2007] has a runtime scheduler that schedules tasks based on priority defined by the programmer. This approach is prone to produce sub-optimal schedules as the priorities may change during the program execution. HERMES [Ribic and Liu 2014] is a work-stealing language runtime that adjusts the task sharing between the threads during program execution. Effective co-operation between threads results in energy-efficient program execution. This scheme is primarily aimed at preventing underutilization and may not cope when threads are burdened with massive workloads.

In [Corbalán et al. 2000] a runtime system is proposed that assigns processors to OpenMP loops dynamically. This system assigns a given number of processors to loops and an analytical model is built based on the sampled information on the execution time. This model estimates performance improvement when the number of processors is varied. Speculative parallel execution is proposed in [Luo et al. 2009]. It uses hardware performance counters to monitor speculative threads, i.e. the threads that seem to be dependent but can be executed in parallel till the execution is verified at runtime. If there is any dependency violation, the systems rolls back to the previous stable state. A framework is developed where the runtime collects the performance characteristics of the speculative threads and fine tunes them dynamically. This approach adds significant overhead when the speculation violates some dependency adds overhead to the runtime and degrades the performance.

Petabricks [Ansel et al. 2009] is a programming framework that determines the best algorithm for the program at runtime to adapt to a dynamic system. This approach requires different implementations offline, which may not be possible for every program, hence narrowing the scope of its applicability. Here, the auto-tuning
mechanism [Ansel et al. 2012] performs online tuning at runtime. This is achieved by executing a safe configuration along with tunable configurations and choosing the best amongst these. The main source of speedup improvement comes from PetaBricks framework rather than the online auto-tuning mechanism.

AKULA [Zhuravlev et al. 2010b] is a framework that provides an API for developing and testing various thread scheduling algorithms in real time. These algorithms decide the mapping of threads to cores by using thread affinity system calls provided by the kernel. Different scheduling algorithms include contention unaware, dynamically optimized schedule approaches. This approach does not consider the dynamic nature of the programs.

Default thread schedulers do not consider the locks held by various threads while migrating them to different cores. This results in a degraded performance for programs that have high lock contention. Shuffling [Pusukuri et al. 2014] is a framework for efficient thread scheduling based on lock contention. It migrates threads across sockets so that those threads that seek locks find the locks mostly on the same socket. This approach results in decreased execution time in shared data in critical sections. Techniques for adaptive scheduling for integrated CPU-GPU processors adapting to different program characteristics are proposed in [Kaleem et al. 2014]. It uses online profiling to automatically partition data-parallel work between CPU and GPU. It does not repartition the work at runtime.

Runtime scheduling on heterogeneous systems discussed in [Jiménez et al. 2009], proposes a user-level scheduler for heterogeneous machines based on past performance history and three scheduling mechanisms for tasks to any processing elements. Initial $n$ calls to functions are executed on $n$ processing elements (PE) and the performance is recorded. Once a task is ready to be scheduled on a PE, the ratio of its performance on one PE to rest of the PEs is computed based on the past performance history. If the ratio is greater than a threshold, the current task is scheduled to run on the current PE.

Techniques for adaptive parallelism in distributed memory environments are discussed in [Scherer 2001]. Piranha [Carriero et al. 1995] uses processors from idle machines to adjust the parallelism and withdraw when their owners need them.
3.1.3 Hybrid

Compiler-based techniques have been applied to assist runtime parallel scheduling in works such as [Sussman 1992], [Voss and Eigenmann 2000]. A system for adaptive load balancing that combines compiler and run-time support on distributed shared memory programs is proposed in [Ioannidis and Dwarkadas 1998]. Here, compiler hints assist the runtime system which distributes parallel loops across processors to minimize communication and page sharing. [Dave and Eigenmann 2009] describes a framework to tune parallel program performance. It relies on a source-to-source parallelizing compiler, Cetus along with a runtime tuning algorithm, Combined Elimination, that measures the effect of serializing loops which are parallelizable. A compiler and runtime framework for dynamic reconfiguration of multiple streaming programs is proposed in [Hormati et al. 2009]. However, it does not consider the impact on the external workloads.

Thread tailor [Lee et al. 2010] is a dynamic system that adjusts the number of threads to increase system efficiency. It uses offline analysis to finding out what threads might exist during runtime and their communication patterns. The runtime stitches together threads basing on their communication patterns thereby removing the unnecessary synchronization overheads. However, the offline-generated graph does not reflect the actual thread communication patterns that exist at runtime.

The mapping solution discussed in [Ye and Li 2010] to enable dynamic mapping of parallel program execution, uses runtime information with static parallel performance models. This is in the context of several simulation algorithms trying to improve the system throughput. Here, analytical models are used to predict on-the-fly the next best configuration but detailed performance issues are not dealt with, that can give a detailed insight into the generated model. However, this technique is not evaluated on unseen workload programs. PEMOGEN [Bhattacharyya and Hoefler 2014] is a framework that learns program performance models at runtime. This technique greatly reduces the storage and time taken to generate such models by complementing offline data collection with online model generation. The values of the parameters used are generated by static analysis and not updated at runtime.

Knowledge-based approach to exploit loop level parallelism by integrating existing loop transformations and scheduling algorithms is described in [Yang et al. 1995]. Here the knowledge is expressed in the form of production rules called IPLS (Intel-
A program is profiled to extract code features such as the number of iterations, maximum and minimal time of iteration. This extracted information is used to modify the attributes of existing loop scheduling algorithms and then in deciding a specific scheduling method.

Approaches that determine adaptive hierarchical schedulers for parallel loops are presented in [Zhang and Voss 2005]. They propose fine tuning mechanisms of OpenMP programs for hyper-threaded architectures. These include a (1) scheduler that makes decisions for loop scheduling at individual parallel loop level and (2) hardware counter directed scheduler that uses hardware counters to sample performance of parallel loops and decide on a schedule using a decision tree that is trained off-line. The time taken for determining the optimal schedule adds to the overhead as it has to sample performance of different scheduling methods at runtime.

The technique proposed in [Grewe et al. 2013] maps data parallel programs to OpenCL for heterogeneous systems. It automatically generates optimized OpenCL code from data-parallel OpenMP code. A technique for OpenCL task scheduling on heterogeneous systems in proposed in [Wen et al. 2014]. Based on static code features, it predicts kernel's speedup on underlying processors. It uses this hint along with runtime input data to schedule tasks on CPU/GPU.

### 3.2 Program Co-scheduling

When multiple programs are executed together in the same system, these are said to be co-scheduled or co-executed. How resources are allocated to each program has a deep impact on different metrics that include programs execution time, throughput and system utilization. Static approaches determine optimal co-scheduling policies prior to execution and are not altered later. Dynamic schemes determine how programs can be co-executed at runtime based on the contention caused on system resources due to multiple running programs. Robust approaches that blend both are presented later.

#### 3.2.1 Static

In [Grewe et al. 2011] a model to predict the number of threads to use when launching an application that is co-executed with external workloads. This, however, is an entirely static approach which is unable to adapt to varying program environ-
ment. Code optimization techniques when mapping multiple programs are proposed in [Coons et al. 2008], by assuming the program runs only on an unloaded machine. However, this technique penalizes the external workloads as the model is untrained in a loaded environment.

A mechanism for co-scheduling of memory-intensive programs is described in the work proposed in [Ebrahimi et al. 2011]. It proposes prefetch-aware resource management techniques. Here applications that have smaller demand requests are prioritized for scheduling so that they can get back quickly to computing phases. It also restricts the number of prefetches as more inaccurate prefetches negatively impacts system performance and fairness.

Bubble-up [Mars et al. 2011] quantifies the performance degradation caused by the interference due to co-location of a pair of workloads. This metric is then used for devising an optimal scheduling policy for both co-located programs. This approach assumes a priori knowledge of the applications and lacks adaptability to the dynamic nature of programs.

### 3.2.2 Dynamic

ParallelismDial [Sridharan et al. 2013] is a model for runtime parallelism management. The parallelism degree is obtained by executing three different configurations for a fixed duration and selecting the best. This local optimum is then discarded by evaluating new configurations, which consumes significant time to reach the optimal thread number in response to change in the system. This work is improved in [Sridharan et al. 2014] that developed an analytic model to determine the degree of parallelism at runtime. Based on observed instantaneous performance, it executes for fixed time intervals with two randomly chosen thread numbers. The new thread number is then estimated using regression techniques. Such exploratory process incurs significant overhead.

CoAdapt [Hoffmann 2014] tries to optimize multiple parameters such as performance, power and accuracy adapting to changes in program phases and goals. It relies on feedback control to fine tune configurable knobs. However, the monitoring process is discrete (fixed time-steps) and slow to react to system changes. Techniques to improve program performance and utilization proposed in works such as [Tang et al. 2011] reduce resource contention caused by the programs. However, this
approach does not examine the dynamic nature of workloads.

Co-location of compute intensive workloads is detailed in [Breslow et al. 2013]. Quasar [Delimitrou and Kozyrakis 2014] improves system utilization by efficient resource scheduling once the amount of interference is determined. This system monitors the workload performance and changes the resource allocation when needed. This work requires programmers expertise in defining constraints on workloads.

In [Leverich and Kozyrakis 2014], a system to analyze QoS violations arising due to workload co-location is presented. It proposes interference-aware scheduling mechanism by replacing Linux CFS scheduler to provide latency guarantees. DeepDive [Novaković et al. 2013] allocates resources to programs by identifying and managing the interference between virtual machines that are co-located on the same system.

A detailed study of benefits of simultaneous multithreading with dynamically varying number of threads in the system is discussed in [Eyerman and Eeckhout 2014]. It concludes that within same power budget, a homogeneous multi-core processor with few high performance simultaneous multithreading (SMT) cores outperforms heterogeneous multi-cores consisting of a mixture of big and small cores without SMT when the number of active threads vary over time. A price theory-based framework for dynamic power management for heterogeneous multi-cores is presented in [Somu Muthukaruppan et al. 2014]. It coordinates between load balancing, task migration and other optimization techniques. The three step iterative process for every round of bidding for resources adds significant lag in reaching a stable state. A dynamic scheduling policy described in [McCann et al. 1993], re-allocates processors to programs based on the available parallelism in the programs. It also highlights the kernel and application synergy in allocating resources to applications.

Parcae [Raman et al. 2011, Raman et al. 2012], is a dynamic tuning framework that generates flexible parallel programs that can be dynamically reconfigured during execution. At execution time, the runtime monitors parallel task executions and uses hill climbing method to adjust the thread count iteratively for each task until an optimal thread configuration is found. Although this approach to robust to any system changes, it is slow to react and reach the optimal state.

In [Zahedi and Lee 2014] an approach is proposed for fair resource sharing amongst co-scheduled jobs. This is based on Cobb-Douglas utility functions that benefit all jobs. Techniques to improve QoS are proposed in [Tang et al. 2011] and [Tang et al. 2013] that reduce resource contention caused by the programs sharing the system. How-
ever, they do not consider the dynamic nature of workloads. When memory-intensive threads from co-running programs are competing for computing resources on an NUMA machine, a contention-aware scheduler is built in [Blagodurov et al. 2011]. A detailed analysis of state-of-art approaches for allocating resources to software applications applied to self-optimizing autonomic systems is presented in [Maggio et al. 2012]. Bubble-Flux [Yang et al. 2013] co-locates programs by measuring the pressure on shared resources and estimating its impact on the performance. At every decision interval, programs are regularly paused to monitor the workloads performance with and without interference, that may lead to lag in the execution in the workloads.

Basics of job scheduling on large-scale parallel systems and different algorithms are discussed in [Weinberg 2006]. It defines a job, a scheduling policy, a good schedule in terms of performance, fairness and predictability and also discusses space-sharing and time-sharing modes of scheduling. Load balancing in dynamic environments is discussed in [Boyer et al. 2013]. It changes the partitions in the program automatically responding to fluctuations in the device. Initially, a small portion of the parallel work is sent to each device and based on the observed execution behaviour, it further partitions the work. If this work portion does not reflect the nature of the entire work, the partitions generated will be sub-optimal.

Symbiotic job scheduling finds the best mix of jobs [Snavely and Tullsen 2000, Eyerman and Eeckhout 2010] on SMT processors. This is a fine grain scheduling technique that targets CPU time allocation. Jobs that benefit from co-scheduling are identified by observing the performance behaviour sampled at random intervals that takes a considerable portion of the execution time. It, however, does not need to know the program characteristics in advance. Throughput-Driven Fairness (TDF) scheduling policy in [Rangan et al. 2011], is a hardware mechanism that aims to maximize the system throughput while providing uniform level performance to the software. This is achieved by creating an illusion that the processors operate at a single frequency. However, this may lead to degradation in the per-program performance. An approach to determine runtime program schedules to minimize energy, using local search heuristics is proposed in [Bhadauria and McKee 2010]. This approach assumes programs to be executed are known ahead of time.
3.2.3 Hybrid

Sambamba [Streit et al. 2012] is an automatically parallelizing compiler and runtime system to adapt parallelization to program input and execution environment. Initially it analyses the program for identification of potential parallel implementation and executes them speculatively. Conflicts are resolved using a software transactional memory (STM) system and the data obtained is used for further optimizations. There is no monitoring mechanism to judge the quality of identified parallel sections and the overhead in employing an STM system is non-negligible.

ReSense [Dey et al. 2013] uses resource sensitivity to map dynamic workloads of co-located applications. A sensitivity score obtained by offline characterization per-program is used to determining thread mappings at runtime. This approach assumes all co-executing programs are known in advance, and scores do not reflect the sensitivity changes during co-execution. In [Zhuravlev et al. 2010a] a classification scheme for co-scheduling threads is developed to determine the effect on one program on the other when they compete for shared memory resources. The scheduling policy first sorts co-scheduled applications based on cache miss rates. It then re-distributes them across cores, such that the total miss rate of all threads that share a cache is the same across all caches.

Memory-aware scheduling [Merkel and Bellosa 2008] identifies memory characteristics of programs and run-queues per core. It uses this information to co-schedule programs to minimize overall energy by changing frequencies of cores at runtime. In [Merkel et al. 2010], a novel co-scheduling technique combines applications that use complementary resources to improve performance and energy efficiency. When such co-scheduling does not improve program performance, then the processor frequencies are further fine tuned.

3.3 Online Adaptation

Here mapping techniques that adapt during program execution at runtime are presented. In particular, approaches that are feedback-driven and machine learning are discussed.
3.3. Online Adaptation

3.3.1 Feedback-driven

Feedback-driven threading [Suleman et al. 2008] determines the number of threads needed for a parallel section of an OpenMP code. This number is determined at runtime and hence is adaptive to phased behaviour of the programs, which are known ahead of time. This approach is tested on a similar program but no mention of the result when a new program is encountered is mentioned. Also, the time spent in the training phase during runtime adds to the overhead in the program execution time. Feedback driven identification of potential profitable parallel sections of Haskell code is described in [Harris and Singh 2007]. After profiling the program execution and promising parallel sources are found; it is recompiled and executed speculatively using work-stealing system.

A framework to generate a parallel runtime optimization policy is discussed in [Penry et al. 2010]. It uses program parallelism and locality information defined in Exposed Parallel and Locality information (EPL) and online performance feedback to map the application to underlying architecture. In [Lattimore et al. 2014] they propose optimal resource allocation mechanisms based on semi-bandit feedback policies. The mapping is such that the number of jobs expected to complete within required constraints are maximized. The proposed policy is built from scratch at runtime and suffers from considerable delay in reaching the optimal allocation. Other approaches deal with reliable feedback techniques [Diniz and Rinard 1997], supervisory control mechanism [Karsai et al. 2003], [Țăpuș et al. 2002].

In [Hoffmann and Maggio 2014] an approach to optimize program performance with power constraints through efficient resource management. In [Nathuji et al. 2007] a framework is proposed that tunes resource allocation to programs based on a feedback-driven policy to minimize interference effects. On a heterogeneous data center, this system predicts the workload performance across various platform architectures and determines the best allocation of resources to workloads.

3.3.2 Machine learning-based

Machine learning-based techniques for mapping data and streaming parallelism to multi-core machines are proposed in [Wang 2011]. Advanced machine learning techniques such as Reinforcement learning, [Sutton and Barto 1998], where the system learns on-the-fly are used for mapping in solutions developed in [Vengerov 2009]. Pure
online approaches like these, suffer from a significant initial drop in performance, it takes some time to reach an acceptable level of performance. They spend most of execution time in exploiting best mapping policy at every mapping decision instance. In a partially observed environment, a technique to performance tuning using reinforcement learning is presented in [Vengerov 2008]. Fast heuristic construction using active learning is discussed in [Ogilvie et al. 2014]. This technique significantly reduces the training overhead in generating the mapping heuristics to decide the device to port a parallel code.

In [Long et al. 2007] a machine learning based approach for parallel workload allocation amongst Java threads is presented. Assumptions include that programs with similar workloads are likely to benefit from the same number of threads / parallel scheme. This approach extracts static features for a newly encountered program and compares with existing learned examples. It then applies the parallel scheme i.e. determines the number of threads to share the workload. So only static feature comparison is considered for evaluation. But the actual program execution behaviour is known only at runtime; the lack of this information leads to sub-optimal performance.

An approach proposed in [Curtis-Maury et al. 2006] uses a regression model based on hardware performance counters to determine the best number of threads allocated to a single parallel program for energy-efficiency. In [Moore and Childers 2012] linear regression-based utility models are built to predict the thread counts for parallel programs. They build a model for each application using profile data. Self-optimizing memory controllers based on reinforcement learning are proposed in [Ipek et al. 2008]. This low-level approach adds overhead in mapping decisions.

Milepost GCC [Fursin et al. 2008] is a machine learning-based self-tuning compiler that adapts to multiple architectures. It uses empirical iterative compilation techniques using program features to predict good optimizations for new, unseen programs. In [Agakov et al. 2006] a technique is proposed to select specific parts of the program optimization space that are likely to give good performance. This approach increases the speed in optimization space pruning. This approach relies mainly on static code features. Iterative optimization for mapping is evaluated across 1000 data sets in [Chen et al. 2010], which states that there exists at least one combination of compiler optimizations that achieve at least 86% best possible speed-up. This work makes the program optimization across data sets simpler. A workload allocator based an iterative search technique, simulated annealing, is proposed in [Gordon et al. 2002b].
3.4 Summary

This chapter has provided an extensive review of prior work in related areas looked into in this thesis, to the best of the author’s comprehension. It describes the work in mapping a single parallel program followed by co-scheduling multiple programs, both using static, dynamic and hybrid approaches. It then lists out approaches for online adaptation using feedback-driven and machine learning-based techniques. The cited works span from early theoretical methods to state-of-the-art techniques. The main contributions in this thesis are discussed in detail from the next chapter.
Chapter 4

Parallelism Mapping in the Presence of Dynamic Workloads

This chapter presents a predictive modelling-based approach to improve parallelism mapping when a target program co-executes with varying workloads. At the heart of this approach is a machine learning model that determines the optimal number of threads for any parallel section of a program.

This work is introduced in Section 4.1. Next, Section 4.2 highlights the motivation behind tuning this parameter for improved efficiency and shows the existence of large room for improvement over existing state-of-art approaches. The ML approach is described in Section 4.3. The evaluation methodology is described in Section 4.4 followed by discussing experimental results in Section 4.5 and analysis in Section 4.6. This chapter concludes with final remarks in Section 4.7.

4.1 Introduction

Effective use of multicore-based parallel systems that dominate computing landscape is challenging. There has been much success in compiler-directed approaches to map parallel program mapping: determining optimal number of threads and how to assign work to these threads. One widespread assumption in such approaches is the availability of the entire machine. In reality, several workloads co-execute as well that leads contention for system resources.

Entirely static compiler-based approaches [Gordon et al. 2002a] are likely to perform poorly as they do not foresee the actual runtime environment. When a pro-
gram demands too many system resources it is penalized due to a rift between the compiler and the operating system. A compiler which maximizes a program’s performance may inadvertently adversely affect it. Dynamic runtime scheduling approaches [Raman et al. 2012], [Sridharan et al. 2014] match program parallelism to available resource: expand when there is space available and shrink when resources are used up. However, these approaches are generic and use undifferentiated mapping policies.

As the workloads are dynamic in nature, the degree of contention changes throughout the lifetime of the application. Solutions to improve program scheduling in the presence of external workloads, [Grewe et al. 2011] do not consider the fact the workloads can be dynamic and hence do not change the mapping at runtime if required. It seems sensible, therefore, for a compiler and runtime to improve performance without adversely affecting the external workload.

The proposed approach takes program and runtime system information to determine the best number of threads. It aims to improve target program performance with minimal effect on co-executing workloads.

**4.2 Motivation**

Determining best parallelism mapping is undoubtedly critical in maximizing programs’ performance. This section illustrates this requirement. It also stresses that determining best thread number is non-trivial, and it depends on both the program being scheduled and the dynamic system load.

**4.2.1 Example**

Consider a scenario shown in Figure 4.1 where the upper and lower graphs describe the target and workload behaviour over time, where x-axis represents time in seconds and y-axis, the number of threads. The programs are chosen from NAS parallel benchmarks (see Appendix A). The diagrams show the number of threads of an OpenMP program \texttt{lu} co-scheduled with varying external workloads \texttt{cg} as \texttt{W1} with 8 threads and \texttt{mg} as \texttt{W2} with 6 threads on a 12 core machine. Figure 4.2(a) shows a zoomed-in view for the first four seconds. Here the change in thread numbers can be clearly observed.

The upper graph shows the behaviour of the target program using two scheduling policies: the OpenMP default and a robust adaptation technique [Raman et al. 2012]
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Figure 4.1: Target thread configurations implemented by different schemes in reaction to change in workload.

Figure 4.2: The close view (a) compares default, online schemes with the best possible thread configuration. Corresponding speedup graphs (b) show the scope for improvement.

that uses hill-climbing technique. The observed speedups are shown in Figure 4.2 (b) where x-axis represents the scheduling policy and y-axis shows the speedup over sequential scheme.

OpenMP default policy allocates the same number of threads as the number of cores, 12. This can be observed a constant number of threads, 12 in Figure 4.1. This translates to a speedup of 1.12x. The best number of threads for this workload scenario is 4 which gives just a 1.4x speedup. The online adaptation approach reacts to the changing workload by increasing or decreasing the number of threads of each parallel section in unit steps based on loop execution time in previous three instances. This is repeated till no further improvement is observed. This scheme achieves an improvement of 2.13x on average.

It is also important to know the upper bound of achievable speedup. To realise this “oracle” policy, an exhaustive evaluation of all possible thread numbers were assigned
Figure 4.3: Performance comparison of existing approaches. There is significant room for performance improvement.

to each instance of a parallel loop. This can be achieved by switching instantly to optimal thread numbers at every parallel loop based on the contention caused by external workload. Figure 4.2(b) shows that if optimal number of threads were chosen, it can improve program performance by 5x times. This example highlights that though existing dynamic policies achieve better performance than pure static schemes, there is still a large room for improvement.

4.2.2 Room for Improvement

Previous section highlighted the existence of an ample room for improvement for a specific program. However, it is important to verify if this room exists across in wide cases. In a controlled limit study, the existing approaches are evaluated on NAS benchmarks and compared to idealised oracle. Figure 4.3 shows the average speedup achieved over sequential execution on a 12-core multi-core system (see section 4.4) with each workload. The workloads consist of just one program from the benchmark suite executed with 1 to 12 threads. Each bar in the diagram, therefore, corresponds to the performance of the target program averaged over $8 \times 12 = 96$ distinct workloads runs with different scheduling policies, repeated 10 times. So it incurred a one-off cost of $8 \times 8 \times 12 \times 12 = 9216$ experiments (8 target programs, 8 workload programs, 12 thread configurations of both target and workload). To keep the experiments tractable, the target and workload are started at the same time and ensured that both execute till the other finishes. This is to maintain the contention consistent throughout the lifetime of the target program.

As an exhaustive experimentation is implausible in a dynamic system, this evaluation is limited to controlled static experiments. The default scheme performs poorly,
Figure 4.4: Flow chart of deploying the machine learning-based thread-predictor.

but the online scheme improves over it only with a meager improvement. This is due to a slow reaction to workload variations. On average across all target programs, the best scheme achieves 2x speedup that is the maximum achievable improvement. Hence even in the limited case of one workload, there is a significant room for improvement across programs.

### 4.3 Predictive Modelling-based Mapping

The approach presented in this chapter develops a predictive modelling-based heuristic ‘thread-predictor’ that predicts best thread number for every parallel loop. It imbibes program-centric behaviour by considering static code features and dynamic runtime features in its prediction.

Figure 4.4 shows the flow diagram of how this model is used during program deployment. During *compilation*, program information is extracted in the form of static code features. It links the compiled version of the program with a runtime library that consists of an automatically learned heuristic. For each parallel section, the compiler inserts a routine to runtime where the static code features of that parallel section are passed as a parameter. During *execution*, the runtime library combines these program features with external workload information as inputs to an automatically
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<table>
<thead>
<tr>
<th>Static features</th>
<th>Dynamic features</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f^1$: Load/Store count ($lscount$)</td>
<td>$f^4$: Number of workload threads ($wthreads$)</td>
</tr>
<tr>
<td>$f^2$: Branch count ($branches$)</td>
<td>$f^5$: Number of available processors ($numproc$)</td>
</tr>
<tr>
<td>$f^3$: Instruction count ($instcount$)</td>
<td>$f^6$: Runtime queue size ($runq$)</td>
</tr>
<tr>
<td>$f^7, f^8$: Load ($ldavg-1, ldavg-5$)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: List of features.

learned heuristic that returns optimal number of threads for this parallel section. The parallel loop then executes with this predicted number of threads.

4.3.1 Automatic Heuristic Generation

The heuristic used is generated automatically using supervised learning to enable portability across different hardware platforms. This model is built using the standard three step supervised learning mechanism which is described in Section 2.3.1.

Features

Capturing essential characteristics using features is of crucial importance when building a machine learning model. A set of numerical values is used to form a feature vector to represent the static program features and dynamic runtime workload. The selected features are listed in Table 4.1. During the training phase, all possible set of features are collected. These 134 features comprised of many code and runtime workload parameters. From these, eight features were chosen based on the feature-selection mechanism (Section 2.3.3) i.e. on the quality of information gain attributed to the prediction accuracy of the model.

Program Features: The set of features comprises of program code features that include static instruction, memory and branch summary information. The code features at every loop were normalized to the total number of instructions in the program. This information is sufficient to differentiate across programs for thread selection. Code features characterize a program’s inherent compute, memory or I/O intensive properties. These features are obtained by an LLVM-based compiler [Lattner and Adve 2004].

Workload Features: A set of profiling tools is used to collect dynamic workload features. These are extracted from the kernel. To characterize the runtime environment, three features from /proc filesystem were used. These are run queue size, ldavg-1,
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ldavg-5. The run queue size denotes the number of processes waiting to be scheduled in the Linux kernel. The ldavg-$n$ is system load average that is computed as the average number of runnable or running tasks and the number of tasks in uninterrupted sleep over an interval of $n$ ($n = 1, 5$) minutes. Therefore the runtime features capture the current system load and the impact of external workload. In addition to these metrics, the feature set includes the number of workload threads and the total number of processors. These features are organized as a feature vector that is the input to the machine learning heuristic.

4.3.2 Feature Impact

In any mechanism that uses a predictive model, it is crucial to understand how the features selected impact the prediction accuracy. A Hinton diagram (Figure 4.5) shows the feature impact (see Section 2.3.4) of the selected features on the prediction accuracy of the model. Here the area of a square is a direct measure of the impact created by that feature. It can be observed that chosen static and dynamic features are equally important for the model with load/store count and workload-threads having biggest impact among the selected features.

Generating Training Data

Unlike previous approaches where the machine learning model is trained for each target program [Moore and Childers 2012], this model is trained using the data collected from a synthetic workload setting. The training data is generated by exhaustively running each training program together with a workload program. During the training,
the number of threads used for the target and the workload programs is varied. The best thread mappings and the execution time are explicitly recorded. During the generation of training data the set of features are collected to characterize the program along with runtime features that are then used to train a heuristic which is later evaluated in an unseen setting. Those runtime features and the best performing thread number, \( t_{\text{best}} \), are put together to form the training data set, \( \{v_i, t_{\text{best}, i}\}, i = 1, ..., N \). Although producing training data takes time, it is only an one off cost incurred by this approach. The model is trained only once offline and frozen. No further learning takes place during the program execution.

Figure 4.6 describes how to train a heuristic from the training data. The training algorithm is run with training data collected offline. Each such data item includes the code, runtime features along with the best mapping. The training algorithm tries to find a function \( f \) which, takes in a feature set, \( v \), and gives a prediction, \( \vec{t} \), that closely matches actual best mapping, \( t_{\text{best}} \) in the training data set.

### 4.3.3 Building the Heuristic

This heuristic is based on an Artificial Neural Network [Bishop 2006] that employs Multilayer Perceptron approach with a single hidden layer. This model is described in detail in 2.3.1. This network learns by back propagation that is a generalized form of linear mean squares algorithm. The predictive model is automatically constructed from the training data as discussed in the previous section. Figures 4.7 and 4.8 show examples of how the neural network is used. The probability distribution of the number of threads to use is calculated based on the feature set for the target program in Section 4.2. The output is shown for two samples during the execution with workloads \( W_1 \) in 4.7 and \( W_2 \) 4.8. With \( W_1 \), 5 threads are selected as it has the highest probability and corresponds to the oracle value in Figure 5.2. With \( W_2 \), 6 threads are selected.
Comparison with other learning algorithms

It is worthwhile to decide which machine learning model to deploy from the existing algorithms. Many factors influence this decision including the training data size, tradeoff between performance and accuracy and size of input feature to the model. Since the determined thread number greatly affects the programs performance, predicting this value needs to be highly accurate. This implies that the chosen predictive model should have maximum prediction accuracy value along with being extremely lightweight.

Based on the collected training data, different classification algorithms such as artificial neural networks (ANN), decision trees (C4.5) [Quinlan 1993], [Quinlan 1986] and support vector machines (SVM) [Boser et al. 1992], [Cortes and Vapnik 1995] were evaluated. Prediction accuracies for models learnt using ANN, decision tree, SVM were 81.58, 74.73, 78.65 respectively. High prediction accuracy suggests that the predicted values are highly likely to be optimal. Training time was the lowest for decision tree model and highest for support vector machines. Depending on the prediction accuracy
values and time taken to train the model, ANN was employed to build a predictive model.

### 4.3.4 Runtime Deployment

Once the training data is generated and the model is learnt as described above, it can be deployed in any unseen, new program. At runtime, the runtime library is invoked that looks for any co-executing workloads. If there is no workload, the target program runs with the default configuration using all available physical threads. However if it detects any co-executing workload, the runtime features are collected from /proc. The code features along with these runtime features are passed as input to the neural network that predicts optimal number of threads. The overhead in calling the runtime library, collection of features and determination of the thread number is negligible (a few microseconds) which is included in the measured execution time.

### 4.4 Experimental Set-up

This section summarises the experimental methodology along with a description of the hardware platforms and the benchmark programs that are evaluated. It further describes the state-of-the-art techniques which this approach is compared against.

#### 4.4.1 Hardware and Software Configurations

All the experiments were carried on an Intel Xeon platform with two 2.4 GHz six-core processors (12 threads in total) and 16 GB RAM, which is a shared memory, homogeneous machine. The operating system was Red Hat 4.1.2-50 running Linux kernel 2.6.18. The programs were compiled using gcc 4.6 with parameters “-O3 -fopenmp”.

#### 4.4.2 Benchmarks

In total, 11 benchmark programs were chosen to evaluate this approach. These include all OpenMP-based C programs from NAS, SpecOMP benchmark suites as listed in Appendix A. Smallest input data set was used for feature collection. However, for evaluation largest data sets were used for each program.
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<table>
<thead>
<tr>
<th>Category</th>
<th>Number of programs</th>
<th>Total workload threads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light</td>
<td>&lt;2</td>
<td>&lt;6</td>
</tr>
<tr>
<td>Medium</td>
<td>[2-5]</td>
<td>[6-12]</td>
</tr>
<tr>
<td>Heavy</td>
<td>&gt;5</td>
<td>&gt;12</td>
</tr>
</tbody>
</table>

Table 4.2: Workload Settings.

4.4.3 Workloads

To evaluate this approach on different degrees of contention each target program is co-executed with a different set of workload programs. For this purpose the workloads are classified into three categories: light, medium and heavy depending on the number of external programs and the total number of threads used by them. Table 4.2 lists the setting of each category. As mentioned in Section 4.1 in any realistic computing environment, workloads enter and exit the system at varying rates. To characterize this behaviour, two workload arrival patterns were introduced. These are (a) low-frequency and (b) high-frequency where workload programs arrive at 2, 10 second intervals respectively. Thus the combination of three types of workloads and two types of arrival patterns results in six workload scenarios.

Overloaded systems are modelled to be systems with heavy workloads arriving at high frequencies. Here the arrival rate of workload programs is higher than the finishing rate. In this scenario, the system has to allocate resources to the target program to minimize the resource contention and hence stabilize the system quickly. Ideally, the optimal number of threads assigned to the target program should be minimal as the external workloads already oversubscribe the system. Here the competitive techniques take long time to reach to a stable state by determining thread numbers which are greater than required. However, the exact set of workloads (programs and arrival frequencies) are used to evaluate all compared approaches for a fair evaluation.

4.4.4 Comparison

The proposed approach is compared against with the OpenMP default scheme and state-of-art online technique.

- **Default:** The OpenMP runtime selects the number of threads to be equal to the number of hardware threads by default. It uses such undifferentiated policy and
assigns same number of threads to all executing programs.

- **Online**: A robust online adaptation approach that uses hill climbing technique is proposed by [Raman et al. 2012]. Here at every parallel section, thread numbers are increased or decreased in unit steps based on loop execution times of previous instances until the speedup of the parallel section saturates. It helps in adapting to the dynamic system.

### 4.4.5 Methodology

For each target program, each experimental run is repeated for 10 times and the measured execution time is averaged across these runs. Each program ran with different workload programs and the average speedups across different workload program sets is reported with a statistical min-max bar. (where the top and the bottom of the statistical bar represents the maximum and the minimum speedups respectively).

To ensure that the machine learning model does not memorize the training data, it is evaluated using standard leave-one-out cross-validation technique. This technique ensures that the program to be evaluated is not included in the training set. This model is trained on a static pair-wise workload setting and is evaluated on completely new, dynamic workload settings that have not been seen in the training stage. This process ensures the model always predicts on an unseen program.

### 4.5 Experimental Results

This section first summarizes the performance of this approach against existing comparative scheme mentioned in the earlier section. The experimental results are averaged across all workload settings. Next, for each workload setting a detailed analysis is described. Later this approach is evaluated on a real-world case study to highlight the efficiency in a live workload pattern. Finally, the prediction accuracy of the model is evaluated by comparing its prediction to the oracle scheme.

#### 4.5.1 Overall Results

Figure 4.9 shows the performance results on six different workload scenarios averaged across all benchmark programs. In a given workload setting, the speedup improvement
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Figure 4.9: Comparison of speedups of online scheme and this approach over the OpenMP default under different workload scenarios averaged across all target programs. The min-max bars show the *ranges* across different target programs. On average the heuristic-based approach outperforms the online scheme (2.25x vs. 1.48x) and does not slow down the target program in any case.

varies for different programs. Hence, the min-max bars in this graph show the *range* of speedups achieved across various target programs. The baseline is the OpenMP default scheme.

**Online:** This scheme achieves a mean speedup improvement of 1.47x. For workload settings consisting of light programs, its improvement is small (less than 1.3x). For the medium and heavy workload settings, it is able to greatly improve the OpenMP default scheme with speedups over 1.5x. However, by looking closely to the min-max bars, it can be observed that this approach may actually slowdown some target programs by giving a speedup below 1. This is in particular for the high frequency workload programs owing to slow reaction to this environment.

**Predictive Model:** The heuristic-based approach not only gives better performance when compare to OpenMP default but also significantly outperforms the online adaptation scheme across all workload scenarios. For light workload settings, it is not surprising that the OpenMP default scheme performs reasonably well. Under such a setting, this approach gives the least improvement with a speedup of 1.5x. When considering medium and heavy workload settings, the predictive model approach has a clear advantage with speedups above 2.4x (up to 3.2x) over the OpenMP default scheme. This translates to a speedup over 1.36 (up to 2.3x) when comparing to the online adapta-
Figure 4.10: Speedups of target programs with standard deviation for light workloads. This approach outperforms both existing schemes for all benchmarks and achieves a mean speedup of 1.31 and 1.82 over OpenMP default for (a) low and (b) high frequency arrival rates respectively.

<table>
<thead>
<tr>
<th>Workload Setting</th>
<th>Target Program</th>
<th>Speedup vs Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Frequency</td>
<td>ep</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>mg</td>
<td>0.79</td>
</tr>
</tbody>
</table>

4.5.2 Detailed Comparison

Here a detailed comparison of results is presented for each workload setting. The results are averaged across all the experiment runs and are presented on a per-benchmark basis. Although the goal is to maximize the performance of the target program, it is also important to know the impact of the mapping decision on the external workload programs. Ideally any mapping scheme should cause minimal disruption to the external workloads. Hence, the performance of workload programs is also included in this section.

Light workload

**Target:** Figure 4.10 shows the performance of the target program for low and high frequency workload arrival rates. For the low frequency arrival rate setting (Figure 4.10 (a)) predictive modelling based approach achieves a geometric mean speedup of 1.32, which outperforms online adaptation by a factor of 1.2. However, the range of improved speedup varies with the nature of the target program. For ep that scales very well on a multi-core, default scheme performs well and performance improvement obtained by both approaches is small. For benchmark mg, the online approach performs poorly by slowing down the program to 79% of the default performance. This is be-
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Figure 4.11: Speedups of associated workloads with standard deviation in light workload settings. This approach achieves a mean speedup of 1.27 and 1.31 over OpenMP default for (a) low and (b) high frequency arrival rates respectively.

cause mg consists of many short-run parallel sections which do not provide enough time allowing the online approach to find the optimal number from its starting point. For the high frequency arrival rate setting (Figure 4.10 (b)), this approach achieves a geometric mean speedup of 1.82, leading to 1.5 times improvement over online technique. For benchmarks cg and sp, significant room for improvement was observed over OpenMP default and this approach achieves a speedup over 3.9. For other programs, such as bt, ep and art the room for improvement is small.

Workload: Figure 4.11 shows the performance of the workload programs when they run along with the target program on the x-axis. For example, the first bar in this figure shows the performance of combined workloads co-executing with target bt. In the low frequency arrival rate setting (Figure 4.11 (a)), the online scheme and the heuristic-based approach achieve a mean speedup of 1.42 and 1.65 respectively. Both approaches are able to improve benchmark cg as well as its associated workloads with workload speedups above 2.0. For other target programs, such as ep, is and ammp, there is little room for improvement. This approach does not slow down any workload programs when optimizing the target program. This is contrast to the online approach which causes disruption to the associated workloads by over-saturating the system. In the high frequency arrival rate setting (Figure 4.11 (b)), similar performance improvement (as the low frequency setting) was observed. It is important to not slow down the workload programs during this remapping. This approach is able to do so while online gives poor performance for the workloads associated with those benchmarks by over saturating the system. In this particular setting, heuristic-based approach delivers a mean speedup of 1.31 for workload programs, leading to 114% of improvement over online.
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Figure 4.12: Speedups of target programs with *standard deviation* for medium workloads. The heuristic approach achieves a mean speedup of 2.05 (vs. 1.52 of online) and 2.47 (vs. 1.68 of online) over OpenMP default for (a) low and (b) high frequency arrival rates respectively.

Figure 4.13: Speedups of associated workloads with *standard deviation* in medium workload settings. This approach surprisingly improves the performance of the workload programs and obtains a mean speedup of 1.65 and 1.31 for (a) low and (b) high frequency arrival rates respectively.

Medium workload

Under a medium workload scenario, workload programs create moderate contention for resources. The performance of the default scheme can be further improved for both the target program and the associated workloads, as shown in Figures 4.12 and 4.13.

**Target:** Significant performance improvement over the OpenMP default was observed under medium workload scenarios. The online achieves a mean speedup of 1.52 and 1.68 for the low and high frequency arrival rate settings respectively. Once again, heuristic-based approach outperforms the hill climbing technique with a mean speedup of 2.05 and 2.47 for the low and high frequency arrival rate settings respectively. For benchmark mg, hill climbing performs better here than it does for the light workload setting, because the optimal number of threads for mg for this particular set-
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(a) Low frequency workload arrival rate  (b) High frequency workload arrival rate

Figure 4.14: Speedups of target programs with standard deviation for heavy workload. This approach achieves a mean speedup of 2.9 (vs. 1.33 of online) and 3.2 (vs. 1.59 of online) over the OpenMP default for (a) low and (b) high frequency arrival rates respectively.

...ting is close to the starting thread count picked by online. Hence, it can reach the optimal thread configuration quickly. Once again, heuristic-based approach outperforms the online approach across all target programs. This is particular for benchmark cg where the performance improvement is 1.4x and 2.6x for the low and high frequency workload arrival rates respectively. This result is due to the fact that the automatic approach directly predicts the optimal thread number instead of profiling the target program with different thread configurations.

Workload: As observed from Figure 4.13, performance of the associated workloads can also be improved along with the target program which is more significant in a setting with a high frequency workload arrival rate (Figure 4.13 (b)). This is due to the fact that the default scheme tends to cause harmful program contention by over subscribing hardware resources. Dynamic runtime schemes, on the other hand, achieve a better performance by eliminating the contention. Overall, online scheme is able to improve the performance of workload programs over the default scheme with a mean speedup of 1.30 and 1.58 for the low and high frequency arrival rate settings respectively. The heuristic approach outperforms online with a mean speedup of 1.60 and 1.92 for the low and high frequency arrival rate settings respectively.

Heavy workload

A heavy workload scenario depicts a realistic picture of many-core systems, data centers and more where multiple programs execute together creating extreme competition for resources. There is enormous scope for the dynamic scheme to improve over the
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Figure 4.15: Speedups of associated workloads with standard deviation in heavy workload settings. The heuristic approach improves the performance of the workload programs and achieves a mean speedup of 1.61 and 1.92 over the OpenMP default for (a) low and (b) high frequency arrival rates respectively.

Target: As observed the graphs in Figures 4.14 (a) and (b) heuristic-based approach achieves a geometric mean speedup of 2.9x and 3.2x for low and high frequency workloads respectively. For heavy workloads, the default scheme over-saturates the system adding to the contention caused by the workloads. This approach eliminates this contention and achieves improvement as it selects the optimal thread number carefully suited for this heavy workload environment. The online method achieves a mean speedup of 1.33x and 1.59x which suffers mostly due to the time spent to reach optimal level. This approach obtains high speedup improvement for lu, equake where the online approach only manages to obtain a marginal speedup. In the high frequency workload settings, the online approach fails to adapt to the workloads and worsens performance of programs like bt, sp, lu, whereas the ML-based approach achieves significant improvement for these programs.

Workload: The heuristic approach achieves an improvement in workload performance as well due to remapping strategy leading to reduced contention. From Figure 4.15, the heuristic-based approach improves workload performance by 1.69x, 2.12x times in low and high frequency settings. Hill climbing approach improves workload performance by 1.46x and 1.76x times in low, high frequency workloads. This translates to 1.15x, 1.20x times improvement over online approach. Both approaches provide fair allocation of processors to workloads by which they execute faster by reducing the congestion in the system specially for programs cg, lu and mg.
4.5. Experimental Results

4.5.3 Case Study

To validate the proposed approach in a real world setting, a workload environment is selected based on a sample of a high performance cluster of computing systems as shown in Figure 1.1. The distribution of the arrival of jobs and the number of requested processors over a period of 30 hours. This pattern replicated on a small scale experiment on 12-core system can be observed in Figure 4.16(a).

Over this workload scenario, Figure 4.16(b) shows the speedup averaged across all programs with different schemes. It can be observed that the predictive model fares better than the default and the online technique by 1.37 and 1.22 times performance improvement. This clearly shows that this model adapts well with the dynamic external workload programs in any computing environment.

4.5.4 Oracle Study

The efficiency of any predictive model depends on its prediction accuracy. Hence it is desired to have maximum prediction accuracy to predict the outcome close to the oracle. As it is impossible to collect the oracle performance in a live system, the prediction

Figure 4.16: (a) Workload distribution from a real world system. (b) Performance of the predictive model with live system workload.

Figure 4.17: Speedups of the heuristic approach and the oracle on the training data. This model has a high accuracy by achieving 81% of the oracle performance.
accuracy of this model is evaluated using the collected training data where the oracle performance is known. Figure 4.17 compares this model against the oracle. The baseline is the default scheme. As can be seen from this diagram, the resulted performance of this model is very close to the oracle. For benchmarks ep and lu, there is room for improvement. This can be enhanced by additional training benchmarks. On average, the predictive model achieves a speedup of 1.66, which translates to 81% of the oracle speedup of 2.06. This confirms that this model has a highly accurate prediction result.

4.6 Analysis

From the previous sections, it can be observed that the predictive modelling-based approach outperforms state-of-the-art technique across various workload scenarios. This section gives a detailed insight into the source of performance improvement.

4.6.1 Insight into Performance Improvement

The performance gain from this approach can be accounted for

(a) changing the thread number directly when needed and without delay: In the presence of workloads, a direct change in the number of threads of target program may be necessary in order to reduce the contention. Ideally an approach has to react
quickly to this dynamic environment. The online technique changes thread numbers in incremental steps wasting much of the critical execution time trying to in reaching the optimal thread number. The heuristic approach reacts quickly to the workload and changes directly to the optimal thread number as and when required.

Figure 4.18 shows the difference in thread numbers between successive calls to the OpenMP runtime library. The oracle stays at the same thread number 80% of the time and there are several instances where sharp change in thread number (-5, +9) is essential for optimal performance. Closely following the oracle, the heuristic approach retains the same thread number at around 70% of the time and there are significant instances where there is a direct thread number change (-7,-5,+5,+8). The online scheme stays at the same thread number just 40% of the time and confines only to incremental changes in thread number. However the frequency for no change in the thread number is high owing to highly regular structure of the chosen programs.

(b) Determining accurately a near optimal thread number: An ideal approach would essentially assign thread numbers close to that of the oracle. The smaller the difference, the better will be the performance. Figure 4.19 shows the difference in thread numbers between (i) oracle and the heuristic approach (ii) oracle and the online technique. It can be observed that the heuristic model predicts thread numbers exactly as the oracle around 60% of the time, whereas the online technique rarely assigns thread numbers the same as that of the oracle, just around 1.3% of the time.
4.6.2 OS support for thread placement

In the Linux kernel version used, threads are assigned to a core based on the existing load on that core. When processes are spread across multiple sockets, the scheduler assigns a ready thread to a core with the lowest load. This default approach can be changed by setting the thread affinity parameter. However, the recent kernel versions handle this affinity based scheduling more efficiently. Evaluating this work on the latest kernel is a part of future work.

4.7 Summary

This chapter has presented a predictive modelling-based solution to determine the best mapping of an application in the presence of dynamic workloads. The proposed thread-predictor model brings together static compiler knowledge of the program and dynamic runtime information to reconfigure and optimize an application in a dynamic environment. It aims to maximize performance of the target program with minimum impact on the external workloads. This approach provides a significant performance improvement over existing techniques. On a 12-core Intel Xeon platform, this approach provides a significant performance improvement over the state-of-the-art online adaptation approach by a factor of 1.5x while having no impact on the external workloads.

The next chapter discusses what happens to this mapping policy when the execution environment changes drastically during program execution. It proposes a novel approach to exploit the proposed thread-predictor and adapt it online based on the changes in the execution environment.
Chapter 5

CDMapp: Change Detection-based Parallelism Mapping

This chapter presents a novel technique to improve parallelism mapping when the execution environment changes drastically at runtime. Here, the environment constitutes the dynamic parameters of the execution platform that may influence a program's execution. It includes any co-executing workloads, hardware, input data, software, etc.

Such a change invalidates offline models as they are not trained in the new environment. Here a target program executes with varying workloads when the hardware changes drastically. The proposed approach uses the offline thread-predictor model described in Chapter 4. A new machine learning model ‘environment-predictor’ is developed which is used to evaluate the thread-predictor online and also detect any changes in the system. This enables the thread predictor to adjust its outcomes, if required, thus adapting to changes in the execution environment.

The chapter begins with an introduction in Section 5.1. Section 5.2 highlights the motivation showing how existing approaches lag in reaching the optimal state, along with an example. The proposed approach is described in Section 5.3 followed by the evaluation methodology in Section 5.5. Section 5.6 discusses experimental results and subsequent analysis in Section 5.7. This chapter concludes in Section 5.8.

5.1 Introduction

Modern day computing environments typically co-schedule multiple jobs to improve system utilization. Minimizing program interference and effective exploitation of re-
sources are crucial to improving program performance. Traditional approaches for dynamic allocation of resources to programs or the mapping of parallel work to underlying hardware can roughly be categorized as offline or online that are described in Chapter 1. The key problem using these approaches is lack of mechanisms to detect a change in the environment and monitor the quality of mapping decisions at runtime. There is no obvious “system utilisation gauge” to refer to.

To overcome this problem, an approach is required that can exploit prior offline knowledge and discover online when this model needs to be updated. This chapter develops such an approach CDMapp, for efficient parallelism mapping based on online change detection [Basseville and Nikiforov 1993]. In Chapter 4 a model is learnt offline that considers both program characteristics and runtime workload to determine the best runtime mapping. However, such an approach depends critically on the coverage of its training set. If the online environment radically departs from the training assumptions, the model is no longer applicable and will make wrong decisions. Furthermore, it is unable to detect that it is wrong and update its policy.

The proposed solution aims to exploit best of both worlds, using the knowledge gained offline encapsulated in a model and reacting to changes in the environment that invalidate the model. Moreover, runtime scheduling is described formally as a Markov Decision Process (MDP). The main contribution of this solution is to build a second model environment-predictor that predicts what the environment should look like if an ideal mapping decision had been made. In this work, the environment is formalized as the norm of the dynamic feature vector. (See Table 5.1). Intuitively, a large value of the environment indicates higher system load due to increased resource contention and vice versa. At the next decision point the accuracy of this prediction is measured. If there is a large discrepancy, this means that the assumptions used offline no longer hold true and the mapping should be adjusted accordingly.

This approach is shown in Figure 5.1 where at every loop $L_i$, both the best thread number is predicted as well as what the environment should look like. At the next loop, if the difference between actual and predicted environments is smaller than a threshold ‘$\delta$’, it can be assumed the environment is behaving as expected and the outcome of thread number prediction is unchanged. If the environment is substantially different from expected ($>\delta$), it might be that the environment has now changed drastically and the number of threads are adjusted accordingly. The value of the threshold estimated experimentally is described later.
5.2 Motivation

This section provides an example to illustrate that determining the best thread number for a target program in a rapid dynamic environment is non-trivial. It also highlights that any mapping technique needs to adjust rapidly and accurately to the changes in the environment.

5.2.1 Scope for Improvement

To show there is scope for performance improvement over existing state-of-the-art schemes, two experiments are run on a 12-core system as described in Section 4.4 with lu, cg as targets from NAS benchmark suite. In each experiment, each target is co-executed with just one external workload mg from same benchmark suite that employs OpenMP default scheme. The first experiment is in a controlled environment with a static workload and hardware. The second is in a more realistic dynamic environment with varying workload and hardware. This approach is compared against the OpenMP default, online, and an offline trained approach (thread-predictor) as described in the previous chapter and an idealised oracle.

Since the offline model is trained in a similar execution scenario to the test experiment, it outperforms the default and online approaches. Here an idealised oracle scheme is also evaluated to determine the best achievable speedup. As seen from Figure 5.2(a), CDMapp performs better than all existing techniques, however, there is still
In a dynamic system, it is not possible to determine the best mapping at runtime owing to a large number of thread numbers to evaluate at runtime. As observed from Figure 5.2(b), CDMapp improves up to 40% over the offline scheme. This shows that there is a significant room for speedup improvement in a dynamic system even when the best scheme is unknown. This experiment also shows that an offline trained model is limited by the training environment. If the execution environment changes drastically from the one in which it was trained, then it is unable to determine the optimal thread number.

Figure 5.3 illustrates this improvement. It shows a timeline view of the thread numbers selected by each scheme in the second experiment where \( lu \) executes with \( mg \) on a 16-core system. At the 20\(^{th} \) second, the number of processors drops to 4. The online approach takes time to adjust as observed in the large number of peaks after time \( t=20 \text{sec} \). Both offline and CDMapp approaches predict nearly the same thread numbers initially. After a change in the system, the offline approach is unable to accurately predict the right thread number as this model is now out-of-date. This pattern can be observed where more peaks are observed for offline scheme after \( t=20 \text{sec} \). CDMapp adapts quickly to this new system as explained in Section 5.4.4 and can predict the right thread number with a fewer thread changes as shown in the timeline figure.
5.3 Scheduling as a Markov Decision Process

As discussed in 2.4, a process is Markovian if the next state depends only on the current state and current action; it is independent of previous actions as these are captured by the current state. Runtime scheduling of parallel code readily fits this description where each scheduling decision point corresponds to a time step. State $S$ corresponds to the current state in the program execution. A scheduling decision corresponds to an action $A$, the result of which will change the current state. It is a probabilistic change as the exact impact of a scheduling decision on the state of the program or environment is not known. Runtime scheduling is Markovian as deciding the best action just depends on the current parallel loop and the environment. Previous actions will affect the
current state; however there is no need to record the previous actions explicitly as they are completely captured by the current state. All scheduling policies want to minimise the execution time of the program which corresponds to the reward $R$ and how they attempt this forms their policy $\pi$.

**Finding best policy:** Current scheduling actions have different values $V$ and will affect the future state; which in turn will affect future actions, and so forth. Policy depends on reward and reward depends on policy. This recursive relation between reward and policy is normally solved using an iterative method to give a policy $\pi$, which defines the best action given any state. However, such mapping approach is not feasible for runtime scheduling. Firstly, the exhaustive state space is large corresponding to all possible states a parallel machine could be in, given any mix of target and workload programs. Furthermore, the possible value of an action varies from state to state. As the state space is enormous, direct solution to an MDP is not feasible. So the two main hurdles are massive state space and reward being highly dependent on state. All runtime scheduling policies, therefore, make simplifying assumptions to deliver a policy.

The next section formulates each evaluated mapping policy as a Markov Decision Process. It highlights how state transition probabilities can be used for environment change detection and improve scheduling.

**Mapping Policies as MDPs:** Here each evaluated policy is described in terms of an MDP. Figure 5.4 summarises these policies. Let $c_i$ denote the program code of $i^{th}$ parallel loop, $e_i$, the corresponding runtime environment, $f_i = c_i || e_i$, the features combining code and environment information and $n_i$, the number of threads at loop $i$. The notation ‘∧’ is used for a prediction and $\pi_{policy}$ denotes the rule of a scheduling policy. So $\hat{e}_{i+1}$ is the predicted environment at the next parallel section and $\hat{n}_i$ is the predicted best number of threads. $\hat{n}_i$, $\hat{f}_i$ represent predicted thread number and predicted environment at loop $i$ respectively. In this work, a time stamp corresponds to a decision point.

**Default:** OpenMP default policy assigns a thread number equal to the maximum number of available processors. In this approach, the only state $S$ modelled is the
number of processors available at time $t$, $p'$. 

$$S = \{p'\}$$

There is only one action $A$ available, to set the number of threads to the number of currently available processors.

$$A = \{n' = p'\}$$

The reward of an action $R$, the total reward $V$ and the state transition probability $P$ are ignored. This gives a simple policy to set the thread number to the current number of processors.

$$\pi_{\text{default}}(s') = \alpha$$

**Online:** Here state is modelled as dynamic points in the code where decisions are made.

$$S = \{(s'_i)\}$$
where \( i \) refers to the parallel code section and \( t \) refers to the of its dynamic instance of that parallel section. The actions are setting the thread number up to the current number of processors.

\[
A = \{n'_i = 1, \ldots, p'_i\}
\]

The reward of an action is explicitly recorded as \( R(s'_i) \). This is the time taken for a particular code section \( i \) at dynamic instance \( t \). The state transition probability \( P \) is ignored. The policy explicitly considers the value of a particular code section \( i \) at previous time stamps, \( t - 1, t - 2 \) before changing as:

\[
\pi_{\text{online}}(s'_i) : n'_i = \begin{cases} 
  j, & n'_i \% 3 = 0 \\
  n'_i - 1, & n'_i \% 3 = 1 \\
  n'_i - 2, & n'_i \% 3 = 2 
\end{cases}
\]

where \( j = \arg\max_{j=0,1,2} R(s'_{i-j}) \).

In other words, set the number of threads to the best time seen in the last two dynamic instances of this parallel section every three instances. Otherwise vary the number of threads by +1/-2.

**Offline:** The offline approach explicitly considers the state of the program and the environment in terms of features.

\[
S = \{\{f'_i = [c', e']\}\}
\]

where \( c' \) are the static code features of the loop \( i \) to be scheduled, \( e' \) are the current dynamic environment features, which are combined to given \( f'_i \). The actions are the same as the online approach, setting the thread number up to the maximum number of current processors.

\[
A = \{n'_i = 1, \ldots, p'_i\}
\]

The reward \( R \) for a particular action \( a \) is the time taken for a parallel loop and is explicitly recorded during offline training as is the total reward \( R \). The state transition probability \( P \) is not explicitly considered but is assumed during training. Instead of using value iteration to determine a policy, a model \( x \) is learnt that given an action \( a \) and a state \( s = f \) returns an approximation of eventual value.

\[
x(a, f) = \hat{V}(a)
\]
The policy then simply selects the action that maximizes this value:

$$\pi_{\text{offline}}(f) : n = w(f = (\arg\max_a(x(a, f))))$$

The details of how such a model is learnt are described in Chapter 4. This policy is learnt offline and applied dynamically at runtime. There is no change or relearning of policy at runtime.

## 5.4 CDMapp

The proposed solution CDMapp is now presented. It exploits a model that has been learnt offline to dynamically map programs in the presence of external workload. It then improves the mapping quality by detecting any environment change, adjusting its behaviour over time.

**Predictive modelling:** At the heart of CDMapp is predictive modelling-based approach that relies on two models: (a) thread-predictor ‘w’ that predicts the optimal thread number and (b) environment-predictor ‘m’ that predicts the ensuing runtime environment after selecting the optimal number of threads, both based on the program characteristics and the current runtime environment.

The accuracy of the environment-predictor is easier to evaluate than the thread-predictor at runtime. This is due to the fact that accuracy of environment-predictor can be computed based on the difference between the actual and predicted environment (two scalar values). However, to evaluate the thread-predictor accuracy, the same parallel section needs to be run with all thread numbers and then compared with the predicted thread number. Such process is highly expensive to execute at runtime. The accuracy of the environment-predictor reflects the impact on system load by the predicted thread number. In other words, it acts a proxy to judge the decisions of the thread-predictor.

These models are trained and built offline using a three-step supervised learning algorithm as discussed in Section 2.3.1. This training process automatically generates the heuristic that is portable to other hardware platforms.
5.4.1 CDMapp as MDP

The proposed approach, CDMapp, based on ‘change detection’ has the same state description $S$ as offline approach and also builds a function $w(a, f)$ to predict the reward of a particular action. It differs in that it explicitly considers the state transition function $P(s, s', a)$ and modifies its policy online based on the transition. It builds a state predictor ‘$m$’ offline

$$m(f_t) = e_{t+1}$$

that predicts the environment at the next time stamp. If this prediction is incorrect then $P(s, s', a)$ has changed and the offline policy $\pi_{\text{offline}}(a)$ is out-of-date. This is known as change detection. Now since the thread predictor model is invalidated, its policy is now updated with a proportion ($k$) of the observed difference, to reflect this change. Here the value of $k$ is observed to be 1, however, it can be application or platform dependent. The CDMapp policy can be stated as:

$$\pi_{\text{CDMapp}}(s) = \begin{cases} 
\pi_{\text{offline}} & \text{if } \|e_t - \hat{e}_t\| \leq \delta \\
\pi_{\text{offline}} \pm k\|e_t - \hat{e}_t\| & \text{otherwise}
\end{cases}$$

5.4.2 Machine Learning Model Generation

Here, a description of the predictive models is presented starting with training data generation, feature collection and building the models. The set of features collected in Chapter 4 are reused here.

Training data: The training data is obtained by running each training program in the presence of external load with varying number of threads as described in Section 4.3. The code structure is captured by the static features $c$ and environment behaviour $e$ in a set of features $f$. These features characterize the program structure and the environment state. The best number of threads that gave best overall performance are recorded along with retaining the environment features that resulted from selecting this best thread number.

Features: The set of features used for building the thread-predictor is reused for learning the new models (the feature set is the same as the one in Section 4.3.1). The collected features $f^1, ..., f^8$ are listed in Table 5.1. At loop $i$, the feature vector $f^i_i$
### 5.4. CDMapp

<table>
<thead>
<tr>
<th>Static features</th>
<th>Dynamic features</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f^1$: Load/Store count (<em>lscount</em>)</td>
<td>$f^4$: Number of workload threads (<em>wthreads</em>)</td>
</tr>
<tr>
<td>$f^2$: Branch count (<em>branches</em>)</td>
<td>$f^5$: Number of available processors (<em>numproc</em>)</td>
</tr>
<tr>
<td>$f^3$: Instruction count (<em>instcount</em>)</td>
<td>$f^6$: Runtime queue size (<em>runq</em>)</td>
</tr>
<tr>
<td>$f^7$, $f^8$: Load (<em>ldavg-1, ldavg-5</em>)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: List of features.

is formed by these features. The parameters in this feature vector are plain numbers by default (for example, number of instructions, number of processors, load values). If additional feature values are associated with units of measurement, then they could be normalized to a fixed unit and can be included in the feature-vector.

Figure 5.5 shows the feature impact (see Section 2.3.4) across both models. It can be observed that static and dynamic features are equally important in their contribution to the quality of trained model predictions.

![Impact of selected features on the predictive models](image)

Figure 5.5: Impact of selected features on the predictive models. The static and dynamic features are equally important for the accuracy of the models.

**Building the model:** Both predictive models are built using the standard linear regression technique employing least squares method as described in Section 2.3. These two models are: $n_i = \overline{w_f}$ and $\|\overline{e_{i+1}}\| = \overline{m_f}$ where the first model (thread-predictor) is used to predict the thread number, the second model (environment-predictor) is used to determine a future environment (norm of the feature vector). Learning a model for the collected training data is simply finding the best linear fit to the data. This learning results in two simple 8-dimensional linear models $w$ and $m$ with their coefficients listed.
Table 5.2: Regression coefficients.

<table>
<thead>
<tr>
<th>Features</th>
<th>w</th>
<th>m</th>
<th>Features</th>
<th>w</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f^1$: lscount</td>
<td>0.104</td>
<td>0.213</td>
<td>$f^6$: runq</td>
<td>0.351</td>
<td>1.190</td>
</tr>
<tr>
<td>$f^2$: branches</td>
<td>0.612</td>
<td>-0.420</td>
<td>$f^7$: load1</td>
<td>-0.166</td>
<td>-0.049</td>
</tr>
<tr>
<td>$f^3$: instcount</td>
<td>-1.323</td>
<td>1.091</td>
<td>$f^8$: load5</td>
<td>0.158</td>
<td>0.313</td>
</tr>
<tr>
<td>$f^4$: wthreads</td>
<td>-1.198</td>
<td>-0.124</td>
<td>constant</td>
<td>-1.443</td>
<td>0.69</td>
</tr>
<tr>
<td>$f^5$: num_proc</td>
<td>0.956</td>
<td>0.872</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In Table 5.2. Unlike an ANN used to learn a model in Chapter 4, regression technique was used here due to higher prediction accuracies of both models.

5.4.3 Deployment

The built predictive models are combined and deployed at runtime as shown in Figure 5.6. Once the compiler has extracted static code features, it links this compiled version to a runtime library. At execution time, the runtime system features are collected and fed as input to both the models. The parallel section executes with the predicted thread number $\hat{n}_i$ and the predicted environment $\hat{e}_i$ is used to detect change. The absolute difference between the actual and predicted environment normalized to number of available processors is computed. If this value is below a predetermined threshold $\delta$, it implies that the prediction of the model $w$ was accurate. The value of threshold $\delta$ is determined to be 0.5 obtained from a sensitivity analysis study as shown in Figure 5.17(c). If there is a large difference, then these models are inaccurate and need updating. In the thread-predictor the numeric error component is adjusted with a proportion of the difference between observed and predicted environments, $\|e_i - \hat{e}_i\|$ (here $k=1$).

5.4.4 Example

To demonstrate how CDMapp approach works, consider the timeline in Figure 5.3 at three different decision points at time-stamps $t_1$, $t_2$, $t_3$. At $t_1$, the feature-vector is $\underline{f}=[0.045, 0.013, 0.1, 16, 16, 6, 2.73, 2.17]$, the number of threads selected is $n_1 = w \cdot \underline{f} = [0.045, 0.013, 0.1, 16, 16, 6, 2.73, 2.17] \cdot [0.104, 0.612, -1.323, -1.198, 0.956, 0.351, -0.166, 0.158] \cdot -1.443 = 3$. The environment at the next time step is pre-
dicted as $\|\hat{e}_2\| = m \cdot f = [0.045, 0.013, 0.1, 16, 6, 2.73, 2.17] \cdot [0.213, -0.42, 1.091, -0.124, 0.872, 1.19, -0.049, 0.313] + 0.69 = 20.72$. At the next decision point, $t_2$, the normalized difference between observed environment $\|e_2\| = 25.86$ and predicted environment $\|\hat{e}_2\| = 20.72$ is $|25.86 - 20.72|/16 = 0.32$ which is less than the threshold and hence the predicted thread number $n_2 = 2$ is unaltered. The environment at the next point is predicted again. When the environment has changed at $t_3$, the feature-vector $f$ is now $[0.032, 0.026, 0.2, 4, 4, 16, 4.76, 2.17]$ and the normalized difference between the observed environment $\|e_3\| = 17.75$ and the predicted environment $\|\hat{e}_3\| = 22.05$ is $|17.75 - 22.05|/4 = 1.07$ which is greater than the threshold. This signifies a drastic change in the system. Hence the predicted thread number $n_3 = 5$ is out-of-date and is now adjusted to result in new thread number $n_{3, \text{adjusted}} = 5 - \lfloor 4.3 \rfloor = 1$.

### 5.5 Experimental Set-up

This section describes the set-up and evaluation methodologies used to perform the experiments.
5.5.1 Hardware and Software Configurations

All experiments were performed on a dual socket 4-core Intel Xeon E5530 2.40 GHz system with hyper-threading enabled (total 16 threads) running kernel 2.6.18. All programs were compiled using gcc 4.6 with -O3 optimization level. To allow direct comparison to prior work, the experimental set-up described in Section 4.4 is replicated for a small scale oracle study, used to evaluate the accuracy of this approach. This machine is a dual socket 12-core Xeon E5620 2.40GHz running kernel 2.6.18.

5.5.2 Benchmarks

For the evaluation purpose, 14 OpenMP-based C programs from NAS, SpecOMP and Parsec benchmarks are chosen. Each program runs with largest input dataset. These programs are described in detail in Appendix A.

5.5.3 Experimental Scenarios

The proposed approach is evaluated in two types of execution environments: controlled static and dynamic runtime environments. In a controlled static environment, the external workloads continue running till the target finishes executing. Moreover, there is no change in the hardware where the target and workloads are executing. In a dynamic execution environment, each target program co-executes with varying workload programs and potentially changing number of processors during program execution.

<table>
<thead>
<tr>
<th>Workload type</th>
<th>Benchmark programs</th>
</tr>
</thead>
<tbody>
<tr>
<td>light</td>
<td>(i) is, cg</td>
</tr>
<tr>
<td></td>
<td>(ii) ammp, ft</td>
</tr>
<tr>
<td></td>
<td>(iii) ep, art</td>
</tr>
<tr>
<td>moderate</td>
<td>(i) ft, lu, ammp</td>
</tr>
<tr>
<td></td>
<td>(ii) bscholes, cg, equake, ep</td>
</tr>
<tr>
<td></td>
<td>(iii) is, mg, ep, art, btrack</td>
</tr>
<tr>
<td>massive</td>
<td>(i) sp, bt, equake, is, cg, art</td>
</tr>
<tr>
<td></td>
<td>(ii) bscholes, lu, bt, sp, fmine, art, mg</td>
</tr>
<tr>
<td></td>
<td>(iii) lu, sp, btrack, mg, ep, equake, ft</td>
</tr>
</tbody>
</table>

Table 5.3: Workload configuration.
However, the effect of other external system issues such as network contention, software version upgrade etc., are inherent in the set of selected runtime features.

**External Workload**

The external workload consists of a number of parallel programs selected from the above 14 programs. The number of workload programs and their number of threads are varied during program execution at runtime. Also, the workload is changed every 2 seconds to have a high variation in the nature of programs. As there are potentially many workload settings, for the purpose of this paper, three types of workloads are identified similar to the classification in Section 4.4. These are *light*, *moderate* and *massive* classified based on the amount of contention they create in the system.

Assume a workload can be represented as: \( W_{\text{type}} = (p, t) \) where \( p \) is the total number of programs in a workload and \( t \) denotes the total number of threads. If ‘\( P \)’ is the maximum number of available processors, the workloads are classified as (i) \( W_{\text{light}}: (<2, P/4) \), (ii) \( W_{\text{moderate}}: ([2-5], P/2) \) and (iii) \( W_{\text{massive}}: (>5, P) \)

For each workload type, three different sets of benchmarks are considered as shown in Table 5.3. Each set consists of programs chosen from aforementioned programs. All results are averaged over the three different benchmark sets. In order to minimize the amount of noise in the results, each run was repeated ten times. To ensure a fair comparison against different schemes, the same external workload is reproduced when the target is evaluated in all cases.

**Changing Hardware resources**

There can be many hardware parameters that can vary during program execution. For this work, the number of processors are changed at runtime. This change ensures that the amount of available computing resources varies drastically. To reflect a change in hardware resources at runtime, two settings are defined and evaluated. These are (i) *proc_drop*: where each experiment starts with the maximum number of available processors in this evaluation, 16 and drop to 4 to reflect a sudden drop in computing resources and (ii) *proc_inc*: where the processor count is increased from 4 to 16 to reflect the expansion in computing resources.

This hardware change is achieved by modifying the processor count by switching ‘online’ values (1 = enable, 0 = disable) for each CPU in `/proc` filesystem. In the
dual-socket machine used for these experiments, all 4 cores (8 processors) on one physical CPU and 2 cores (4 processors) on second physical CPU are disabled. In a realistic system, it is known that the change in the number of processors is less frequent than workload change. Hence, the CPUs are turned on/off only once during each experiment.

### 5.5.4 Methodology

This model is evaluated using standard leave-one-out cross-validation technique described in Section 2.6. From the training set, the program to be evaluated is removed and the heuristic is built based on remaining programs. Thus the model always predicts on an unseen program. This approach is compared against the OpenMP default, Online and Offline policies which are described in Section 5.3.

### 5.6 Experimental Results

This section discusses the experimental results of the evaluation of CDMapp against other schemes. Initially, the approach is evaluated in a dynamic setting and how a dynamic environment affects program performance is examined. The impact of each scheme on the workload is studied. This is followed by a real-world case study and an evaluation of an alternative competitively scheduled approach. Finally, results of a controlled experiment is presented where the best or “oracle” schedule can be determined, that provides a limit study of this approach.

#### 5.6.1 Overall Results

Figure 5.7 shows the performance of each scheme relative to the OpenMP default. These summary results are averaged across all benchmark programs and shown for different workload and hardware settings. Here each box and whiskers represents the distribution of speedups across all the target programs with a central line represents the average speedup. The box represents the middle 50% while the whiskers represent the outliers. Light, moderate and massive refer to the workload type. For example, the first box represents the performance achieved by the online scheme in light workload environment. Overall, on average, online scheme improves performance by 1.35x, offline technique achieves a speedup of 1.62x while CDMapp achieves 2.14x improvement over OpenMP default.
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Figure 5.7: Speedup comparison of each scheme per workload and hardware resource scenario averaged across target benchmarks. Overall, on average, online improves performance by 1.35x, offline achieves a speedup of 1.62x while CDMapp achieves 2.14x improvement.

The default policy assigns a number of threads equal to the number of processors, resulting in significant contention due to resource over-provision. The adaptive online technique improves on this by changing the thread number based on the execution time but wastes time trying to find the best thread number. The offline model does better still frequently predicting a good thread number initially but when the hardware changes at runtime, it is unable to adapt. CDMapp adjusts the optimal thread number whenever there is a misprediction or change in hardware. In a \textit{proc\_drop} setting, the system contention increases owing to reduced available computation resources and vice-versa. Results presented in subsequent sections are averaged across the evaluations in these two hardware changes. All approaches give a slightly better average performance when the number of processors drops yet as the workload environment becomes more intense, only CDMapp continues to improve. Both the online and offline approaches however do not further improve from moderate to massive workload.

5.6.2 Detailed Comparison

Here the performance of CDMapp is examined on a per-benchmark basis across all workload and hardware scenarios. Figure 5.8 shows the distribution of speedups ob-
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Figure 5.8: CDMapp: Distribution of achieved speedups for all benchmarks across all experimental scenarios.

Obtained for each target programs across different experiment settings. The central white dot represents the average performance, the black line represents the middle 50% of the distribution. For programs such as mg and sp this improvement factor is relatively low as they spend most of the time in data-access and related memory operations rather than on computation and are strongly affected by external workload. Programs such as cg, lu achieve much greater speedup. Program is is uniformly poor achieving an average speedup of 1.3x due to lack of parallelism, while other benchmarks such as bt have great variation in performance depending on the workload.

Next, these experimental results are presented on a per-benchmark basis averaged over three workloads per workload setting and two changing hardware scenarios.

Light workload

Here the resource contention is initially minimal as shown in Figure 5.9. For certain programs such as cg the online approach is competitive with the offline scheme while in other cases it occasionally slows the program down relative to the default scheme as can be seen by the standard deviation bars on mg, is, sp, bsholes and fmine. The offline scheme approaches the performance of CDMapp on ammp and achieves significant improvement on ep, btrack, equake but in each case it is outperformed by CDMapp which improves programs performance by 1.73x on average.
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Figure 5.9: For light workloads CDMapp improves performances by 1.74x over OpenMP default, 1.4x over online approach and 1.21x over offline model.

Figure 5.10: For moderate workloads CDMapp approach outperforms by 2.2x over OpenMP default, 1.47x over online approach and 1.22x over offline model.

Moderate workload

When the system contention is moderate, on average, all the schemes increase program performance relative to the default as they were able to reduce the degree of contention. The online and offline schemes were able to find significant improvement on bt, ep and fmine, but not on equake. On average, CDMapp achieves speedup improvement of 2.22x over the default outperforming the other schemes as shown in Figure 5.10.
Massive workload

Here the target programs are executed along with a massive workload. This high degree of load is to test the system with maximum contention. Once again the online and offline schemes provide good performance improvement on \(ep\) and the offline approach is also able to show significant improvement on \(lu\). However, in certain cases the online scheme has slowdowns relative to the default as shown by the standard deviation bars for \(bt\), \(mg\), \(is\), \(sp\). The offline scheme is significantly poorer than CDMapp on \(bscholes\), \(ammp\) that increases the overall improvement to a 2.37x speedup over the default as observed from Figure 5.11.

5.6.3 Impact on Workload

Any optimization technique aiming to improve the target program performance should ideally have minimal impact on external workload. Figure 5.12 plots the impact of various approaches on external co-executing programs. CDMapp reduces system-wide contention that leads to a marginal speedup improvement for external programs. The online approach critically affects the external programs for certain target programs \(mg\), \(is\), \(sp\) and \(art\) slowing them down and barely improves workload performance overall. By contrast, both offline and CDMapp improve workload performance by 1.20x and 1.25x respectively. This result - improving the target program improves workload too - is due to reducing overall contention for resources that helps all programs.
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Figure 5.12: Impact of various approaches on the co-executing workload. Speedup greater than 1 implies no impact on the workload.

Figure 5.13: (a) Scaled down real-world system activity showing workload and hardware change patterns. (b) In this real-world case study, CDMapp improves 1.67x over the online and 1.48x over the offline models.

5.6.4 Case Study

To demonstrate how CDMapp works in a real live system, a small-scale study is performed similar to the methodology as discussed in 4.5.3. The workload pattern is derived from a log over a period of 50 hours as shown in Figure 1.1. During this period, there was a hardware failure due to which half of the processors were not available for 2 hours. Activities of both the workloads and hardware changes are scaled-down to a time window of 3600 seconds. The number of workload threads was scaled down in proportion to the maximum number of processors. A new workload program is randomly selected at each instance every 150 seconds corresponding to the sampling rate
of the log. The resultant recorded activity is shown in Figure 5.13(a).

Here, CDMapp is clearly a superior policy achieving 1.67x improvement over the online and 1.48x over the offline models as observed from Figure 5.13(b) averaged across all benchmark programs. Significantly the average 1.8x improvement of this scheme is just short of the maximum range of improvement by the offline scheme. This result illustrates that CDMapp technique improves program performance in a highly dynamic unseen execution environment.

### 5.6.5 Runtime Evaluation Techniques

There has been some recent work trying to bridge the gap between the online and offline approaches. In [Ansel et al. 2012], different offline-tuned versions of the program are executed competitively at runtime and the best performing version is selected. This approach has the advantage of starting with good implementations and adapting to the online environment. However, executing multiple versions at runtime adds significant overhead and will have to be redone whenever the environment significantly changes.

A small-scale study on representative NAS benchmarks co-executing with light workloads in the proc_drop setting resulted in average performance drop of 22% with a worst 54% drop compared to OpenMP default policy as seen from Figure 5.14.

### 5.6.6 Oracle Study

The CDMapp approach improves significantly over existing schemes. In addition, it is also important to know how close is this technique is to the oracle. This section describes a limited study to compare CDMapp with the known best scheme in a controlled environment. Since this is static environment, it is possible to evaluate the best achievable speedup. To determine the best oracle schedule, in a replicated experimental set-up as mentioned in Section 4.4, experiments are run with all possible thread numbers assigned to each parallel loop. Here the best execution time is recorded which serves as an upper bound on the achievable performance by any scheduling policy.

The results are shown in Figure 5.15 where on average CDMapp is within within 12% of the oracle. This translates into improving program speedup by 1.42x over an online technique, 1.17x over an offline model. This relative improvement is less than seen in the dynamic scenarios described earlier. As expected, the offline approach works well here as the deployment scenario is similar to the training environment. In
more dynamic settings, such learning breaks down and CDMapp is more powerful.

Figure 5.14: Runtime evaluation of different offline-tuned versions drastically degrades program performance.

Figure 5.15: Comparison of CDMapp with existing techniques in a controlled static environment. It improves speedup by 11.7% over offline and is within 12% of oracle.

5.7 Analysis

This section analyses the source of performance of CDMapp. It first investigates how often each mapping approach changes the thread number in both controlled and dynamic environments. It is followed by an evaluation of the accuracy of the environment and thread number predictor in the controlled environment. Next, an evaluation of the threshold used by CDMapp scheme to modify thread prediction is discussed.
Figure 5.16: (a) In a controlled static environment with known oracle, CDMapp closely follows the oracle scheme. (b) In a dynamic environment with unknown oracle, CDMapp changes to the optimal thread number only as and when required. In both cases, online approach confines to fixed thread number change. Offline model is unable to adapt to new environment mispredicting thread number despite few thread number switches.

5.7.1 Thread Number Change

In dynamic environment, it is desirable to switch to the right number of threads as soon as possible, at any parallel loop of the target program to reduce the contention in the system. Such instant switching of thread numbers ensures a quick reaction to the external system.

Figure 5.16 shows the distribution of changes in thread number selected by each of the schemes. In addition, in the controlled static environment, this result can be compared with the known oracle. In both environments, the online approach changes the number of threads significantly but by a small amount. When compared to the oracle in the controlled environment, it clearly changes too frequently, and when it does need to change, it does not change by enough and is, therefore, slow to react to change. Its behaviour remains the same in both environments.

As expected the offline scheme performs well in the controlled environment as it is similar to the training set. It follows the oracle in changing only when needed. As the ideal number of thread changes increases, however, the offline approach diverges from the oracle mispredicting change in the 5 to 10 threads region. This large change in thread number is more apparent in the dynamic environment. CDMapp approach follows the oracle and, initially, like the offline scheme, in the controlled environment it changes infrequently. Unlike the offline scheme, it follows the oracle more closely when larger changes are needed only overestimating a change of 2 and underestimating a
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(a) Efficiency of environment predictor

(b) Efficiency of thread predictor

(c) Threshold sensitivity analysis

Figure 5.17: (a) CDMapp achieves near-accurate (91%) environment prediction within the threshold. (b) Difference in thread numbers between the oracle and CDMapp. In 80% cases threads determined is same as the oracle. (c) Sensitivity of the threshold value ($\delta$) to the number of mispredictions $\delta=0.5$ has least mispredictions.

change of 9 threads. In the dynamic environment it is much less aggressive than offline in selecting large changes leading to significant performance improvement.

5.7.2 Environment Prediction Accuracy

CDMapp relies on an environment predictor to measure the reliability of the thread predictor. The accuracy in predicting near accurate future environment is crucial as it determines the efficiency of thread number prediction. In Figure 5.17(a) a plot of frequency distribution of the difference between predicted and actual environment in the limited controlled study described in Section 5.6.6. This difference when confined within the threshold of 0.5 is around 91% of the cases. This value shows that CDMapp yields accurate environment prediction based on current information and hence the predicted thread number is near-accurate.
5.7.3 Thread Prediction Accuracy

The oracle study observed in the limited study gives deep insight into the accuracy of the thread predictor. Figure 5.17(b) shows a plot of the difference in thread numbers between the oracle and CDMapp approach. The x-axis shows the thread number difference [0-16] and the y-axis shows the frequency distribution of this gap between thread numbers [0-100%]. It can be observed that this approach closely follows the oracle around 80% of the time which highlights the accuracy of the model.

5.7.4 Threshold Sensitivity Analysis

At the core of the CDMapp models: thread-predictor and environment-predictor lies the threshold factor (δ). It is thus crucial to determine the ideal value of the threshold that determines any changes in the environment. Graph 5.17(c) provides a sensitivity analysis of the threshold parameter used to decide mispredictions. The x-axis shows the range of threshold from [0-1], and y-axis shows normalized percentage of mispredictions [0-100%]. The threshold value that has least percent of mispredictions is chosen to judge the quality of prediction. It is clear that a threshold of 0.5 is the sweet-spot for determining mispredictions.

5.8 Summary

This chapter discussed an approach that to determine the best thread mapping for any parallel program that is adaptive to change in the system. A novel technique based on online change detection is proposed to improve predictions of offline trained models that have limited knowledge of the best scheme at runtime. This adaptivity is achieved by predicting future environment that acts as a feedback to improve mapping policy. This approach evaluated with varying loads and hardware resources, speedup improvement of 2.14x over OpenMP default, 1.58x over an online approach and 1.32x over an offline trained model.

The next chapter discusses an approach for mapping in varying execution scenarios with no single optimal policy. This solution uses different expert mapping policies and learns a model online, that selects the best expert at runtime that is optimal for that execution scenario.
Chapter 6

A Mixture of Experts Approach for Efficient Runtime Mapping

This chapter presents a novel parallelism mapping solution in dynamic environments based on mixture of experts idea. A one-size fits all approach may not suit all execution scenarios when the environment is diverse and dynamic. Moreover, it is not easy to adjust the policies to suit different evolving scenarios. The proposed solution based on mixture of experts approach selects the best mapping policy or expert from several offline experts. Each expert performs the best mapping in a sub-state space of all possible execution states. The mechanism is designed in such a way that it is flexible to adjust the number of experts on-the-fly.

The chapter begins with an introduction in Section 6.1. Next, Section 6.2 highlights the motivation showing how existing approaches lag in adjusting to dynamic system changes. The mixture of experts concept is described in Section 6.3 and further description of how the offline experts and online expert selector are built is described in Section 6.4. The evaluation methodology is described in Section 6.5. Later, Section 6.6 discusses experimental results and subsequent analysis in Section 6.7. This chapter concludes in Section 6.8.

6.1 Introduction

Modern day hardware platforms are parallel and diverse. In the past, parallelism was restricted to HPC environments running a single application at a time on an isolated system with fixed, known resources. This is no longer the case; mainstream applications have to share dynamically varying resources.
Matching program parallelism to platform parallelism is a real challenge for compilers when the environment is shared, dynamic and unknown at compile time. When the environments have dynamically varying external workloads and hardware resources, this problem becomes more complex. Runtime systems try to adapt parallelism to system changes. However, these solutions are program agnostic and slow to react. Such approaches are characterised by one-size fits all assumption. They have a single monolithic model or policy that matches a program to its parallel environment. There is little ability to examine whether the policy fits the current setting or whether another would perform better. No matter how parameterized the policy is, it is highly unlikely that a scheduling policy developed today will always be suited for tomorrow. One critical problem with current approaches is that they cannot be easily updated or extended. Adding additional expertise requires rewriting (or retraining) the policy. Furthermore, improving one of the policy heuristics may adversely affect others.

This chapter presents a new approach based on predictive modelling that considers a number of thread selection policies at runtime and selects the one that it believes will perform best in a particular scenario. As the execution environment changes, different policies will be dynamically selected at runtime. Such an approach is known as a Mixture of Experts (2.5). It avoids highly complex heuristics and over-fitting training data by allowing different experts to be selected based on their worth. This work focuses on one area of parallelism mapping, selecting the best number of threads for a parallel program. It is the key decision when reconciling program parallelism with available resources.

The central issue is to evaluate if a policy is good at runtime. Trying all policies online is expensive. Furthermore, once a policy is selected, there is no monitor to evaluate its performance as the environment keeps on changing. This deficit is overcome by developing models that not only predict what the right number of threads should be for a program, but also what the environment will look like based on this decision. The models are constructed such that if the environment was predicted correctly, then so was the number of threads. Given this ability to determine whether a policy is accurate, the efficiency of each expert is monitored dynamically. The expert that is observed to be most accurate is then selected.

The following sections provide sources of motivation to highlight how existing techniques fail in these scenarios. It further describes the proposed solution and the
6.2 Motivation

The workload pattern in a highly dynamic realistic system (refer Chapter 1) is replicated on a scaled-down experiment on a 12-core machine as described in Section 4.4. As shown in the top graph of Figure 6.1, the number of workload threads and available processors varies over time. Here target lu co-executing with mg that uses OpenMP default policy, is optimized by trying to select right number of threads. The remaining graphs in this figure shows the number of threads selected by different policies over time. Change points at $t_0$, $t_1$, $t_2$ are highlighted. Analytic is delayed in reacting to change. The mixture approach selects expert 1 until $t_0$, expert 2 until $t_2$ and expert 1 thereafter.

methods of selecting and building the offline experts and online learning of the expert selector.
time, reacting to changes within the target program and the external environment.

The graph labelled analytic depicts the behaviour of a scheme recently suggested in [Sridharan et al. 2014]. It dynamically changes the number of threads selected in response to the changes in the environment. However, to do this, it first runs a parallel section with varying number of threads to measure the speedup before settling on a preferred number resulting in a delay as seen at time step $t_0$. Just when the number of resources drops, this scheme increases the number of threads based on out-of-date data collected before $t_0$. It eventually settles down, but this delay has cost.

The next two graphs show the behaviour of two experts. Each expert ($E^1, E^2$) uses an offline trained model that predicts the best thread number. They differ in the state space that they are trained for, $E^1$ is more sensitive to changes in the number of processors than $E^2$, and consequently select different thread numbers.

The final graph shows the number of threads selected by the mixture approach. It chooses the expert which is best-suited for that current execution environment. For example, consider the timeline figure at two time stamps $t_1, t_2$. Initially, expert $E^2$ is the best model at $t_1$. When the execution environment changes at $t_2$, the selector switches to expert $E^1$ as it is more appropriate than $E^2$. As shown in Section 6.4.3, $E^1$ predicts the environment more accurately at $t_2$ than $E^2$, so this was the right decision.

The program performance using these techniques is seen in Figure 6.2. The analytic approach improves over the OpenMP default but is outperformed by either expert due to the delay in reacting to change. Having the ability to switch between experts dynamically greatly improves performance further still.
6.3 Mixture of Experts (ME): Overview

The mixture of experts approach selects the best offline policy or expert at runtime to predict the best number of threads. Given a number of mapping policies, this approach learns online which expert is best suited to each dynamic decision. Central to this formulation is the concept of reward i.e. determining how good a mapping is.

6.3.1 Offline Experts

Every expert is associated with two predictive models which are described in Section 5.4. These are (1) thread-predictor ‘w’ that predicts the optimal thread number and (2) environment-predictor ‘m’ that predicts the future environment after selecting the optimal number of threads, both based on the program characteristics and the current runtime environment.

**Thread Predictor:** A model $x$ is learnt that given a thread number $n$ and the current state at time stamp $t$ encoded as a feature vector, $f_t$, returns an approximation of eventual speedup

$$x(n, f_t) = \hat{V}(n)$$

where $\hat{\cdot}$ is used to denote an approximation and $\hat{V}(n)$ is the predicted program speedup with $n$ threads. A thread-predictor ‘w’ that selects the thread number that is predicted to maximize speedup:

$$w(f_t) = n[\arg\max_n(x(n, f_t))]$$

The details of how such a predictor $w$ is learnt are described in Chapter 4.

**Environment Predictor:** At time step $t$, this predictor determines the environment at the next timestamp $t + 1$.

$$m(f_t) = e_{t+1}$$

If this prediction is incorrect then, the thread prediction $w$ will be incorrect. While it is highly unlikely to determine the accuracy of $w$; it is easy to judge the accuracy of $m$ at the next timestamp. As $m$ and $w$ are built from the same training data, if $m$ is accurate, there is a high chance that even $w$ is accurate, as observed from the evaluation results.
Environment prediction is the key to monitoring the accuracy of the experts. Existing experts that are generated using machine learning can be retrofitted by retraining them, using the same original training data, to predict the environment as well. It is more challenging for hand-crafted or ad-hoc experts as a new environment predictor would need to be created. Alternatively, an expert can be selected online periodically (with no environment predictor) and see how it affects the environment and record the result, slowly building an environment predictor automatically over time.

### 6.3.2 Expert Selector

Unlike standard ME, exhaustive evaluation of all experts cannot be performed online owing to extensive time consumed. There is also no way to monitor, online, how an expert performed. In this work, the environment predictor is used as a proxy to the thread predictor’s quality. It, therefore, allows for swift adaptation by reducing additional overhead. Assuming that there are a number of different predictors or experts, each of which has an associated predictor pair \((m^k, w^k)\), the role of the mixture of experts model \(M\) is to select the best expert ‘\(k\)’ which is predicted to give the best performance as:

\[
M(f) = k[\arg\max_k(\arg\max_n(x^k(n, f)))]
\]

in other words, select the expert that is expected to predict the number of threads that will lead to the maximum speedup. This selection is to be performed online. Learning the best gating function \(M\) in this way is not feasible, as it is not possible to evaluate the performance of \(x^k\) at runtime. Instead, the environment predictor is used here as:

\[
M(f) = k[\arg\min_k||\hat{e}_k - e_t||]
\]

in other words, select the expert that is most accurate in predicting the environment. As this can be evaluated at each time step, it can be used to build, online, the mixture of experts model. The code and environment features, \(f\), are input to the online expert selector \(M\) which determines which expert to select. The predicted thread number of the selected expert is then assigned to the parallel section. This model adapts over time based on the accuracy of each expert’s prediction of the future environment. Figure 6.3 shows the mixture of experts idea.
6.4. Approach

This section describes how individual experts are learnt. It then discusses how a model that selects the best expert online is built.

6.4.1 Individual Experts

Each expert is an offline trained mapping policy with two models as mentioned above. Any (potentially external) expert that determines these two parameters, via whatever means, can be included in the existing mixture.

There are numerous ways of selecting the training data for each expert. This work uses four experts chosen arbitrarily. How the experts are selected is shown in Figure 6.4. An initial analysis of the number of threads vs program performance is discussed in Section 6.7. The training programs are classified into two sets: scale and do not scale, based on their scaling behaviour. Then an expert is trained on two sets of hardware; 12-core and 32-core machines. This classification results in four experts. Determining the best number of experts in advance is a complex process. This open question needs further experiments and analysis. For this work, a program is said to scale up when it achieves a minimum speedup of $P/4$ when it executes with maximum hardware contexts on an isolated machine with $P$ processors. All program combinations are executed to collect the training data that hopefully covers the potential deployment scenarios.
Generating the Experts: Experts are created using predictive modelling techniques. Training is performed once in an offline setting. No further training is allowed for new programs. Supervised learning process, described in Section 2.3.1, is employed for training the experts. As every machine learning model is built using a rich training set, how such data is generated is described next along with the set of features used.

Generating the Training data: Similar to the training process discussed in Chapter 4, the training data is generated by executing programs from NAS parallel benchmark suite on a 12-core system. Each target program co-executes with a single workload with varying number of threads for both programs. Apart from this, training experiments were also performed on another platform (32-core system) which generated new training data. Features are captured as $f = [c, e]$ where $c$ are static code features and $e$ environment features. The number of threads ‘n’ that led to best performance and the norm of corresponding environment vector are recorded.

Features: In addition to the eight features (see Section 4.3.1), two additional features are found to be essential for this training set. These features are listed in Table 6.1. At loop $i$, the feature vector $f_i = (f^1_i, ..., f^{10}_i)$ is formed by these ten features.

Although all experts use the same features, they vary in importance across each expert. Figure 6.5 shows the importance of selected features across different experts. The resultant normalized values for all four experts form the pie-charts. Each slice of the pie-chart corresponds to how crucial is the feature for that expert. These features are ranked in the order of relative importance to the experts. The $\pi$ values below every pie-chart represent the feature impact values (see Section 2.3.4). For example, run
Figure 6.5: Impact of selected features on the experts. A slice in each pie-chart corresponds to how crucial is the feature for that expert. Feature impact ($\pi$) value below a pie-chart is averaged across all experts.

queue size is more critical to expert $E^1$ and less important to other experts. Certain features such as $\text{#processors}$ are nearly the same for all experts.

**Building the models:** Similar to the process in Section 5.4, linear regression technique employing standard least squares is used to build two models that fit the training data. Alternate machine learning techniques could equally be used. Learning a model for this data is simply finding the best linear fit to the data i.e. determining weights for each selected feature ($w_1f_1 + \ldots + w_nf_n + \beta$). This results in simple 10-dimensional linear models $n = w \cdot f$ and $\hat{e} = m \cdot f$ where the weights (coefficients) $w$ and $m$ are listed in Table 6.1. Each of the four experts has respective weights.

### 6.4.2 Expert Selector

A mixture of experts model $M$ consists of a series of hyperplanes $S$ in the 10-dimensional feature space $f$. These hyperplanes define the regions in the feature space where one expert is more accurate than the others. The environment prediction error, $a$ for expert $k$ is defined as

$$a^k = ||\hat{e}^k|| - ||e||$$
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<table>
<thead>
<tr>
<th>Features</th>
<th>$E_1$</th>
<th>$E_2$</th>
<th>$E_3$</th>
<th>$E_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_1$</td>
<td>1.05</td>
<td>-0.84</td>
<td>0.14</td>
<td>1.1</td>
</tr>
<tr>
<td>$f_2$</td>
<td>-1.52</td>
<td>1.12</td>
<td>-0.78</td>
<td>0.95</td>
</tr>
<tr>
<td>$f_3$</td>
<td>0.87</td>
<td>0.84</td>
<td>0.05</td>
<td>-0.87</td>
</tr>
<tr>
<td>$f_4$</td>
<td>-0.62</td>
<td>0.05</td>
<td>0.44</td>
<td>-0.48</td>
</tr>
<tr>
<td>$f_5$</td>
<td>0.98</td>
<td>0.98</td>
<td>0.002</td>
<td>0.99</td>
</tr>
<tr>
<td>$f_6$</td>
<td>0.003</td>
<td>0.02</td>
<td>0.23</td>
<td>-0.15</td>
</tr>
<tr>
<td>$f_7$</td>
<td>0.002</td>
<td>0.03</td>
<td>0.09</td>
<td>0.473</td>
</tr>
<tr>
<td>$f_8$</td>
<td>-0.013</td>
<td>0.227</td>
<td>0.6</td>
<td>-1.07</td>
</tr>
<tr>
<td>$f_9$</td>
<td>-0.07</td>
<td>0.002</td>
<td>0.05</td>
<td>0.007</td>
</tr>
<tr>
<td>$f_{10}$</td>
<td>0.004</td>
<td>0.002</td>
<td>-0.08</td>
<td>-0.04</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-1.21</td>
<td>-6.8</td>
<td>0.28</td>
<td>-3.03</td>
</tr>
</tbody>
</table>

Table 6.1: List of features, regression coefficients.

The hyperplanes $S$ are learnt online such that the error of a predictor $k$ in this region is less than the average error of other predictors.

$$\arg\min_S (d^k - \frac{\sum_{i \neq k} d^i}{K-1})$$

where,

$$S^{k-1} < f \leq S^k$$

The feature space $f$ is evenly partitioned initially and then adjusted online based on the accuracy of each expert. To update the model, the data from the last time-step is used to minimize runtime overhead.

### 6.4.3 Example

To demonstrate how our approach works consider the workload timeline shown in Figure 6.1. At timestamp $t_1$, the feature-vector $f_i$ is

$$f_i = [0.032, 0.026, 0.2, 4.8, 16, 4.76, 2.17, 1.11, 1.65]$$

Expert $E_1$ predicts thread number $n_1$ and environment $e_1$ by the product of weights $w_1, m_1$ from Table 6.1 with $f_i$ as

$$n_1 = w_1 \cdot f_i = 4; \quad ||e_1|| = m_1 \cdot f_i = 12.56$$

Similarly expert $E_2$ predicts

$$n_2 = w_2 \cdot f_i = 6; \quad ||e_2|| = m_2 \cdot f_i = 8.54$$
The Mixture of Expert selection $S_1^i$ hyperplane is $[0.04,0.02, 0.2, 6, 10, 14, 4.00, 2.00, 1.1.5]$ and as $f_1 < S_1^i$, it selects $E^2$ as its expert and chooses 6 threads. This, in fact, turns out to be the correct decision as the actual measured environment is $\|e_1\| = 8.713$ which is closer to $E^2$’s prediction of 8.54 rather than $E^1$’s of 12.56. Later at timestamp $t_2$, the feature-vector $f_2$ is

$$f_2 = [0.045, 0.013, 0.1, 12, 12, 6, 2.73, 2.17, 0.01, 1.21]$$

Here, expert $E^1$ predicts $n_2^1$ and $\hat{e}_2^1$ as

$$n_2^1 = w^1 \cdot f_2 = 4; \quad \|\hat{e}_2^1\| = m^1 \cdot f_2 = 13.94$$

Similarly expert $E^2$ predicts

$$n_2^2 = w^2 \cdot f_2 = 8; \quad \|\hat{e}_2^2\| = m^2 \cdot f_2 = 8.504$$

Here, the mixture of experts selects expert $E^1$ as $S_1^i < f_2$ and chooses 4 threads. This is the correct decision as the actual measured environment is $\|e_2\| = 11.763$ which is closer to $E^1$’s prediction of 13.94 rather than $E^2$’s of 8.504. If there was a misprediction, the hyperplane $S$ would be updated to reclassify this feature point.

6.5 Experimental Set-up

This section describes the hardware platform and benchmarks used and outlining the dynamic environment. It then lists the compared adaptive techniques.

6.5.1 Hardware and Software Configurations

All experiments are evaluated on the platform listed in Table 6.2. The target and workload programs start executing at the same time and continue till the other finishes. Each experiment was repeated three times and the mean value of program execution time is reported for all evaluation results.

6.5.2 Benchmarks

Several multi-threaded programs from various benchmark suites are chosen for evaluating this approach. These include all OpenMP-based C programs from NAS, SpecOMP and Parsec benchmarks as listed in Appendix A.
Table 6.2: H/W and S/W configurations of the evaluation system.

### 6.5.3 Policies

The mixtures approach is evaluated against the following adaptive policies. A detailed description of these policies is discussed in Chapter 4. A brief mention of these policies is as follows:

**Default:** OpenMP default policy assigns a thread number equal to the maximum number of available processors.

**Online:** This is a robust adaptive scheme that employs hill-climbing technique which changes the thread count at runtime based on execution time, responding to change in system environment.

**Offline:** The offline technique uses a machine learning heuristic predicts a thread number at runtime based on an offline-trained model to map programs in the presence of external workloads.

**Analytic:** In [Sridharan et al. 2014] an analytical model determines the degree of parallelism at runtime based on observed speedups at fixed time-intervals and estimated using regression techniques.

### 6.5.4 Experimental Scenarios

In a highly dynamic environment, the target co-executes with varying workloads and changing number of processors. This is to reflect drastic changes in the system which changes the resource availability and contention. How these parameters are varied is described below. The effect of other external system issues such as network contention are reflected in the set of runtime features used in this model.

**Workloads:** The external workload consists of multiple parallel programs selected from the above benchmark programs. The number of workload programs and the
6.6 Experimental Results

<table>
<thead>
<tr>
<th>Workload type</th>
<th>Programs</th>
</tr>
</thead>
<tbody>
<tr>
<td>small</td>
<td>(i) is, cg</td>
</tr>
<tr>
<td></td>
<td>(ii) ammp, ft</td>
</tr>
<tr>
<td>large</td>
<td>(i) sp, bt, equake, is, cg, art</td>
</tr>
<tr>
<td></td>
<td>(ii) bscholes, lu, bt, sp, fmine, art, mg</td>
</tr>
</tbody>
</table>

Table 6.3: Workload configuration.

number of threads are varied in each setting. Based on this configuration the workloads are classified as *small* and *light*. For each workload type, consider different sets of programs are considered as shown in Table 6.3. The workload is dynamically changed at every 2 seconds. All results are averaged over these different benchmark sets. The same external workload is reproduced for all evaluated policies in all cases. This ensures a fair comparison across different mapping policies.

**Hardware:** To reflect any change in hardware, the number of available processors are varied during program execution. This change can be due to several factors including hardware failures, turning them off for saving power, assigning more/fewer cores for other high/low priority jobs. It is assumed that hardware changes less frequently (at least 5x slower) than workloads. Hence the number of available processors is varied in two different frequencies: *low* and *high*: every 20 seconds and 10 seconds in low frequency and high frequency settings respectively.

### 6.6 Experimental Results

Firstly, all policies are executed on an isolated and static system to evaluate the overhead incurred. Next these policies are run in a dynamic environment as described in the previous section. The performance results for these settings are presented later. In all experiments the OpenMP default policy is used as a baseline for all experiments.

#### 6.6.1 Isolated and Static Environment

Figure 6.6 shows the results of the evaluated schemes in a system that is static (no changes in the environment) and isolated (no co-executing workloads). The evaluated techniques return the corresponding best thread number when invoked.
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Figure 6.6: Evaluation of policies in an isolated static system. Mixtures approach adds no overhead.

Online spends too much time trying different thread numbers is unable to detect lack of workloads, yet employs the same optimization to find the best degree of parallelism. It, therefore, slows down a few programs. However, offline and analytic approaches adjust to find thread number leading to good speedup. The mixtures approach never slows down the target. Moreover, it improves certain programs like mg, cg, art. These involve irregular memory accesses and barriers and allocating many threads slows down the program. This approach analyzes this behaviour and determines the optimal thread number of the best expert which is most suited for a given program. On average, mixtures approach improves 1.12x over the default and by 8% over the analytic scheme. This highlights that, although the mixture approach is aimed for dynamic environment, it is promising to see no overhead in a static environment.

6.6.2 Dynamic Environment

Initially the results are summarized across all experimental scenarios for all the benchmark programs. This section is followed by a detailed study of the performance results on a per-scenario basis.

6.6.3 Overall Results

Figure 6.7 summarises the results averaged across all benchmark programs for different workload and hardware settings. On average, online, offline and analytic approaches improve performance by 1.22x, 1.34x and 1.45x respectively. The mixture of experts approach outperforms all these by achieving 1.69x mean (1.54x median)
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Figure 6.7: Speedup comparison of each scheme per workload and frequency of hardware change averaged across all benchmarks. Overall, on average, online, offline and analytic approaches improve performance by 1.22x, 1.34x and 1.45x respectively. This approach outperforms these by achieving 1.69x mean (1.54x median) improvement.

speedup improvement. In this figure, each box and whiskers represent the distribution of speedup relative to the default. The central line represents the median speedup; the box represents the middle 50% while the whiskers represent the outliers.

The default policy performs poorly due to increased resource contention. The online technique adapts by changing the thread number in response to the observed execution time. However, this reacts slowly to the changes and hence achieves marginal improvement. The offline technique improves over the online scheme, but it is limited by its workload training and cannot adapt to new environments. The analytic technique performs well with workload change but is unable to adjust to the changing hardware resources. The mixture of experts approach immediately detects these changes and selects the best expert that is more specialized in the observed system state. It achieves significant improvement over these existing techniques.

6.6.4 Detailed Comparison

Here the experimental results are detailed on a per-benchmark basis, averaged over all the workloads on each experimental setting.
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Figure 6.8: For targets executing with small workloads and low frequency hardware changes, the mixture approach improves 1.52x over default, 1.3x over online, 1.22x over offline and 1.17x over analytic techniques.

Figure 6.9: For targets executing with small workloads and high frequency hardware changes, the mixture of experts approach achieves performance of 1.55x over default, 1.42x over online, 1.21x over offline and 1.14x over analytic techniques.

Small workload: With small workloads, resource contention is minimal, however the changing number of processors limits the amount of computing resources.

Low frequency hardware change: Figure 6.8 shows the speedup for each policy averaged across all workload programs when the change in hardware is low. Here the mixture approach improves performance 1.52x over OpenMP default and outperforms all other schemes by 1.3x over online, 1.22x over offline and 1.17x over analytic techniques. Online improves over offline for bt, ep but it performs worse than the default for sp. Analytic approaches the performance of the mixture policy for mg, cg, art, btrack but in each case it is outperformed by the mixture of experts.
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Figure 6.10: For targets executing with large workloads and low frequency hardware changes, the mixtures approach significantly improves 1.79x over default, 1.29x over online, 1.23x over offline and 1.19x over analytic techniques.

Figure 6.11: For targets executing with large workloads and low frequency hardware changes, the mixture of experts approach improves 1.65x over default, 1.34x over online, 1.26x over offline and 1.20x over analytic techniques.

**High frequency hardware change:** The results for this setting are shown in Figure 6.9 where the performance is improved by 1.55x over the OpenMP default using mixtures approach. It outperforms the other techniques, 1.42x over online, 1.21x over offline and 1.14x over analytic techniques. Online slows down certain programs, e.g., ft, sp, art. The offline approach never slows down any target program performing better than the online scheme.

**Large workload:** With large workloads, the contention for system resource is greater. In addition, variation in the available processors compounds this effect.
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Figure 6.12: Effect of policies on external workloads. The mixture approach never degrades workloads, improving workload by 1.19x on average.

**Low frequency hardware change:** Figure 6.10 shows the results for this scenario. On average the mixtures approach achieves performance improvement of 1.79x over the default, 1.29x over online, 1.23x over offline and 1.19x over analytic techniques. Online improves bt, ep but slows down is, ep. Offline policy improves bt, lu, cg, ep but is ineffective for is, sp, freqmine, btrack. Analytic improves across all programs but is outperformed by mixture of experts technique in all cases. Certain programs like bt, lu, cg, equake benefit a lot from this approach.

**High frequency hardware change:** Here the mixture approach improves 1.65x over default, 1.34x over online, 1.23x over offline and 1.20x over analytic. Programs such as cg, lu, equake, freqmine benefit significantly from the mixture of experts. Offline and analytic improve over online across all programs except sp. Figure 6.11 shows the speedup results in detail.

### 6.6.5 Impact on Workloads

Any optimization scheme improving the target program performance should ideally exert minimal impact on the co-executing workloads. Figure 6.12 shows the impact of the evaluated schemes on the external workloads averaged across all experiment settings. All policies improve over the default on average, though online degrades the workload performance in certain cases. The offline and analytic models marginally improve over the online schemes. The mixture of experts approach outperforms these techniques by improving workloads performance by 1.19x. This result is primarily due to a reduction in system contention benefitting both target and workload.
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(a) Evaluation on a real-world case-study

(b) Thread affinity

(c) Monolithic model vs. mixture of experts

Figure 6.13: (a) In a live system, the mixtures approach improves by, on average by 1.32x, 1.21x, 1.19x over the online, offline and analytic models. (b) Impact of affinity scheduling on thread selection policies averaged over all benchmarks and workloads for small workloads scenario. Here, the mixtures approach gives a 2.1x average speedup. (c) Evaluation of monolithic model vs mixture of experts. The latter improves 1.28x over one single model.

6.6.6 Case Study

As discussed in previous chapters on evaluating proposed solutions in a real live system (see Figure 1.1), even this technique is tested on the same setting. During this period, there was a hardware failure such that half of the processors were unavailable for 2 hours. This pattern was simulated on the experimental platform, mentioned in Section 6.5. Here, the number of workload threads was scaled down in proportion with the maximum number of processors. All target benchmarks are evaluated in this scenario and summarized speedup results are shown in Figure 6.13(a). The average speedups are online: 1.19x, offline: 1.34x, analytic: 1.43x and mixture: 1.61x. Mixture of experts is clearly the superior policy, achieving improvement 1.32x, 1.21x, 1.19x over
online, offline and analytic. This illustrates that the mixtures approach works well in totally unseen environments.

### 6.6.7 Thread Affinity

Associating threads to cores via affinity scheduling can improve performance as it may reduce memory traffic. An evaluation to verify this is discussed here. Here affinity scheduling is combined with each of the thread selection policies. All benchmarks are ran with multiple workloads in the small workload scenario described in Section 6.6.4, the scenario likely to benefit most from thread scheduling. The results averaged across the target benchmarks are shown in Figure 6.13(b). All schemes show improvement with affinity scheduling, but the mixture approach gives the largest improvement of 26%, giving an overall speedup improvement of 2.1x.

### 6.6.8 Generic vs. Experts

Here the performance of the mixture of experts policy is compared against a single aggregate model with the same total training data. Such a model is an ensemble of different experts generated by combining the corresponding training data of experts. Figure 6.13(c) shows the speedup comparison using a single model against the mixtures. The mixture of experts gives a 28% improvement over an aggregate model. This is basically due to the failure of the one size fits all approach of the aggregate model.

The next section presents a detailed analysis of this approach and results obtained. It highlights the accuracies of environment and thread predictors, followed by the effect of number of experts on performance.

### 6.7 Analysis

Here the accuracy of the experts are analyzed. An initial analysis on how the number of experts impacts performance is presented.

#### 6.7.1 Environment Predictor Accuracy

The efficiency of the mixture of experts approach relies on the environment prediction capabilities of individual experts. Figure 6.14(a) shows how accurate these values are
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(a) Efficiency of environment predictor

Figure 6.14: (a) Environment predictor accuracy of experts normalized to actual environment. (b) Distribution of the number of times an expert is chosen across each scenario. (c) Effect of increasing number of experts on program speedup averaged across all target programs. A mixture of four experts outperforms the best single expert by 1.22x.

for each expert. Y-axis shows the normalized difference between observed and predicted environment averaged across all experiments. It can be seen that all experts accurately predict the future environment between 79% and 82% of the time. So individually there are highly accurate. When combined in a mixture model, this accuracy increases to 87%.

6.7.2 Frequency of Expert Selection

If one expert were to dominate one or more scenarios, then having a mixture may be of little benefit. If, however, the frequency that an expert is selected is independent of scenario; then this undermines the need for online selection. Figure 6.14(b) shows the normalized frequency distribution of how many times each expert is selected in each of the four scenarios. As expected, one particular expert dominates each scenario: expert $E^1$ is used 60% of the time for lightweight, low-frequency scenario while expert
6.7.3 Number of Experts

One of the central claims of the mixture approach is that experts can be added over time, helping improve performance. Here, the target speedup is measured with an increasing number of experts in the heavy-workload, low-frequency scenario. Figure 6.14(c) shows the average performance achieved across all benchmarks in this scenario using a varying number of experts. Individually, each expert gives low performance. As expected, from Figure 6.14(b) experts $E^3, E^4$ are most accurate here and give speedups of 1.22x and 1.27x. The mismatched experts $E^1,E^2$ give performance of only 1.2x and 1.15x. However, adding experts steadily improves performance. This shows that the slight additional cost to determine the environment prediction accuracy is more than compensated by the performance gains. The mixture approach gives a 22% improvement over a best single expert.

6.7.4 Experts of Finer Granularity

Here the analysis of the granularity of experts is discussed. Monolithic model is built as a single entity built using the entire training data. Section 6.4 described how four experts were classified and built. Moving towards a finer granularity, eight experts were built by further splitting the training programs. These are grouped into four groups based on speedup of at least $P, P/2, P/4, P/8$ on two systems (16-core, 32-core). The results averaged across all programs for the scenario in Section 6.6.4, are...
presented in Figure 6.15. It can be observed that an increased number of experts further benefits the programs with eight experts improving by 1.63x and 4 experts by 1.55x. This is probably due to more specialized experts, capturing environment changes more precisely.

### 6.8 Summary

This chapter has presented a technique based on a mixture of experts approach for efficient thread number selection. It determines at runtime, the best offline expert out of a collection of experts. It also provides a mechanism to add additional expertise knowledge gracefully. The main motivation is that there is no one-size fits all universal best mapping policy that is optimal in all possible execution scenarios. On evaluating with varying workloads and hardware resources on a 32-core platform, this approach improves over 1.69x over OpenMP default and outperforms other existing mapping policies. It has no impact on external workloads, rather, it improves them as well.

The next chapter discusses what happens to the system state if the workloads are smart and start to adapt using different optimization schemes. It also explores combinatorial executions of target and workload programs using competitive co-scheduling schemes.
Chapter 7

Competitive Co-scheduling: A Critique

This chapter presents a thorough analysis of existing state-of-the-art runtime scheduling policies of parallel programs. It presents a detailed evaluation of competitive co-scheduling of programs where programs can employ different policies. The chapter starts with an introduction in Section 7.1. Section 7.2 highlights the need for choosing an optimal scheduling policy and how this policy varies based on the nature of the program. A detailed description and formulation of the different scheduling policies is presented in Section 7.3. A methodology for analyzing program behaviour and classification is described in Section 7.4. Section 7.5 discusses the evaluation methodology followed by discussing analysis by per-policy and per-program basis in Section 7.6. This chapter concludes in Section 7.7.

7.1 Introduction

Co-scheduling applications is typical in modern computing scenario to improve system utilization. Minimizing cross-program interference and effective exploitation of resources are crucial in achieving the best possible performance. The problem of smart co-scheduling is near critical in modern day data centers. This problem is further complicated owing to the variety in the nature of the programs being scheduled on modern heterogeneous systems. Moreover, co-scheduling jobs is highly complex owing to different requirements, in terms of jobs preferences and complexity of execution architectures. Compute-intensive workloads exploit processing power to the extreme and scale well. Memory-intensive programs spend significant time in accessing the memory for data retrieval or transfer due to high cache misses. Limited bandwidth constitutes a
bottleneck for I/O bound tasks that hinders applications' performance. Such programs do not scale well and they do not effectively exploit available computing resources.

The same nature of the variety in applications is observed in co-executing workloads. For example, *ep* from NAS is embarrassingly parallel that requires no data transfer tasks. On the other hand, *mg* performs long- and short-distance communication and is memory-intensive. When jobs of such different intrinsic behaviours try to co-execute with other programs, the nature and intensity of the contention due to interference varies significantly. Over-subscription or under-subscription of resources can lead to significant performance degradation. Runtime schedulers manage the co-location of these workloads to minimize interference and improve program performance and system utilization.

An optimal scheduling policy is the most efficient way to coordinate program execution on large scale settings like grids and clouds. Moreover, it is crucial to know if the system remains stable when each co-scheduled job uses a different scheduling policy. Hence, a proper scheduling mechanism needs to contemplate the program behaviour along with system runtime information to efficient co-scheduling of applications.

### 7.2 Overview

This section provides an example to illustrate that choosing an optimal co-scheduling policy is non-trivial, and a program's performance is dependent not only on the scheduling policies but also that the nature of the program. In addition, the impact on the total combined execution time when the jobs are co-scheduled using different scheduling policies is also discussed.

For this purpose, in an experimental set-up described in Section 7.5, a pair of programs from NAS parallel benchmark is co-scheduled. Both the programs start executing at the same time and continue running until the other program finishes executing. Different co-scheduling policies, described in previous chapters are evaluated when both programs use the same policy.

Initially, a pair *lu*, *lu* from NAS parallel benchmark is co-scheduled. The combined execution time of the co-scheduled programs compared over a static scheme used as baseline is shown in Figure 7.1(a). It can be observed that the default policy slows down the program due to oversubscription of threads. Rest of the techniques achieve different speedup improvements. Here, the analytic policy turns out to be
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Figure 7.1: Comparison of policies of co-scheduling of (a) compute-intensive and compute-intensive (b) compute-intensive and memory-intensive, and (c) memory-intensive and memory-intensive workloads.

the best for both programs by improving over 1.52x. In the second experiment, a compute-intensive program \texttt{lu} is co-scheduled with a memory-intensive program \texttt{mg}. The performance of different policies in Figure 7.1(b). Here the default policy performs nearly as the baseline. The order of the speedups obtained by these policies is varied now. In this case, out of existing techniques, the mixture of experts approach outperforms the rest by improving 1.5x. Finally, when a memory-intensive program \texttt{mg} is co-executed with itself, the default scheme slows down the program. As observed from Figure 7.1(c), the order of best performing policies is yet again different from the previous results. In this case, loadbalance policy achieves best improvement over other policies by 1.48x.

From these performance results, it is quite evident that when a pair of programs is co-scheduled, different combination of mapping policies yields varied results and the impact of each policy changes based on the nature of the program. Moreover, choosing an optimal policy for each program is rather non-obvious. Hence, these factors need to be considered when deciding on the best co-scheduling policy to be employed.
7.3 Policies

This section describes the state-of-the-art runtime co-scheduling policies of parallel programs, as described in previous chapters.

There are numerous ways where programs can co-scheduled by different policies. These scheduling policies can be broadly classified as fixed and variable policies. A fixed policy determines an optimal resource allocation to a program at the beginning of its execution and never changes it during the program execution. A variable policy changes the allocation during program execution based on the runtime environment.

Fixed scheduling policies can further be classified into Default and Static schemes and variable policies into Online, Offline, CDMapp, Loadbalance, Analytic and Mixture schemes. These are described in detail in previous chapters. A quick run-through of these policies is as follows.

7.3.1 Fixed Policies

OpenMP Default: (Chapter 4) OpenMP default policy assigns a thread number equal to the maximum number of available processors. It does so at every parallel loop irrespective of the co-executing workload. There is no predefined logic in OpenMP compiler to determine if the default number of threads is optimal for a given execution.

Static: A static policy on a two socket machine with two programs restricts a program to execute on a single socket where each such program is assigned number of threads equal to exactly half of the number of processors. Such a scheme minimizes the cross-cache interference between a pair of co-executing programs. This allocation is static and is undifferentiated amongst different programs.

7.3.2 Variable Policies

Online: (Chapter 4) Online scheme determines optimal scheduling based on their adaptation to the environment. The policy employs hill climbing optimization to changes thread count in unit steps at runtime based on execution time responding to change in system environment.

Offline: (Chapter 4) This policy uses offline trained predictive model to determine the best thread number for programs. It explicitly considers the state of the program code and the environment.
7.4 Program Analysis

During mapping of parallel programs, the scheduling mechanism needs to consider program-centric behaviour for efficient policies. The scheduling policy which is optimal for a certain type of program may be non-optimal for a program of contrasting behaviour. Hence capturing this program-centric behaviour is very much essential while making mapping decisions.

This chapter analyzes all the chosen OpenMP-based C programs from scientific HPC benchmarks from NAS (bt, ft, cg, mg, lu, is, ep, sp), SpecOMP 2001 (equake, art, ammp) and graph analytic workloads, from Green-Marl (pagerank, triangle_counting, hop-dist) that is specially designed for graph data analysis. The details of these programs are listed in Appendix A.

Figure 7.2 shows the scaling behaviour of chosen programs on an isolated 16-core machine as mentioned in Section 5.5. All compute-intensive programs utilize the increasing computing power to speedup the execution. On the contrary, memory-intensive programs spend most of their execution time on memory related operations that is a result of increased load/stores and increased last level ($L_2$) cache miss rates [Ebrahimi et al. 2011]. Hence, they do not have much impact of increased threads
Figure 7.2: Scaling behaviour of benchmark programs on an isolated 16-core machine. Programs that scale well are compute-intensive that make most efficient use of increased processors for faster execution.

Figure 7.3: Plot showing last level cache misses of each program on an isolated 16-core machine. Higher the bar, more the time it spends on memory access and hence is memory-intensive.

on their execution times and they exhibit minute speedup or no speedup at all. In this work, programs that are disk-bound are included in the memory-intensive group. Memory access information of the programs is shown in Figure 7.3. This figure shows the percentage of last level cache $L_2$ misses normalized to the observed maximum value from these programs. This information is obtained from the hardware performance counters using `perf` tool on the same isolated 16-core system. Increased cache misses implies that the program spends most of the execution time in data fetch or store operations. Hence, it is unable to use the effective computing power to improve the performance.

Based on these characteristics, programs are classified as compute-intensive and memory-intensive. Programs `bt`, `lu`, `ep`, `pagerank`, `triangle counting`, `art` can be grouped as compute-intensive and `ft`, `cg`, `mg`, `is`, `sp`, `equake`, `ammp`, `hop dist` as memory-intensive.
7.5 Experimental Set-up

This section explains the hardware and software configuration employed for the experimental evaluation in this chapter. All experiments were run on a 16-core (2 sockets with 8 cores per socket) Intel Xeon E5530 2.40 GHz system with kernel 2.6.18. gcc 4.6 compiler with -O3 optimization level was used to compile all programs.

Both programs start executing at the same time and continue running till the other finishes. This set-up ensures that the contention due to co-scheduling exists throughout. The experiments were repeated till all exhaustive combinations of program pairs using all combinations of policies are evaluated. Each experiment is run for 10 iterations for noise minimization.

7.5.1 Policy Evaluation

All combinations of the chosen scheduling policies were evaluated by co-executing a pair of programs. To observe how each scheduling policy affects a program from the perspective of the nature of the program three different sets of experiments were run based on behaviour of each program that is to be co-scheduled. Experiments in each of these categories are performed on all combinations of respective program pairs. The combinations of programs evaluated can be classified into:

- Compute-Intensive vs. Compute-Intensive
- Compute-Intensive vs. Memory-Intensive
- Memory-Intensive vs. Memory-Intensive

7.5.2 Pair-wise Program Evaluation

Here the impact of different scheduling policies is evaluated on the combined execution time when both jobs use the same shared policy. The performance results on per-program basis are presented in the next section. This study is to analyze how a program pair consisting of benchmark programs of different nature executes using the same policy. The static policy where each job uses one socket each to ensure minimum interference forms the baseline for this evaluation.
Figure 7.4: Speedup comparison of all policies averaged across all programs. Each box shows the improvement compared to a static policy. The overall speedup is improved over 1.68x when both jobs are co-scheduled with CDMapp and 1.71x by mixtures approach.

7.6 Analysis

This section provides a detailed analysis of competitive co-scheduling including comparison of policies. This classification is based on different combinations of program behaviour classified as described in Section 7.4. It further describes the observations from program-pair evaluations using a common shared policy.

7.6.1 Policy Comparison

Here the performance of different scheduling policies is analyzed when exactly two programs are co-scheduled. Every co-scheduled program uses a different policy based on the behaviour co-scheduled programs. Figure 7.4 shows a heatmap of the performance of exhaustive combinations of scheduling policies averaged across all pair of programs. Each box corresponds to either speedup improvement or slowdown of the combined program execution where one program employs a policy on the corresponding column and the other program employs a policy on the respective row. It can be observed that the default scheme worsens the combined performance of the programs.
leading to a slowdown up to 0.4x over baseline. When a program sticks to one policy there is a variation in the range of performance when another program changes its scheduling policy.

As observed from Figure 7.4 that shows the evaluation of all possible combinations of policies, the offline policy attains speedup improvement of 1.52x over baseline. Loadbalance scheme also performs nearly equal achieving 1.35x improvement. The analytic and CDMapp schemes perform still better, however the mixtures approach outperforms all by achieving 1.71x improvement. Now a detailed analysis of policy evaluation is presented when two programs of different behaviour are co-scheduled using all possible combination of policies.

**Compute-Intensive vs. Compute-Intensive:** Figure 7.5(a) shows the performance of policy combinations averaged across all pairs of compute-intensive programs. It can be observed that the default policy degrades the performance as in the baseline scheme, the programs make effective use of threads on individual sockets. Even though there is a potential for the programs to scale near-linear when they are assigned maximum threads, the effective number of threads that need to be scheduled are doubled which are queued until the resources are available. This process slowdowns the program execution. The online scheme tries to achieve an optimal allocation of resources by varying them in step-wise manner that leads to under-provisioning of resources to the processor-hungry programs. Hence, it achieves an improvement a little over the baseline. Loadbalance scheme improves over 1.4x as it achieves a near-optimal allocation of cores to co-scheduled programs. Offline policy achieves a further improvement attaining 1.54x as it determines the best allocation of threads to each program. The analytic scheme tries different thread configurations and selecting the best, achieves 1.58x. CDMapp and mixtures approach achieve nearly the same speedup of 1.61x and 1.6x respectively. A fine grain analysis of a program classified as compute-intensive can reveal if it achieves near-linear or sub-linear scale-up. This policy captures this critical program-centric behaviour along with the existing system contention and is hence able to achieve more efficient resource scheduling.

When each program uses a different policy, it is interesting to see how this combination of policies impact the overall performance. In Figure 7.5(a) the first column / last row of blocks (symmetric) shows the performance when the first program uses different scheduling policies while the second programs confines to the default scheme.
It can be observed that a combination of offline and default outperforms other combinations improving over 1.3x. Similarly when one program uses online policy only and the other is flexible with scheduling scheme, it can be observed that this combination improves over baseline barely owing to the lag to reach an optimal state by the online policy. Out of all possible policy combinations the CDMapp scheme drastically improves the performance by judiciously allocating optimal number of threads to each program and the default scheme significantly slows down both programs.

**Memory-Intensive vs. Memory-Intensive** When a memory-intensive program is co-executed with another similar program, it is crucial to know the optimal number of resources that each of the program needs. Since these programs do not scale well with increased processors, over-provisioning may harm the performance. Moreover, under-provisioning may lead to a drastic reduction in system utilization as more processors will remain idle. Programs of this behaviour usually scale up till a peak after which the performance drops. This tipping point varies with each program.

Figure 7.5(b) shows the average performance across all possible program pairs in this category. The default policy execution implies double the number of threads as the number of cores that are redundant as they do not speedup the program execution. Offline policy takes into consideration this specific program behaviour and tries to achieve a right balance of the amount of resources needed for each program. On average, this scheme improves 1.3x over baseline. When one program employs default scheme with the second program uses different schemes, the offline and loadbalance policies improve by 1.25x, 1.3x on average. Loadbalance scheme marginally improves over the offline for these programs. However, the overall speedup is also increased when both programs use offline scheme attaining speedup over 1.32x. Surprisingly, when loadbalance is evaluated against the same scheme, it performs poorer than with loadbalance with default. Offline combined with analytic and CDMapp performs better than using the same policy. Policy combinations including analytic, CDMapp, mixture achieve outperform the rest. When both programs used same policy; CDMapp or mixture, it significantly the maximum speedup of over 1.62x.

**Compute-Intensive vs. Memory-Intensive** Figure 7.5(c) shows the performance of scheduling policies when a compute-intensive workload is co-scheduled with a memory-intensive program. A compute-intensive program can make effective use of
increased processors while the vast memory can be effectively used by the memory-intensive program. When offline policy is employed by both the programs, it improves over 1.42x over baseline. Surprisingly the analytic scheme achieves little improvement over offline, 1.49x. The mixtures shared policy outperforms all policy combinations by 1.63x.

Considering different policy combinations, offline and loadbalance achieve near-equal improvement when one program uses the default policy. Interestingly when both programs use online scheme, it performs worse than the shared default policy. As in previous cases, combinations of offline and loadbalance achieve great speedup.
improvement of over 1.35x. In addition, this study also shows how different policies affect the stability of the system. An ideal policy reaches a stable execution point in minimal time by providing optimal allocation of resources to each of the co-scheduled program. CDMapp and mixture policies stabilize the system quicker than other schemes owing to the faster execution of the programs. The default and online policies pressurize the system for more resources resulting in an unstable execution state by delaying the program execution.

7.6.2 Pair-wise Program Comparison

Here the pair-wise performance of co-scheduled programs is evaluated when each program executes with same shared policy. This analysis is to demonstrate how programs perform when they are co-executed with other programs when both use the same policy. Figure 7.6 shows the average performance of the pair of programs using same scheduling scheme averaged across all experiments.

By deploying the default scheme for both programs, the overall execution time is increased compared to a baseline static scheme and suffers a maximum degradation of 0.2x and barely improving for certain program pairs up to 1.2x. The online scheme performs worse and has a significant drop in speedup and rarely improving over the baseline. It slows down by 0.45x to 0.9x. Offline does not penalize the co-executing program. Hence, it improves significantly reaching up to 1.52x speedup. It slows down up to 0.92x for certain program pairs that are either aggressive or sensitive. The loadbalance policy also outperforms the baseline by achieving 1.35x improvement and occasionally slows down when it is unable to find the ideal number of threads required by either of the programs or both. The overall speedup is improved over 1.48x, 1.52x when both jobs are co-scheduled using CDMapp, mixture policies and next by analytic
7.6. Analysis

Figure 7.7: Performance of a program pair using same policies. Darker shades highlight improved speedup (>1) and lighter shades depict slow downs (<1). (a) Overall the default policy slows down the programs barring certain combinations involving ep (b) When both programs use online policy the overall improvement is minimal.

by 1.44x. The speedup improvements using the CDMap and mixture policies are coming from providing more appropriate numbers of threads to different processes.

Figures 7.7 to 7.10 show a detailed comparison of per-program performance when a pair of programs chosen from the benchmarks is co-executed using same shared policies. Each block represents the combined execution time of both target and workload and is normalized to the baseline static policy where both target and workload execute with on one socket each. A value greater than 1 implies speedup improvement and vice-versa. Darker shades highlight improved speedup (>1) and lighter shades depict slow downs (<1).

OpenMP Default: The OpenMP default policy assigns threads equal to the number of available processors. When the pair of co-scheduled jobs deploys this policy, there are more threads than the H/W contexts. This accumulation increases the overall resource contention in the system. As observed from Figure 7.7(a), compute-intensive programs like ep, lu, pagerank, art improve their performance with increased number of threads owing to more parallel computations in the program with minimal data transfers. Hence, they are able to exploit a large number of threads for achieving maximum speedup.
Online: In the online approach, the model determines thread number in response to the loop execution time and changes the value in unit steps if the previous decision improves the parallel section’s performance. Due to frequent change in non-optimal thread number the program spends much of the crucial execution time trying to reach the optimal solution. This policy does not take the system contention into consideration for determining optimal thread number. From Figure 7.7(b) it can be observed that this scheme meagrely improves the speedup for certain pairs involving lu, hop_dist, pagerank. It drastically affects both the co-scheduled programs thus leading to a reduction in overall execution time by 22% compared to the baseline.

Loadbalance: The loadbalance policy finds to provide adequate resources to each of the co-scheduled jobs. Hence, it achieves good speedup improvement over the baseline scheme. However, for some pair of jobs, the exact loadbalance is non-optimal. When a compute-intensive job co-executes with a non-compute-intensive job some of these can be reassigned to a compute-intensive task which utilizes them more efficiently, as the latter does not benefit from the running on more processors. This policy improves speedup for most of the program pairs but slows down in few program pair combinations that include ammp, equake,cg. On average, the shared loadbalance policy improves over 1.35x over the baseline policy and is shown in Figure 7.8(a).

Offline: When both target and workload employ offline policy, the model predicts the optimal thread number for each co-executing program with neither under-provision nor over-provision of resources. It thus helps to reduce the combined execution time significantly with efficient resource utilization. For certain program combinations that include bt, ft, lu, is and pagerank in the program pair, this policy improves speedup over 1.3x but slows down in certain program pairs with cg, equake and ep. As seen from Figure 7.8(b), this shared policy improves over 1.5x over the baseline static scheme.

Analytic: The analytic policy adjusts thread numbers based on trying different thread configurations. It is able to reduce the system load as the resource contention is captured in the loop execution time captured at every decision point. For program pairs that consist art, lu, t_count, this policy achieves great improvement. It achieves barely for certain program configurations including equake, ammp, cg. On average,
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Figure 7.8: (a) Loadbalance improves overall performance of both programs on average. However, it drastically degrades for programs with ammp. (b) When programs execute using same share offline policy, the overall speedup is greatly improved, specifically with compute intensive programs involving lu. Overall most blocks have darker shades implying speedup improvement across wide range of benchmarks.

the analytic policy improves 1.53x over the baseline scheme. The results are shown in Figure 7.9(a).

CDMapp: CDMapp policy uses the Offline scheme for predicting ideal thread number. It uses an environment predictor as a feedback for monitoring this scheme and adjusts the thread number, if necessary. It can adjust to the changing circumstances and correcting the mispredictions of thread predictor. It improves significantly for programs that include lu, t_count. Overall the speedup is greatly improved for majority of program combinations. However, for programs equake, cg the range of increase in speedup is low. Figure 7.9(b) shows that this shared policy attains 1.65x improvement over the baseline scheme.

Mixture: This technique selects the best expert based on the current execution. Since the experts are built considering the scale-up behaviour of the programs, they are more optimized for specific programs. The online model selector learns and selects the optimal policy. For example, when a program-pair is a combination of a compute-
Figure 7.9: (a) On average, Analytic technique improves speedup for all program combinations. It achieves best improvement for certain program-pair containing lu and worst for equake, ammp. (b) CDMapp greatly improves speedup for all program combinations outperforming other policies.

Figure 7.10: On average, the mixture of experts policy improves best speedup for almost all program combinations. It achieves best improvement for certain program-pair containing lu, pagerank, t_count and worst for equake, ammp, ep.

intensive and a memory-intensive programs, this approach determines best expert for each program. The expert policy which is fine-tuned for a compute intensive program is chosen for it and a different expert for the other program. It thus is able to satisfy both the programs by determining the best thread counts. The mixture policy achieves
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Figure 7.11: (a) ep of NAS benefits from increased number of threads irrespective of co-executing workload. OpenMP default policy outsmarts all other existing policies. Sequential policy performs the worst. (b) equake performs worse with any policy.

7.6.3 Outliers

There are certain outlier programs that aggressive and scale extremely well with processors irrespective of co-executing workloads or do no benefit at all from any thread configurations and do not scale with the number of processors. ep from NAS and equake from SpecOMP are programs that can be classified in this category.

As seen from Figure 7.11(a) ep slows down by 0.32x, 0.78x, 0.93x by online, load-balance and offline policies. The default scheme improves it by 1.8x. Similarly, as seen in Figure 7.11(b), for equake, default and online tend to suffer most by degrading by 0.3x, 0.25x. None of the evaluated policies improve over static. Few combinations that include analytic and CDMapp try to match the static scheme performance.

7.6.4 Source of Improvement

This section gives insights into why the offline policy outperforms other scheduling policies. It determines the optimal number of threads for the pair of programs so that it benefits both the programs.
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Figure 7.12: (a) Number of threads assigned by each policy to all exhaustive combinations of programs. (b) Distribution of the frequency of thread number changes.

Figure 7.12(a) shows the distribution of the number of threads assigned by the policy averaged across all programs. It shows the range of threads as well as the normalized distribution. It can be observed that default and static schemes determine the same thread number always. The online scheme restricts to a smaller range with a mean of 5 threads. The offline technique spans a wide range of thread numbers with a mean thread number 10. Loadbalance and analytic policies determine most of the thread numbers in smaller ranges. CDMapp and mixture approaches span a wide range of thread numbers. They differ in the mean thread numbers.

Next, the frequency in change in thread numbers assigned by different policies is plotted in Figure 7.12(b). A frequent change in thread number is not ideal as it involves frequent movement of data across caches where this delay could overshadow the chances of an increased speedup. Since the default and static schemes are always constant, the difference of thread numbers is 0. Online scheme varies thread numbers in small unit steps hence the thread number difference is restricted to a small range [-2, 2]. The CDMapp and mixture policies stay at the best thread number once found and does not change limiting to drastic thread number changes. There are instances when there is a direct thread number change as observed from the black line in the offline bar. The bulge at the center of the bar shows that this policy restricts to minimal
7.7 Summary

This chapter has presented different state-of-the-art scheduling policies with a detailed analysis of each policy. Also, programs are analyzed based on their behaviour and

Figure 7.13: Plot showing the percentage of programs that gain speedup or slowdown due to various policies.

thread number change. Analytic policy also changes to ideal thread numbers; however, it does not change to the ideal thread numbers as frequently as the offline scheme.

Furthermore, a quantitative study of how many programs speedup or slowdown using the aforementioned scheduling policies is presented in the next section. Figure 7.13 shows a plot of the percentage distribution of programs on x-axis and their speedups on y-axis. Speedup value greater than 1 implies that the program benefits from the scheduling policy in reducing its execution time and vice-versa.

As observed from this figure, CDMapp and mixture approaches prove to be the best mapping policies for at least 90% and 91% of evaluated program combinations. Only a minute fraction do not benefit vastly employing these policies. These are followed by the analytic scheme that improves 88% of programs, slowing down 12% programs respectively. The offline policy slows down only 13% of the programs. Loadbalance policy improves performance of around 72% of programs and slows down around 28% of programs. The online scheme slows down more than half of the program-set, 52% owing to its weak scheduling mechanism. The default policy performs the worst of all by slowing down at least 65% of the programs.
the impact of different policies for competitive co-scheduling of jobs are studied. A
detailed policy evaluation is described and per-program comparison to observe how
these policies affect the programs performance based on their behaviour. From the re-
sults obtained, it can be observed that programs of different behaviour benefit mostly
by using a common policy. However, there are cases where different policy combina-
tions outperform a shared policy. Next it can be deduced that when both co-executing
programs employ the same policy, the mixture of experts and CDMapp schemes out-
perform other policies. They improve the performance of the co-scheduled jobs over
1.71x and 1.68x respectively. Finally, there are few programs that do not benefit no
matter what mapping policy they use.

The next chapter concludes this thesis. It provides a summary of the contribu-
tions followed by a critical analysis of the techniques used in this work and identified
challenges and pitfalls. It then lists out few research areas where this work may be
extended.
Chapter 8

Conclusions

This thesis focused on adaptive parallelism mapping, i.e., tuning thread numbers for a parallel program, when it co-executes with workloads in a highly dynamic system. Such an approach has no impact on external workloads, rather, it improves them as well. This chapter begins with a summary of main contributions in Section 8.1, followed by a review of few challenges and pitfalls in Section 8.2. Next, a detailed analysis of the employed techniques is presented in Section 8.3 and finally, this chapter concludes with potential future directions in Section 8.4.

8.1 Summary of Contributions

The primary contribution of this thesis is determining the best mapping for parallel programs in dynamic execution environments that minimizes execution time. It does so by using lightweight predictive models that are trained offline. The ideal thread numbers determined avoid either extremes: under-subscription and over-subscription of resources.

8.1.1 Adaptive Parallelism Mapping

Chapter 4 has presented a predictive modelling-based model *thread-predictor*, for predicting the optimal thread count. The underlying machine learning heuristic considers program behaviour in terms of static code features and runtime system information in terms of dynamic features as input. Based on the training algorithm, it then outputs the best thread number. Every parallel section first invokes the deployed model and resumes the execution with the predicted thread number. Such an automatic approach
can easily be ported to new machines and deployed for new parallel programs.

This approach was evaluated against an online technique [Raman et al. 2012], that changes the thread count in response to the system load using a hill-climbing algorithm. Unlike this technique which is slow to react to system changes, the proposed model determines quickly the best thread number. On evaluating representative parallel benchmark programs on a 12-core Intel Xeon system, this model was able to improve over the online scheme by 1.5x speedup improvement.

### 8.1.2 Exploiting Offline Models and Online Adaptation

Machine learning-based models are, in general, trained in a limited state space of potential execution scenarios. Prior anticipation of all possible scenarios and corresponding training is highly infeasible. So, when such a model is deployed in scenarios for which it was not trained for, it is likely to make wrong decisions. Moreover, a lack of online monitoring mechanisms allow it to continue with mispredictions.

This work proposed a solution to adapt the mapping as and when required. It initially exploits the thread-predictor and uses an environment-predictor to monitor its performance. This innovative technique predicts what the future environment should look like if the current decision is optimal. By comparing the observed and predicted environments, change in the system can be detected. The observed difference is then used as a feedback to adjust mapping, thus adapting to changes in the execution environment. This novel approach is presented in Chapter 5. When evaluated on a 16-core Intel Xeon system with dynamic workloads and hardware resources, this technique achieved speedup improvement of 2.14x over OpenMP default, 1.58x over an online approach and 1.32x over the thread-predictor model.

### 8.1.3 Online Learning of Best Policy Selection

Parallelism mapping policies are usually characterised by a one-size fits all assumption. They have a single monolithic policy that matches a program to its parallel environment. There is little ability to determine if the policy fits the existing setting with lack of methods to easily extend to incorporate additional knowledge.

This chapter has presented a technique to tackle this scenario based on a mixture of experts approach. It determines at runtime the best offline mapping policy or expert out of a collection of experts. Every expert predicts a thread number and future
8.2 Challenges and Pitfalls

Here we describe few shortcomings of this work and ways on how the proposed techniques could have been improved. It summarizes potential pitfalls and challenges.

All proposed techniques were evaluated on Intel Xeon systems. For robustness and sanity checking, similar experiments could have been performed on other architectures such as multi-socket Haswell, SPARC M7, IBM Cell. These experiments could have revealed interesting insights into the impact of thread count tuning on the performance. If the set of training runs included experiments on multiple architectures, other system parameters which are critical to the machine learning models could have been identified. The accuracy of the machine learning models was in the range of 80-90%. These values could have been improved further with richer input data from better training experiments.

Next, the experimental set-up could have been more diverse. For example, a scenario could include a program executing on a low power hand-held device with minimal resources ported to a massive cluster with enormous computing power.

As mentioned in Chapter 6, there are numerous ways of building experts. In this work four experts were selected arbitrarily, as the optimal number of required experts is unknown in advance. Currently as observed from Section 6.7, the average environment prediction accuracy of each expert is around 80%. An alternate design for classifying and building the experts may have further improved respective prediction accuracies.
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8.3 Analysis

This section presents an analysis of the methods used in this work, with focus on machine learning techniques, training costs and alternate parallel programming models.

8.3.1 Machine learning Models

Throughout this thesis, all proposed mapping approaches are built using machine learning techniques where deciding what algorithm to use is a critical issue. There are many models using different algorithms to choose from, such as decision trees, support vector machines, regression techniques, neural networks, random forests etc. For a given training data set, the accuracy of each model is not the same. Also the time taken for training and the overhead in its implementation at runtime also varies.

Ideally, a machine learning model should have highest prediction accuracy, take least training time, and add minimal overhead. For example, Boosting is effective when the training data set is very large. K-nearest neighbors are often effective but require lot of memory and are slow. Neural networks are slow to train but very fast to run. SVMs are best with limited data but lose out to boosting, random trees when large data sets are available. This thesis used models learnt using Artificial neural networks and regression techniques that were selected based on highest prediction accuracies attained from the training data sets and lightweight execution.

8.3.2 Training Costs

The accuracy of machine learning models rely on the quality of the training data. The generation of training data is a one-off cost, usually done offline before deployment. The central issue often, is the generation of rich training data that can be used to build highly accurate models. The training data is a collection of static code features and runtime system features. The feature extraction of code features is relatively simpler. Identifying the optimal configuration that forms the labelled data involves some effort in the form of various training experiments.

Also, identifying representative programs that exhibit different characteristics is crucial. Programs of similar nature do not reveal diverse inherent characteristics as programs with varied features do. Next factor is the time taken for exploring multiple thread configurations and identifying the optimal one. The time consumed varies
based on the number of benchmark programs and different thread combinations. Exhaus
tive evaluation of all possible thread number changes is highly expensive. Another challenge is the random sampling of experiments that contribute to rich training data. Techniques such as active learning can come handy in identifying the best training data set which is just sufficient for highly accurate models.

8.3.3 Alternate Parallel Programming Models

This thesis optimizes programs that use OpenMP. It tweaks the default OpenMP compiler to change the thread number at runtime. The choice of using OpenMP was (a) existence of libraries to change thread count (using `num_threads`) parameter and (b) presence of relatively easy techniques to dynamically change this parameter with minimal programmer effort. Achieving the same for other programming models such as MPI, Pthreads requires more effort. As such, any model that allows for adjusting thread number at runtime can use the models developed in this work.

8.4 Future Work

The work proposed in this thesis may be extended to tackle additional challenges. This section presents few potential future directions that could be explored based on the proposed solutions.

8.4.1 Multi-objective Optimization

Throughout this thesis, a program is optimized for minimizing its execution time. Modern day hardware demand energy-efficient solutions apart from program performance. Much of the existing work focuses on either performance or power. Optimizing both goals at the same time is a complex task. Optimizing one goal may interfere with the other and de-stabilize the system. Here, determining the pareto-optimal curve is required, where a mapping solution improves both performance and power.

8.4.2 Multi-configuration Tuning

This thesis optimized the thread count for parallel programs based on program characteristics and runtime information. There are other tunable parameters for faster
execution of programs such as thread affinity-based scheduling, dynamically changing processor frequencies, enhancing the default schedule.

Here the challenge is deciding: (1) what to tune and (b) how much to tune. Identifying what tunable parameters have significant impact on program is essential as each parameter has different impact on the performance. Next issue is determining how tuning one or multiple parameters may prove beneficial in a given execution scenario. Here, what magnitude should each parameter be changed is also critical. Machine learning can be used in identifying the weights of each tunable parameter. For example, for a program with varying phase behaviour, once next phase is identified to not scale on current hardware, the processors can be re-allocated to co-executing programs and/or lowering the processor frequencies.

8.4.3 Reinforcement Learning-based Mapping

Reinforcement learning is the problem of enabling an agent to act in the world to maximize its rewards. It is an advanced machine learning method where a model learns on-the-fly, based on observed state parameters. In parallel scheduling domain, few attempts have been made to employ techniques using reinforcement learning. A scheduler, initially, can use a heuristic that is learnt offline. While the program is executing, training data that is collected, that is used to re-learn the offline heuristic. In regression terms, this is equivalent to adjusting weights of the input variables and finding the optimal change in those weights. This approach can adapt to multiple changing system parameters and can make more efficient mapping decisions.

8.4.4 Mapping with Heterogeneity

This thesis focussed on optimizing parallel programs on multi-core platforms. Heterogeneous hardware and corresponding massively parallel programs add more complexity in determining ideal mapping decisions. Most existing work focuses on task partitioning and porting that work on either CPU or GPU. However, this process is challenging when multiple programs co-execute on heterogeneous processors. Machine learning techniques can be employed here as well to determine ideal task partitioning, mapping and scheduling in dynamic environments.
8.5 Summary

This chapter concludes the thesis. It has summarized the main contributions to the area of adaptive parallelism mapping in dynamic environments. A critical analysis of the proposed techniques and shortcomings followed by ideas for future work have been discussed.
Appendix A

Benchmarks used for Evaluation

Tables A.1 and A.2 list the programs from different benchmarks suites used for evaluation in this thesis. These are: NAS [Bailey et al. 1991], [NAS], SpecOMP [SpecOMP], Parsec [Bienia 2011], [Parsec] and Green-Marl [Hong et al. 2012], [Green-Marl]. The representative parallel programs consisting of compute, disk and memory-bound programs are diverse with emerging workloads from various domains. For example, blackscholes from Parsec is a financial application which computes options pricing using Black-scholes partial differential equations. SpecOMP programs target high performance computing (HPC) domain. NAS programs are derived from computational fluid dynamics (CFD) applications. Such a selection of programs ensures that the proposed solutions are evaluated on a wide variety of programs.
<table>
<thead>
<tr>
<th>Benchmark suite</th>
<th>Program</th>
<th>Input size</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAS</td>
<td>IS</td>
<td>Class D:</td>
<td>Integer Sort</td>
</tr>
<tr>
<td></td>
<td></td>
<td>no. of keys = $2^{31}$</td>
<td>random memory access</td>
</tr>
<tr>
<td></td>
<td></td>
<td>key max. value = $2^{27}$</td>
<td></td>
</tr>
<tr>
<td>NAS</td>
<td>EP</td>
<td>Class D:</td>
<td>Embarrassingly Parallel</td>
</tr>
<tr>
<td></td>
<td></td>
<td>no. of random-number pairs = $2^{36}$</td>
<td></td>
</tr>
<tr>
<td>NAS</td>
<td>CG</td>
<td>Class D:</td>
<td>Conjugate Gradient</td>
</tr>
<tr>
<td></td>
<td></td>
<td>no. of rows = 1500000</td>
<td>irregular memory access</td>
</tr>
<tr>
<td></td>
<td></td>
<td>no. of nonzeros = 21</td>
<td>and communication</td>
</tr>
<tr>
<td></td>
<td></td>
<td>no. of iterations = 100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>eigenvalue shift = 500</td>
<td></td>
</tr>
<tr>
<td>NAS</td>
<td>MG</td>
<td>Class D:</td>
<td>Multi-Grid on a sequence of meshes, long and short-distance communication, memory-intensive</td>
</tr>
<tr>
<td></td>
<td></td>
<td>grid size = 1024 x 1024 x 1024</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>no. of iterations = 50</td>
<td></td>
</tr>
<tr>
<td>NAS</td>
<td>FT</td>
<td>Class D:</td>
<td>discrete 3D fast Fourier Transform, all-to-all communication</td>
</tr>
<tr>
<td></td>
<td></td>
<td>grid size = 2048 x 1024 x 1024</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>no. of iterations = 25</td>
<td></td>
</tr>
<tr>
<td>NAS</td>
<td>BT</td>
<td>Class D:</td>
<td>Block Tri-diagonal solver</td>
</tr>
<tr>
<td></td>
<td></td>
<td>grid size = 408 x 408 x 408</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>no. of iterations = 250</td>
<td>time step = 0.00002</td>
</tr>
<tr>
<td>NAS</td>
<td>SP</td>
<td>Class D:</td>
<td>Scalar Pentadiagonal solver</td>
</tr>
<tr>
<td></td>
<td></td>
<td>grid size = 408 x 408 x 408</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>no. of iterations = 500</td>
<td>time step = 0.0003</td>
</tr>
<tr>
<td>NAS</td>
<td>LU</td>
<td>Class D:</td>
<td>Lower Upper-Gauss-Seidel solver</td>
</tr>
<tr>
<td></td>
<td></td>
<td>grid size = 408 x 408 x 408</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>no. of iterations = 300</td>
<td>time step = 1.0</td>
</tr>
</tbody>
</table>

Table A.1: NAS Parallel Benchmark programs
<table>
<thead>
<tr>
<th>Benchmark suite</th>
<th>Program</th>
<th>Input size</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>SpecOMP</td>
<td>320.equate</td>
<td>medium</td>
<td>Finite element simulation; earthquake modelling</td>
</tr>
<tr>
<td>SpecOMP</td>
<td>330.art</td>
<td>medium</td>
<td>Neural network simulation; adaptive resonance theory</td>
</tr>
<tr>
<td>SpecOMP</td>
<td>332.ampm</td>
<td>medium</td>
<td>Computational Chemistry</td>
</tr>
<tr>
<td>Parsec</td>
<td>blackscholes</td>
<td>simlarge:</td>
<td>Option pricing with Black-Scholes</td>
</tr>
<tr>
<td>Parsec</td>
<td>bodytrack</td>
<td>simlarge:</td>
<td>Partial Differential Equation</td>
</tr>
<tr>
<td>Parsec</td>
<td>freqmine</td>
<td>simlarge:</td>
<td>Frequent itemset mining</td>
</tr>
<tr>
<td>GreenMarl</td>
<td>Pagerank</td>
<td>graph of 1m nodes, 8m edges</td>
<td>Algorithm computing pagerank of each node, i.e. its importance</td>
</tr>
<tr>
<td>GreenMarl</td>
<td>triangle</td>
<td>graph of 1m nodes, 8m edges</td>
<td>Computes the number of closed triangles</td>
</tr>
<tr>
<td>GreenMarl</td>
<td>counting</td>
<td>graph of 1m nodes, 8m edges</td>
<td>Computes the distance of every node from a root node</td>
</tr>
<tr>
<td>GreenMarl</td>
<td>hop-dist</td>
<td>graph of 1m nodes, 8m edges</td>
<td></td>
</tr>
</tbody>
</table>

Table A.2: SpecOMP, Parsec, GreenMarl Benchmark programs
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