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Abstract

A 'model-to-radiance' comparison of simulated brightness temperatures and radiances from the Hadley Centre Global Environmental Model 2 (HadGEM2-A) with longwave measurements from the High Resolution Infrared Radiation Sounder/4 (HIRS/4) and the Infrared Atmospheric Sounding Interferometer (IASI) onboard the MetOp-A satellite is presented for all-sky and clear-sky global means. The fast Radiative Transfer model for TOVS 10 (RTTOV-10) is applied to HadGEM2 output to simulate observational-equivalent data. The results are compared with corresponding broadband analyses. A method is developed to extend hyperspectral IASI radiances to cover the whole outgoing terrestrial spectrum, in order to identify any compensating biases, and explore wavebands in the unobserved Far Infrared (FIR) region.

For the all-sky HIRS analysis, the model overestimates brightness temperatures in the atmospheric window region with the greatest biases over areas associated with deep convective cloud. In contrast to many global climate models, much smaller clear-sky biases are found indicating that model clouds are the dominating source of error. Simulated values in upper atmospheric CO₂ channels approximate observations better as a result of compensating cold biases at the poles and warm biases at lower latitudes, due to a poor representation of the Brewer Dobson circulation in the 38 level 'low-top' configuration of the model. Simulated all and clear-sky outgoing longwave radiation evaluated against the Clouds and the Earth’s Radiant Energy System (CERES) and HIRS OLR products reveal good agreement, in part due to cancellation of positive and negative biases. Through physical arguments relating to the spectral energy balance within a cloud, it is suggested that broadband agreement could be the result of a balance between positive window biases and unseen
negative biases originating from the water vapour rotational band in the FIR (not sampled by HIRS). Simple sensitivity tests show that dramatically altering existing cloud properties has little effect on the prominent window biases, however raising clouds a maximum of 5 atmospheric levels minimises the error in cloud contaminated channels, due to the introduction of spatially compensating errors. Sensitivities to the way ice clouds are parameterised in RTTOV-10 display a range of up to 2.5 K in window channels but absolute biases still exceed 3 K for all choices.

Because of the lack of satellite based FIR observations due to a technological gap in the spectral region, an algorithm is created to 'fill in' the available data. Correlations between selected IASI channels and simulated unobserved wavelengths in the far infrared are used to estimate radiances between 25.25 - 644.75 cm\(^{-1}\) at 0.5 cm\(^{-1}\) intervals. The same method is used in the 2760 - 3000 cm\(^{-1}\) region. The spectrum is validated by comparing the Integrated Nadir Longwave Radiance (INLR) product (spanning the whole 25.25 - 3000 cm\(^{-1}\) range) with the corresponding broadband measurements from the Clouds and the Earth’s Radiant Energy System (CERES) instrument on the Terra and Aqua satellites at simultaneous nadir overpasses, revealing mean differences of 0.3 Wm\(^{-2}\)sr\(^{-1}\) (0.5% relative difference) lower for IASI relative to CERES and significantly lower biases in nighttime only scenes. Averaged global data over a single month produces mean differences of about 1 Wm\(^{-2}\)sr\(^{-1}\) in both the all and the clear-sky (1.2% relative difference). The new high resolution spectrum is presented for global mean clear and total skies where the far infrared is shown to contribute 44% and 47% to the total OLR respectively, which is consistent with previous estimates. In terms of spectral cloud radiative forcing, the FIR contributes 19% and in some subtropical instances appears to be negative, results that would go un-observed with a traditional broadband analysis.

The equivalent complete IASI OLR model product is simulated from GCM data using RTTOV-10. The same process of applying predictors to the satellite measurements is applied to the model simulated radiances, with appropriate modifications, to produce a directly comparable model product. Annual mean all-sky radiances are still greatly overestimated at all wavenumbers with a total radiance bias of 4.52 Wm\(^{-2}\) across the whole range. Compensating negative biases outside of the HIRS coverage that were hypothesised are absent, with the far infrared contributing to the overall bias rather
than cancelling it. Equivalent clear-sky biases are much lower overall at 0.39 Wm$^{-2}$, in part due to spectral and spatial cancellation of errors. A flux-to-flux comparison is enabled by estimating the spatial distribution of anisotropic factors, using collated HIRS OLR fluxes and IASI OLR radiances, which yields global mean model fluxes in excess of 12 Wm$^{-2}$ higher than observations in the all-sky. The difference between this and the fluxes calculated using the climate model’s broadband radiation code (Edward-Slingo) are around 10 Wm$^{-2}$ which is outside the range of uncertainty in the method used to estimate the flux. However, it is discussed that tuning of the climate model’s broadband code to known flux values is a required practice to ensure global energy budgets balance but can produce inaccurate parameterised variables. An equivalent analysis adjusting the ice cloud parametrisation to reflect the radiances that have the biggest differences to the original configuration selected showed a bias reduction of 4.5 Wm$^{-2}$, which is still not enough to completely explain its size, suggesting the existence of residual cloud problems. Finally, it is suggested that the way forward in separating and constraining cloud errors, in both radiative transfer codes, is a rigorous process of testing them with observation cloud properties and reanalysis data as inputs.
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Chapter 1

Introduction

Systematic testing of climate models via observational comparisons is a prerequisite to applying them confidently. By its very nature, a model is a simplification of the real world, but if the output is to be used as the basis for decision-making, it is a vital requirement that its performance is shown to be adequate enough for this purpose. The 5th Intergovernmental Panel on Climate Change Report: The Physical Science Basis (Stocker et al., 2013), dedicates an entire chapter to the evaluation of climate models, in which it states that a major development since the previous report is the increased range of climate variables and processes being evaluated. Differences between models and observations are increasingly being quantified using so-called ‘performance metrics’ (Gleckler et al., 2008). Two such standard metrics are short-wave and longwave radiative fluxes measured at the top of atmosphere (TOA), which are evaluated by broadband satellite observations. There is no specification in the report for a similar analysis to be performed at a spectral level, the details of which contain a potentially rich source of information. This is in part due to previous technological limitations, both on the instrumental and model side. However, recent developments in both fields have offered the chance to gain unprecedented insights into the decomposed spectrum.

This chapter covers the motivation for testing climate models with narrowband and hyperspectral satellite measurements, with a particular emphasis placed on the all-sky (cloud inclusive) analysis, greatly increasing the complexity of the problem due to the challenges involved. The theory behind the treatment of radiation by climate
models and fast radiative transfer schemes is outlined, and the literature surrounding the evaluation of such with satellite measurements is reviewed. This project is restricted to a particular climate model (the Hadley Centre Global Environmental Model version 2 (HadGEM2) developed at the UK Met Office), a particular measure of performance (mean difference or ‘bias’), and a particular electromagnetic domain (the terrestrial longwave region), to demonstrate the potential of such an approach.

1.1 Terrestrial long wave radiation

1.1.1 Definition and units

The infrared spectrum is taken to include wavelengths from 0.7 to 1000 µm, and lies between the shorter wavelengths of visible light and the longer wavelengths of microwaves. Longwave is a term that is used primarily to refer to the longer wavelengths of the infrared spectrum that are emitted from the Earth. The definition of the longwave boundaries are variable in the literature, depending on whether the academic base of the author is astronomy, telecommunications or geosciences, but commonly the shortest wavelength considered is either 3 or 5 µm, and the longest is between 200 and 1000 µm. For this thesis the range is defined on the limits from 3.3 to 400 µm, which is set by the range specified by the method used to construct the full spectrum in Chapter 3. The intensity of the radiation emitted at these boundaries typically reduces to less than 0.001% of the total emitted over the whole spectrum.

It is conventional within the field of satellite technology to use the colloquial definition of ‘wavenumber’ to describe the energy of the radiation, which is a measure of frequency and has units of cm\(^{-1}\). The relationship between wavenumber (\(\nu\)) and wavelength (\(\lambda\)), measured in µm \((10^{-6} \text{ m})\) is:

\[
\nu = \frac{10000}{\lambda}
\]

Hence the coverage of 3.3 to 400 µm is from 25 to 3000 cm\(^{-1}\) in wavenumbers. Both wavelength and wavenumber are used in this thesis as appropriate.
1.1.2 Black-body Radiation

The terrestrial longwave radiation spectrum measured from the vantage point of a satellite orbiting the Earth differs from that emitted at the surface, and this is due to atmospheric effects. If the radiation were travelling in a vacuum the spectrum measured would be described by the laws of ‘black-body’ radiation, the properties of which depend only on the temperature of the emitting surface and the wavelength. A black-body itself is defined as a perfect absorber, so-called because something that absorbs all visible light appears black to the human eye. However, it does also apply to other wavelengths that are not in the visible range, such as those in the infrared. A black-body does not reflect any portion of incident radiation, but re-emits all radiation that it absorbs.

Planck’s Law describes the radiance $B_\nu(T)$ emitted by a black-body at wavenumber $\nu$ and temperature $T$ of the emitting surface, assuming thermodynamic equilibrium. It is given by:

$$B_\nu(T) = \frac{c_1 \nu^3}{e^{c_2 \nu / T} - 1}$$  \hspace{1cm} (1.2)

where the constants $c_1$ and $c_2$ are defined in wavenumber form as:

$$c_1 = 2hc^2 \times 10^8$$  \hspace{1cm} (1.3)

$$c_2 = \frac{100hc}{k_b}$$  \hspace{1cm} (1.4)

where $h$ is the Planck constant, $c$ is the speed of light and $k_b$ is the Boltzmann constant. The notion of a black-body is a useful standard to have, against which real bodies can be compared. The crux of the notion is the assumption that the emissivity ($\epsilon_\nu$) - the proportion of the absorbed radiation that is re-emitted - is equal to 1. In reality all bodies are ‘grey bodies’, where instead of absorbing 100% of the radiation incident upon them, a portion is reflected. Hence, equation 1.2 has to be scaled by a factor which is less than 1 and the real intensity ($I_\nu(T)$) observed is:

$$I_\nu(T) = \epsilon_\nu B_\nu(T)$$  \hspace{1cm} (1.5)
1.1.1 TERRESTRIAL LONG WAVE RADIATION

Figure 1.1: Schematic of the Sun-Earth satellite viewing geometry from a point viewed on the Earth. $\theta_0$ is the solar zenith angle, $\theta$ is the viewing zenith angle and $\phi$ is the viewing azimuth angle. From Loeb et al. (2003).

1.1.2.1 Flux

Radiance is a directional quantity measured in Wm$^{-2}$sr$^{-1}$ where the steradian (sr) denotes the dependency on solid angle. Most atmospheric radiation studies deal with fluxes measured in Wm$^{-2}$, which is obtained by integrating the radiance over all solid angles which is necessary for calculations of the Earth’s total energy budget. For a single or group of wavenumbers ($\nu$), flux ($F_\nu$) is related to radiance ($I_\nu$) by:

\[
F_\nu(\theta_0) = \int_0^{2\pi} \int_0^{\pi/2} I_\nu(\theta_0, \theta, \phi) \cos \theta \sin \theta d\theta d\phi
\]

(1.6)

where $\theta_0$ is the solar zenith angle, $\theta$ is the viewing zenith angle and $\phi$ is the viewing azimuth angle of the observer, illustrated in Figure 1.1. For an isotropic field, which is where the radiation is uniformly propagating in all directions, equation 1.6 reduces to:

\[
F_\nu = \pi I_\nu
\]

(1.7)

The degree of deviation from an isotropic field is its ‘anisotropy’, and is discussed in greater detail in Chapter 4, Section 4.2.5.
1.1.3 Interaction of Longwave Radiation with Matter

Longwave radiation interacts with matter by way of absorption, scattering or emission. The first two of these are extinction mechanisms. For longwave radiation extinction is dominated by absorption processes across the spectrum, however, scattering effects are non-negligible with certain constituents such as clouds. These mechanisms are outlined below.

If the energy of the photons that make up the radiation considered correspond to the difference between two quantum mechanical states of a molecule in its path, all of the energy will be transferred to the molecule. This can induce molecular excitation in the form of electronic transitions, vibrations (stretching or bending), rotation, or a combination of these, depending on its energy which is directly proportional to its wavelength. Longwave radiation does not have enough energy to induce the promotion of electrons to higher energy levels within molecules so there are no electronic transitions in this frequency domain. Vibrations occur when the molecular bond between atoms resonates with a particular ‘mode’ due to this increase in energy. The 3 modes of vibration for a water vapour molecule are illustrated in Figure 1.2. These are: symmetric stretching ($\nu_1$), bending $\nu_2$, and asymmetric stretching ($\nu_3$). More complicated molecules can vibrate in further rocking and twisting modes. The molecular excitation which requires the least energy is pure rotation, where the molecule must have a permanent or magnetic dipole moments. Additionally combinations of mechanisms can operate at the same time, for example transitions involving changes in both vibrational and rotational states which create rovibrational spectra.

![Figure 1.2: The 3 fundamental vibrational modes of molecular absorption for water vapour. $\nu_1$ = symmetric stretching $\nu_2$ = bending $\nu_3$ = asymmetric stretching.](image-url)
Another important mechanism in the longwave spectrum is known as ‘continuum absorption’ which is a water vapour effect. This is characterised by a slowly varying absorption with respect to wavelength, as opposed to the relatively narrow spectral lines produced by the rotation and vibrational bands. Around wavelengths with strong sensitivity to certain molecules the continuum is often obscured completely, however where there are atmospheric ‘windows’ - regions with little or no attenuation by atmospheric gases - it is the dominant absorption mechanism. The causes of continuum absorption are still not well understood, see Shine et al. (2012) for details.

Once the molecule has been exited to a higher vibrational or rotational state, it can release this energy kinetically, via collision with another molecule permanently removing it from the radiation field (pure absorption), or by scattering. Scattering occurs when the excited molecule almost immediately releases a photon identical to the one absorbed, but in a different direction to the original beam of radiation. It is not an important mechanism for gaseous atmospheric constituents such as water vapour because the particles are much smaller than longwave wavelengths. However, for larger particles such as cloud droplets, scattering is far more significant. Scattering by liquid water clouds can be described well by Mie theory (Stephens, 1979), because they can be approximated by spheres. Spheres absorb efficiently and have low anisotropy. Ice particles have irregular shapes that are strongly heterogeneous. Their scattering effects are significantly more complex and difficult to describe by a single theory (Costa and Shine, 2006). Aerosols whose particle radii are of the order of submicron sizes, such as sulfate aerosols, do not interact strongly with radiation in the longwave domain because they are too small. However, mineral dust aerosols have larger radii that have been shown to reduce the outgoing longwave radiation significantly in clear-sky regions where advected dust is prevalent, such as over the dry Saharan desert (Haywood et al., 2005), with both scattering and absorption being equally important by virtue of the non-spherical shape of dust particles (Dufresne et al., 2002).

Emission occurs when molecules are activated by collisions with one other and convert this thermal energy into photons. The energy of these photons corresponds to the result of the Planck equation (1.2), where the wavenumber depends on the emitting molecule and the temperature on the local atmospheric conditions. Absorption,
scattering and emission will occur repeatedly as the photons travel up through the atmosphere until all components become significantly less dense. The remaining one can then continue without exchange of energy to the TOA. The radiance measured here will therefore reflect the temperature at the level of the uppermost medium interacted with, which is highly wavelength specific. This is the basis of temperature sounding by satellite instruments.

1.1.4 The Longwave Spectrum

Figure 1.3 shows blackbody curves at various temperatures overlying an observed atmospheric spectrum measured by a satellite instrument at the TOA. The black-body curve with maximum intensity corresponds to the global annual mean Sea Surface Temperature (SST) of 287.6 K\(^1\). Where the observed radiance curve differs significantly from the shape of a black-body, extinction is occurring due to one or more atmospheric constituents.

From Figure 1.3 it can be observed that the atmosphere affects all longwave wavenumbers as the intensity of the real spectrum is consistently reduced with respect to the surface intensity. The overlying Planck functions give an indication of the temperature of the level of radiant emission where they intersect with the observed curve. The following describes the general features of the longwave spectrum. Radiation at wavenumbers around 600 - 700 cm\(^{-1}\) are subject to CO\(_2\) absorption from the vibrational \(\nu_2\) band, placing the average level of emission in the upper troposphere / lower stratosphere at temperatures which are as low as 213 K. Absorption is strongest at the centre of the band producing the 248 K spike at 669 cm\(^{-1}\) which arises because the level of emission is highest in the stratosphere, where the temperatures increase with height. The peak of ozone absorption at 1030 cm\(^{-1}\) also emits around this level, above the ozone distribution.

All wavenumbers below the approximate cutoff of 645 cm\(^{-1}\) belong to a region termed the ‘Far Infrared’ (FIR) which is sensitive to the rotational transitions of water vapour and places the level of emission in the upper troposphere, because water

\(^1\)Taken from the GISS Surface Temperature Analysis (GISTEMP) available publically at http://www.data.giss.nasa.gov/gistemp/
vapour has a higher concentration near the surface. There is increasingly strong absorption towards lower wavenumbers. The wavenumber that emits the highest intensity of longwave photons is around 559 cm\(^{-1}\), which falls into the ‘window’ region of the FIR where water vapour absorption is lower. This region is discussed in more detail in Chapter 3, Section 3.1. Wavenumbers beyond 1250 cm\(^{-1}\) are sensitive to the vibrational mode of water vapour where the bending \(\nu_2\) absorption peaks at 1595 cm\(^{-1}\). The mid-infrared window region between 800 and 1250 cm\(^{-1}\) emits from the lowest levels in the atmosphere, because it is not sensitive to the excitation energies of any atmospheric gas, apart from the constant noise from the water vapour continuum. It approximately lies on a black-body curve at 278 K which is somewhat below the intensity at the average surface temperature of 287.6 K because of the presence of clouds, which are opaque to the whole longwave spectrum. When a
cloud is present radiation is emitted from the cold cloud top bringing the average radiance down. Airborne mineral dust, when present over clear-sky arid desert areas, can affect wavenumbers in the window region with a peak at 1000 cm\(^{-1}\).

### 1.1.5 Weighting Functions

The weighting function is a useful concept used in remote sensing to give an indication of the altitude that the majority of the radiation measured at the TOA for a given spectral band \(\nu\) comes from. It is a dimensionless quantity that effectively gives a ‘weight’ to the Planck radiation at each layer in the atmosphere, and depends primarily on the emissivity \((\epsilon_\nu)\) and the transmittance \((\tau_\nu)\) of the layer, where \(\tau_\nu\) is the fraction of the incident radiation that passes through a medium. The radiance received at the TOA \((I_\nu)\) from all atmospheric layers \((l)\) can be written as:

\[
I_\nu = B_{\nu,s}(T_s)\tau_{\nu,s}\epsilon_s + \sum_{l} B_{\nu,l}(T_l)\tau_{\nu,l}\epsilon_l
\]  

where the first term is the contribution from the surface \((s)\) and the second term is the contribution from all layers. The emissivity with respect to a particular absorbent can be expressed as:

\[
\epsilon = k_\nu \rho r dz
\]

where \(k_\nu\) is the mass absorption cross section, \(\rho\) is the density of the absorbent, \(r\) is its mass mixing ratio and \(dz\) is a small increment in distance travelled. Substituting equation 1.9 into equation 1.8 and generalising using the integral form gives:

\[
I_\nu = B_{\nu,s}(T_s)\tau_{\nu,s}\epsilon_s + \int_{0}^{\infty} B_{\nu,z}(T_z)w_\nu dz
\]

where the weighting function \((w_\nu)\) is:

\[
w_\nu = \tau_{\nu,z} k_\nu \rho r
\]

As \(w_\nu\) is the contribution from an atmospheric layer of unit thickness at level \(z\) to the radiance received at the TOA it can also be expressed as the derivative of the...
transmittance of the overlying layer:

\[ w_\nu = \frac{d\tau_{\nu,z}}{dz} \quad (1.12) \]

Weighting functions are commonly used in remote sensing to approximate the altitude or pressure level that emits the peak amount of radiation in a certain channel. They are derived for clear-skies, as the presence of an opaque cloud above the peak would shift the level of emission to the cloud top.

### 1.1.6 Brightness Temperature

Brightness Temperature is a concept that is regularly used in the observational fields of remote sensing and astronomy as an alternate measure of spectral radiance intensity for a single, or narrow band of wavenumbers. It is defined as the temperature that a black-body in thermal equilibrium with its surroundings, would need in order to duplicate the observed spectral intensity of radiance at a particular wavenumber. It is given by inverting equation 1.2 to produce:

\[ T_b = \frac{\frac{c_2}{\nu}}{\frac{1}{\nu} \ln \left( \frac{c_1}{B_\nu \nu^{-3}} + 1 \right)} \quad (1.13) \]

This does not correspond to the true temperature of the emitting body because the black-body concept assumes an emissivity of 1. Substituting \( B_\nu \) for \( I_\nu / \epsilon_\nu \) (equation 1.5) in this equation and inserting a real emissivity value that is less than 1, for the same measured intensity produces a higher temperature for the emitting surface. Hence brightness temperatures should be taken as the lower bound of the true temperature. Emissivity values in the longwave region are spectrally and surface type dependent but tend to exceed 0.9 for most surfaces (e.g. see Capelle et al. (2012)), and hence the difference is only a few kelvin, which gives a good approximation of the true temperature for most purposes. The exception to this is the far infrared region below 645 cm\(^{-1}\), where recently values as low as 0.8 have been estimated from radiative transfer models (Feldman et al., 2014), which highlights the need to include accurate emissivity values in radiative transfer calculations, particularly in this spectral domain.
1.2 Global climate models

Climate is the weather conditions that prevail in an area over a long period of time. It could be considered the primary influence on humanity in terms of health, agriculture, ecology, economics, politics and environment, to name but a few, e.g. see Patz et al. (2005) and Hulme et al. (1999). This is made evident when weather conditions deviate from the normal mode that a region has come to expect, i.e. with extreme events such as floods, heatwaves and hurricanes, which can have catastrophic effects (Deschenes and Moretti, 2009; Weitzman, 2009). It is vitally important that the extent of the climate’s variability can be quantified numerically in order to adapt to the most appropriate way of living alongside it, and climate models are designed to do this by predicting these numbers for the future, on timescales of decades or centuries. In order to do this a fully coupled climate model is needed. This is a model that describes the evolution of the atmosphere but is also linked to a model that describes the evolution of the ocean, and additionally can have components that describe the variability of sea-ice, land changes and systems of further complexity. The crucial feature that defines a coupled model is that, theoretically, they can run freely without any additional input, to give impartial predictions of future variables. Other types of models exist such as those that isolate a region of the globe, or a component of the climate system from all other parts (such as the atmosphere which is described Section 1.2.3), and are used for testing specific processes. This is achieved by applying known boundary conditions to the interfaces between components, which also makes them less computationally intensive.

1.2.1 Historical Development of Climate Models

At its core a climate model is a collection of atmospheric equations that describe the physical laws governing climate, consisting primarily of the hydrodynamic equations of motion and the laws of thermodynamics (Washington and Parkinson, 2005). The fundamental factor limiting climate model development historically is the need to use high performance computers to solve these equations for a large number of locations. Despite this, it was in the pre-computer era of the early 1900’s that Norwegian physicist Vilhelm Bjerknes first set down the primitive equations that govern atmospheric flow and defined two broad conditions required for accurate climate
forecasting. These are firstly, that there is a sufficiently good knowledge of the state of the atmosphere at an initial time, and secondly, that there is an understanding of the physical laws from which one atmospheric state develops from another (Bjerknes, 1904). Bjerknes developed a qualitative method for solving the differential equations but without the technical tools at his disposal could not put his ideas to practical use. In 1913 Met Office scientist Lewis Fry Richardson developed Bjerknes’s ideas by simplifying and approximating his equations to make them workable (Richardson, 2007), however his initial numerical forecasting attempts failed due to an omission of smoothing techniques, and few advances were made until the first computers were constructed in the late 1940’s.

The first computer based climate model can be traced back to the 1950’s, and was the work of Princeton scientists John von Neumann and Jule Charney on the first ever computer, ENIAC (Goldstine and Goldstine, 1946). It contained modifications of the primitive equations to fit the capabilities of the computer, whilst at the same time managing to produce results that did not deviate wildly with observations at the time (Charney et al., 1950). The first real global climate model that was considered successful, because it could realistically depict monthly and seasonal patterns in the troposphere, was developed by Norman Phillips at Princeton (Phillips, 1956). Since then advances in model abilities have often followed advances in computer technology, which has increased substantially over time (Chervin, 1988). However, it has been noted recently that improvements in spatial resolution have not kept pace with recent computational improvement (Slingo et al., 2009). The smallest building block of a climate model, the gridbox, is still typically not smaller than a hundred kilometres in the horizontal plane. Additional computing power has instead been diverted into incorporating more Earth system components, increasing the length of simulations and the emerging need for ensembles of simulations (multiple runs with the same initial conditions) to give more probabilistic estimates of future changes.

1.2.2 GCM Parameterisations

Even though climate models have progressed to the point where they can successfully reproduce the past and make predictions that have been subsequently confirmed by
observations (Huber and Knutti, 2014), fundamental challenges still remain. The limited spatial resolution presents challenges for the detailed representation of any processes that are on a smaller scale. These processes have to be approximated or ‘parametrised’ because, by definition, the gridbox is the limit of the models spatial resolution. Climate models are still not at a level where weather systems such as tropical cyclones, or small-scale microphysical processes such as the growth of ice crystals or conversion of liquid cloud particles to rain droplets (Rotstayn, 2000) can be explicitly represented. Hence, these ‘unresolved’ physical processes are often expressed in terms of ‘resolved’ processes, such as state variables like temperature and gas concentrations. This is often done using statistical relationships which are based on empirical techniques. As such, parametrised processes are rarely based on theoretical principles and as a result have limited accuracy when different scales are considered, or conditions arise that are significantly different to those used when initially creating the relationship. Additionally, some subgrid processes, such as clouds, involve a level of complexity that means they cannot easily be expressed in this way. The uncertainty involved in making these parameter choices has led to the creation of a particular class of experiments called ‘perturbed-physics’ experiments and involve varying uncertain parameters in order to assess the models sensitivity (Collins et al., 2011; Yang and Arritt, 2002).

### 1.2.3 Atmospheric GCMs

Atmospheric-only GCMs (AGCMs) are GCMs that impose observed sea surface temperatures (SSTs) to the lower bound of the atmosphere, and hence provide a framework to test atmospheric processes. This removes the need for a separate ocean model. They can also be used to test if an atmospheric phenomenon, such as the Madden-Julian Oscillation, is naturally coupled to the ocean, as a comparison of AGCM results with an equivalent fully coupled run will deviate if this is the case (Inness and Slingo, 2003). Additionally, complicating factors such as errors in climate feedbacks are not able to develop internally when SSTs are continually being brought back to real values. This makes them appropriate for studying the models representation of clouds and radiation transfer on an instantaneous basis (Potter and Cess, 2004). The requirement for known SSTs means they need be run over the recent instrumental time period (Brohan et al., 2006).
1.3.1 HadGEM2-A

The GCM being tested in this project is the atmosphere-only configuration of HadGEM2. HadGEM2 is a family of climate models that forms part of the Met Office’s unified weather forecasting and climate modelling system, MetUM (Martin et al., 2011) and was the UK’s contribution to the IPCC fifth assessment report (AR5) published in 2013 (Collins et al., 2008). The time period under consideration in this thesis does not extend back any earlier than 2007, which is a limit set by the observations available, and most of the work focuses on the entirety of 2009, as it was the most recent completed year at the project’s inception. This experimental set-up is designed to allow robust testing of the parametrisations of the atmosphere and radiation schemes, whilst avoiding the computational burden of coupling with Earth-system components and removing the need for ensembles.

1.3 All-sky Radiation and GCM Clouds

All-sky, or alternatively ‘total-sky’, is a term used in climate science to mean a world containing clouds, as opposed to the clear-sky, where various steps have been taken to identify and remove them. The reason such a definition exists is because of the difficulty in simulating clouds adequately in climate models and the common practice of using clear-sky data to isolate other climate variables, to the extent that it is necessary to indicate their inclusion. In addition to affecting the planetary energy balance directly with strong variability on global, diurnal and seasonal scales, clouds also act as a feedback mechanism on external radiative forcings, quantification of the latter being the largest source of uncertainty in general circulation models to this day (Chung et al., 2012; Randall et al., 2007; Soden and Held, 2006; Stephens, 2005). Clouds are difficult to parametrise due to their highly variable and small-scale effects, some of which are not yet adequately described by theory, requiring a higher level of detail that global climate models can currently provide. As the radiative effects of clouds may alter under climate change (Gregory and Webb, 2008), it is important that climate models are able to reproduce the current behaviour of both clouds and all-sky radiance, so an adequate description of their current effects is of the utmost importance.
In the observational world clouds can obscure other variables of interest, for example water vapour, from both the vantage points of the ground and top of atmosphere. Alternatively, when the variable of interest is the cloud, obtaining an adequate description of its properties is difficult as they are almost totally opaque to visible and infrared sensors and transparent to microwave sensors. Such is the need for detailed observations of the vertical structure of clouds together with longterm statistics that a constellation of satellites that fly one after the other in the same orbital plane, called the ‘A-Train’, was designed which has a collective approach to cloud resolving in response to these challenges (Stephens et al., 2002). It should be noted that the additional term ‘cloudy-sky’ is often used to mean the subset of data where all fields of view under consideration contain some fraction of cloud, whereas the all-sky incorporates both cloudy and clear-sky scenes.

### 1.3.1 Clear-sky Construction

In order to analyse the interaction of clouds with radiation it is useful to be able to compare the all-sky radiation \( F_{\text{all}} \) with the corresponding clear-sky situation \( F_{\text{clr}} \), and the difference should theoretically isolate their effects. This difference is defined as the cloud radiative forcing (CRF), or the cloud radiative effect (CRE), which is defined as:

\[
CRF = F_{\text{clr}} - F_{\text{all}}
\]  

(Globally in the longwave, this consists of a strong greenhouse trapping effect because most clouds absorb longwave radiation. Hence, there will be more outgoing clear-sky radiation escaping than all-sky and equation 1.14 will be a positive quantity. A disadvantage of the CRF is that it convolves any biases present in the all-sky and the clear-sky data within a single quantity, and additionally the latter is prone to biases due to the method of its construction. In the model world it is a technically easier task to remove clouds than in the observational world, however this has a knock-on effect on other model variables. Those profiles which are totally clear can be identified easily and retained while all other points are discarded (Method 1). Alternatively GCMs typically have the option of additionally obtaining radiation at every grid point without incorporating any of the clouds in the profile at little additional computational cost (Method 2) (Cess and Potter, 1987). Biases in the resulting radi-
ation are introduced using both these methods due to the correlation between water vapour and clouds. Method 1 will retain gridboxes that are un-representatively dry and Method 2 will incorporate the extra water vapour associated with a normal distribution of clouds. A recent study has estimated the difference between these two methods can be more than 5 Wm$^{-2}$ or 10% of the total CRF (Sohn et al., 2010), however neither one can claim to be more realistic than the other. Intermediate solutions that involve threshold inclusion of gridboxes based on cloud fractions have been proposed in recent literature (Allan et al., 2003; Allan, 2009). This is discussed in more detail in Chapter 2, Section 2.2.7.3.

1.3.2 Cloud Parametrisation Schemes and Tuning

The macrophysical cloud quantities that are estimated via parametrisation techniques in GCMs are the mean values of cloud fraction and hydrometeor (ice or water particles) concentration (Randall et al., 2003). These are not calculated using explicit cloud physics, i.e. the Kohler theory of droplet growth, but are determined from the other state variables within the gridbox. Microphysics, such as the nature of cloud condensation nuclei has a bearing on the interaction of clouds with the radiation scheme, however, apart from some modifications associated with ice clouds, macrophysical cloud properties do not depend on these.

Parametrisation schemes tend to fall into one of two categories: ‘diagnostic’ or ‘prognostic’, though both often contain elements of the other (Bony and Emanuel, 2001). Diagnostic variables contain no memory of the previous timestep, being calculated through statistical relationships with other grid box quantities, e.g. humidity at that instant, whereas prognostic variables are explicitly predicted from various sources and sinks, e.g. advection, and are thus affected by the values on previous timesteps. Diagnostic schemes have recognised deficiencies such as being largely divorced from the rest of the model, and the tight coupling between cloud fraction and condensate can lead to errors in both quantities, however until recently the computational expense required for prognostic schemes was not available. Most modelling centres use diagnostic schemes, for liquid water clouds at least.
Adjustable parameters (usually scalars) that are part of these cloud schemes are commonly tuned to give the right radiation balance at the TOA, which can often be achieved by multiple combinations of these numbers. An obvious consequence of this is that the correct radiation balance could be achieved with a combination of parameter choices that produce inaccurate cloud properties, which could have a undesirable knock-on effect on other variables that derive from them. Hence, it is important that the selected combination remain plausible, and is rigorously tested. A popular choice is the autoconversion threshold radius, whereby a threshold mean cloud droplet radius is specified which converts cloud water to rain once exceeded (Rotstayn, 2000). It is not unusual for a value to be selected that is far lower than observations support (Larson et al., 2001). A recent study tested 3 combinations of selected cloud parameters, tuned to the same TOA radiation targets and found that the time evolution of temperature rise from pre-industrial times to present day were significantly different between configurations, with the most unrealistic value of autoconversion threshold radius giving the most realistic temperature rise (Golaz et al., 2013). This inconsistency is attributed to compensating biases within the climate model tested, and it is suggested that this is a common feature amongst climate models (Suzuki et al., 2013).

1.3.3 Climate Model Clouds: Analyses

An international effort has arisen in response to the need for a consistent standardised framework to evaluate climate variables calculated by the range of GCMs that exist worldwide. This is called the Coupled Model Intercomparison Project (CMIP), the latest phase of which is CMIP5, and involves 20 modelling groups (Taylor et al., 2012). Specific experiments with defined outputs are defined for every participating centre to run and submit to a common database\(^2\). This has allowed common trends and problems amongst all models to be identified, and to assess progress since the previous phase, CMIP3 (Meehl et al., 2007).

It has consistently been identified that there is a general tendency for climate models to underestimate low cloud cover with respect to observations (Webb et al., 2001). Another widespread problem in these regimes is the over prediction of optical thick-\(^2\)Data can be accessed at http://cmip-pcmdi.llnl.gov/cmip5/
ness, leading to an over reflection of incoming shortwave radiation. This is sometimes termed the ‘too few, too bright’ cloud problem, and the compensating behaviour between these two biases cancel to produce reasonable values of simulated TOA flux with respect to observations (Nam et al., 2012). Klein et al. (2013) point out that overall this bias has been reduced in the recent CMIP5 experiments, with the best models eliminating it completely. However, the authors also state that little improvement has occurred in terms of the vertical or climate regime distribution of cloud amount, a result also found by Lauer and Hamilton (2013) with respect to overall cloud climatology. The latter perform an equivalent analysis with atmosphere-only GCMs and find similar biases, isolating the treatment of subgrid scale cloud processes as the reason behind such errors. Jiang et al. (2012) show that in most GCMs the vertical structure of cloud water content and water vapour exhibits the largest uncertainty at upper tropospheric levels, and upper tropospheric ice clouds are worse simulated than lower or middle tropospheric liquid clouds, yet in general, results have improved since the earlier CMIP3.

It has been pointed out that evaluation of standard cloud diagnostics can be misleading. Examining mean cloud profiles convolves individual errors in the frequency of occurrence, amount when present and timing of appearance, which can all compensate to give good agreement in the mean (Morcrette et al., 2012). Additional compensation also frequently exists between the longwave and shortwave cloud radiative effects, for example high clouds exert a strong effect on longwave radiation but have little effect on the shortwave domain, whereas the opposite is true for low clouds (Kay et al., 2012). It is crucial that future studies attempt to decompose these hidden cancellations.

1.3.3.1 HadGEM2 Cloud Evaluation

A recent evaluation of simulated cloud cover in 21 GCMs with International Satellite Cloud Climatology Project (ISCCP) observational data (Rossow and Schiffer, 1991), found that HadGEM1 (whose cloud scheme is unchanged to that in HadGEM2) consistently produces a total column cloud fraction that is around 15% too low between 60°S and 60°N (Probst et al., 2012). An alternative cloud fraction dataset based on the High Resolution Infrared Radiation Sounder (HIRS) instruments detects more
thin clouds than ISCCP (Wylie et al., 2005) and therefore 15% could be considered a conservative estimate, with actual differences being much larger. Martin et al. (2011) examined various tropospheric metrics in HadGEM2-A and found that total cloud, along with precipitation, were significantly worse in terms of correlation and RMS bias than all other variables, including OLR. However, Nam et al. (2012) states that HadGEM2 reasonably reproduces observations of low clouds layers under 4 km, one of a handful of models that does in the CMIP5 group, because it is sensitive to environmental conditions and produces a better transition between low-cloud types.

1.3.4 HadGEM2 Cloud Parametrisations

Like most GCMs, HadGEM2 parametrises stratiform or ‘large-scale’ cloud separately to convective cloud. It is assumed there is no overlap between them. The parametrisation of large-scale and convective cloud in HadGEM2 is described in the following sections.

1.3.4.1 Smith Diagnostic Scheme

Although a prognostic scheme known as ‘PC2’ (Gregory et al., 2002; Wilson et al., 2008) has been designed for the Met Office models with the intention of replacing the diagnostic scheme in the forthcoming HadGEM3 model (Hewitt et al., 2011), the Smith scheme is the standard configuration used in HadGEM2. It is a diagnostic statistical scheme that parametrises large-scale liquid cloud (Smith, 1990), see Morcrette et al. (2012) for a description of both schemes.

If the model contained no cloud fraction parametrisation at all, each gridbox would have a value of saturation specific humidity ($q_{\text{sat}}$), which depends on the temperature ($T$), and a value of specific humidity ($q$) depending on the water vapour concentration (Figure 1.4). If $q > q_{\text{sat}}$ there would be 100% cloud cover and if $q < q_{\text{sat}}$ there would be 0% cloud cover. Relative humidity ($RH$) is equal to:

$$RH = \frac{q}{q_{\text{sat}}} \times 100 \tag{1.15}$$

hence if $RH > 100\%$ the box is cloud covered because grid scale supersaturation has
been reached, and if $RH < 100\%$ the box is clear-sky.

![Figure 1.4: Schematic of the humidity in a model gridbox with no cloud fraction parametrisation. There is one value of saturation specific humidity $q_{sat}$ and one value of $q$ at each timestep, resulting in either 100% cloud ($q > q_{sat}$) or 0% ($q < q_{sat}$) with no other possible values. Specific humidity $q$ is taken to be the mass of water vapour in a unit mass of moist air.](image)

In order to obtain a value for fractional cloud cover, variability about the mean humidity values must be applied, hence even if the mean value of the specific humidity is below the saturation specific value a proportion of the distribution could exceed it (the blue curved and orange curved lines in Figure 1.5). This means that even when $RH < 100\%$ there can be some cloud cover. This variability is parametrised by a probability density function (pdf) of $q_{total}$ (total water content, water + vapour) around the mean, the shape of which must be decided upon. The Smith scheme has a symmetric triangular PDF.

Clearly there should be no clouds when RH approaches 0% so a critical relative humidity ($RH_c$), is defined below which no clouds can form and makes it a relative humidity scheme (Sundqvist et al., 1989). $RH_c$ is set at 85% for all but the lowest two model layers which have values of 92.5%. HadGEM2 includes modifications by Cusack et al. (1999) to relate the $RH_c$ in a gridbox to the conditions in the 3x3 network of gridboxes around it, which replaces the original value. There are also modifications applied to better represent thin clouds vertically, by interpolating
cloud properties into 3 sublayers, rather than assuming the cloud completely fills the gridbox in the vertical.

![Figure 1.5: The basis of the Smith diagnostic cloud scheme. Schematic of humidity (ordinate) in a model gridbox with variability about the mean values of $q$ and $q_{sat}$. The variability of $q$ about $q_{mean}$ is represented with the blue curved line. The orange dotted line is the variability of $q_{sat}$ about $q_{sat,mean}$. When $q$ exceeds $q_{sat}$ there is local cloud creation (red diagonal shaded regions). A triangular pdf is the form of the parameterisation that described this behaviour statistically. The area shaded red represents the cloud fraction as it is the portion of $q_{total}$ that exceeds $q_{sat}$ in the pdf.](image)

The scheme uses an assumption of instantaneous condensation once $RH_c$ has been exceeded and liquid cloud fraction is determined diagnostically from $q_{total}$, $RH_{crit}$ and temperature. The phase of the cloud (liquid or ice) is determined using a linear temperature function. If the temperature is above 0°C then the cloud is considered to be liquid, if it is below 9°C it is ice, and for anything in-between a linear fit is assumed for the fractional division of condensate into liquid and ice.

Ice content is calculated separately using a prognostic ice microphysics scheme which advects ice around the model, developed by Wilson and Ballard (1999). One reason for this is because the instantaneous condensation assumption is not justified for ice,
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which can take tens of minutes to adjust to equilibrium. The ice cloud fraction is
diagnosed from the ice concentration using a similar relationship that exists between
liquid clouds fraction and liquid concentration. Liquid and ice cloud are assumed to
be minimally overlapped, so only when their total combined fraction exceeds 100%
will there be any. HadGEM2 does not consider rain to be included in its liquid cloud,
which is modelled to fall out as soon as the autoconversion occurs, but is one of only
two models in CMIP5 that considers falling snow as part of the ice cloud in the layer
it falls through.

1.3.5 Gregory-Rowntree Convection Scheme

The parametrisation of convective cloud is based on the mass-flux scheme of Gregory
and Rowntree (1990). At its core, the scheme assumes a single plume and calculates
the mass change of an updraught due to various entrainment and detrainment mech-
anisms. HadGEM2 contains a new ‘adaptive detrainment’ scheme, which links mass
flux more closely to the parcel buoyancy profile, significantly improving it’s shape
(Derbyshire et al., 2011). The convective cloud fraction is based on a logarithmic
relationship with the convective rain rate, which gives it a maximum fraction of
about 40%. However, the scheme contains major modifications to include anvil ef-
effects (Gregory, 1999). An anvil is the upper ice part of a deep convective cloud that
has spread out under the tropopause. When the convective cloud exceeds a depth
threshold of 500 hPa between top and bottom, has its base in the boundary layer,
and the cloud top temperature is less than 0°C, then the anvil scheme is applied as
follows. The anvil base is defined as the freezing level and the cloud is split into two
parts, the tower and the anvil. A ‘tower factor’ of 0.25 is applied to the convective
fraction below the freezing level and an ‘anvil factor’ is applied above, which has the
effect of multiplying the upper fraction by up to 3 times its initial value. As this
last step could produce cloud fractions of over 100% this has to be capped. Convec-
tive cloud water (CCW) is diagnosed from the convective cloud fraction. HadGEM2
specifies a maximum allowed CCW, after which the scheme will precipitate. This
threshold is 10 g/kg which corresponds to approximately 0.08 g/m³, and is about
5-30 times smaller than typical observed values of CCW (0.5 g/m³ - 3 g/m³).

The convective scheme has previously been highlighted as suffering from structural
deficiencies, such as the poor representation of the diurnal cycle of convection over tropical land associated with the general difficulty in simulating convective detrainment (Yang and Slingo, 2001). A recent study by Morcrette et al. (2012) showed that clouds are often underestimated in the latter half of the day, due to convective activity peaking too early at noon, whereas in reality this peak is between 18:00 and 21:00. Despite significant error reductions over HadGEM1 due to the inclusion of the new adaptive detrainment parametrization (Martin et al., 2011), and further related implementations such as the depth criterion for shallow convective clouds being removed, the level of sophistication in the representation of the convective cloud in HadGEM2 is still not as good as the large-scale scheme and improvement is an ongoing process (Stratton and Stirling, 2012).

1.3.6 Radiation schemes

The treatment of radiative transfer in GCMs involves a balance between accuracy and computational efficiency, particularly in the case of terrestrial radiation as the absorbing properties vary considerably with wavelength. Due to the computational expense required it is not practical to resolve upwards of 100,000 lines in the spectrum explicitly by using a line-by-line (LBL) code, hence ‘band models’, which group together spectral lines with common characteristics and make certain approximations, have been developed to make calculations faster (Davies et al., 1987). This is sometimes done by grouping lines which are adjacent to one another into small enough bands that the variation of the Planck function (Equation 1.2) across it is considered negligible. Other techniques involve reordering the wavenumbers in a band, based on their absorption characteristics, such as the ‘correlated-k’ method (Mlawer et al., 1997). For an overview of the different radiation parametrisations that can be used in climate models see Stephens (1984). Generally a database which contains molecular absorption coefficients for atmospheric constituents such as CO$_2$ and O$_3$ is used to generate transmissions over each gas on a LBL basis offline. An example of which is the HITRAN database (Rothman et al., 2005). Parametric relationships for each band are created using these values, which are used to generate radiances during a climate model run.

The first successful implementation of a banded radiative transfer code in a climate
model was in 1975, and comprised 19 bands in the infrared (Fels and Kaplan, 1975). All climate models now contain parametrised treatments of radiative transfer and LBL output provides a useful benchmark with which to test these modified schemes, as they typically contain bands which are wider than 100 cm$^{-1}$. An international program for the Intercomparison of Radiative Codes in Climate Models (ICRCCM) was set up for this purpose (Ellingson et al., 1991). It has been shown that LBL codes tend to agree with one another well, while climate model codes can deviate from each other by up to 10-20%. Systematic errors can arise in situations when economies are made in the vertical or spectral resolution, or when the water vapour continuum is not represented sufficiently (Morcrette and Fouquart, 1985). When radiation schemes were first implemented in climate models it was common to neglect scattering in the longwave region by atmospheric particles such as clouds and treat them as purely absorbing, because scattering is less important and can be complex to represent (see Section 1.1.3). However, this omission has been shown to introduce biases of up to 20 Wm$^{-2}$ for individual clouds (Ritter and Geleyn, 1992), and hence scattering has recently become parametrised in most climate model radiation schemes.

1.3.6.1 Edwards-Slingo Radiation Scheme

The radiation code used by HadGEM2 is the Edwards-Slingo radiation scheme (Edwards and Slingo, 1996), which parametrises radiative fluxes using a 'two-stream' approximation (Meador and Weaver, 1980). It is a very flexible scheme with options for several user defined choices. For HadGEM2 it solves for 6 wavebands in the shortwave and 9 in the longwave. Within a band, all quantities except for the gaseous mass absorption coefficient are treated as independent of frequency. A further number of 'quasi-monochromatic' divisions are specified in this band, within which the gaseous absorption coefficients for all active gases have fixed values. As the scheme only resolves in the vertical direction, it estimates fluxes directly instead of calculating radiances (see Section 1.1.2.1 for the distinction). For the infrared, the angular variation is parametrised through diffuse vertical beams, and azimuthal symmetry is assumed.

The scheme deals with matter interaction by defining 3 single scattering properties on a layer: optical depth, single scattering albedo (the ratio of scattering efficiency to
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total extinction) and asymmetry. Together these determine the overall transmission and reflection coefficients. The form of the parametrisation between these two sets of quantities can be specified by the user, and options include the Eddington approximation (Joseph et al., 1976) or the Practical Improved Flux Method (PIFM) by Zdunkowski et al. (1980). The parametrisation of angular processes is further modified by applying a ‘δ-rescaling’ to the single scattering properties to increase the forward scattering, which approximates observations more closely. Optical depth and single scattering albedo are calculated from the mass extinction \(k^e\) and mass scattering \(k^s\) coefficients which are summed from individual processes due to interaction with various gases, aerosols and clouds. Line transmission data is taken from the GENLN2 LBL model (Edwards, 1992) which uses the HITRAN2004 molecular database (Rothman et al., 2005).

A particular parametrisation, e.g. Slingo and Schrecker (1982) or Ackerman and Stephens (1987), defines the relationship between the mass mixing ratio and effective diameter/radius of cloud water droplets \(D_e\), and \(k^e\) and \(k^s\), which can then be included in the flux calculation. The physical basis of effective diameter can be understood in terms of effective photon path, and depends on ice water content and size distribution \(N(D)\) (Mitchell et al., 2011; Mitchell, 2002). Originally \(D_e\) was set at a constant value of 7 \(\mu\)m but was developed later to vary in relation to the number of cloud condensation nuclei in the gridbox. For ice clouds, the treatment is not quite as simple due to the irregular shape of ice crystals. An earlier atmospheric version of the Met Office’s Unified Model, HadAM3, used a similar scheme to water clouds with a \(D_e\) of 30 \(\mu\)m, however in the intervening time more elaborate schemes that define a parameter based on ice crystal size and surrounding temperature have been introduced such as those described by Mitchell et al. (1996), Fu (1996) and Fu et al. (1998). The criterion of whether any convective cloud in a gridbox is to be treated as ice or water particles by the scheme is described by Bower et al. (1996) and is based on the surrounding temperature, with boundary conditions that specify it is not water cloud below -40°C and not ice cloud above 0°C.

There are two treatments of the macrophysical properties of clouds in the Edwards-Slingo code; the single column approach and the Monte Carlo Independent Column Approximation (McICA). In the single column approach clouds are plane parallel and
do not vary over the vertical extent of a gridbox. Clouds are split by fraction into either a clear and a total cloud fraction; or a clear, stratiform and convective cloud fraction. Overlapping only happens in the vertical between layers and is treated by coefficients used to couple fluxes at the boundaries between them. The variability of water content is parametrised by multiplying it by a scaling factor which is different for each cloud type. In the McICA scheme the variability of the radiative effect of subgrid cloud water content is explicitly represented. A vertical column is split into subcolumns that are either totally clear or totally cloudy depending on the vertical cloud profile. The Monte Carlo approximation for the columns chooses a random subcolumn to perform the radiative calculations, and is described in Hill et al. (2011). The McICA scheme is currently only available when convective cloud is switched off in the model.

1.4 Evaluating Models with Satellites

Figure 1.6 illustrates the basic concept of this thesis by showing satellite measurements overlying a model grid. Satellite instruments record ungridded radiances over a wide swath, whereas climate model data is produced at set grid points at defined time intervals. In order for the two to be compared, both datasets must be processed so they are spatially, spectrally and temporally consistent. Note that the grid shown is 4 times courser than the resolution of HadGEM2 for clarity.

1.4.1 Satellite Instruments

Satellites carrying instruments for meteorological and climate purposes have been launched into Earth’s orbit since the 1960’s (Allison and Warnecke, 1965). Over time a large and diverse network has developed that provides a rich scientific resource for present day evaluations. Space borne instruments record radiances from either geostationary, or polar orbits - so-called because they pass near to both poles in every revolution. The type of orbit determines what the data is suitable for.
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Figure 1.6: Geolocated brightness temperature measurements for wavenumber of 900 cm\(^{-1}\) (window region) for a complete polar orbit. Observations are taken from the HIRS instrument on the MetOp-A satellite (described in Chapter 2, Section 2.2.3) from 1st July 2009. The global grid has a resolution of 5° latitude by 7.5° longitude. The white gaps in the measured data are from when the instrument looks at its calibration target. Units are Kelvin.

1.4.1.1 Sun-Synchronous Polar Orbits

A polar orbit is a low earth orbit, typically occupying a position in the exosphere, where the atmospheric density is so low that any molecules do not collide with one another, thus it is effective for observing the TOA. Remote sensing for this purpose typically exploits a particular type of polar orbit that is known as sun-synchronous. These orbits take advantage of the particular altitude and inclination of the satellite that means it will pass over the same ground-based latitude at the same local time every time. This results in an orbital plane which is at constant angle with respect to the Sun, while the Earth revolves beneath it (Figure 1.7).
Figure 1.7: 3 sun-synchronous orbits (red arrows). As the Earth revolves in the direction of the blue arrows the orbit maintains the same local time profile for every circumnavigation.

Typical sun-synchronous orbits are at an altitude of between 800 - 900 km above sea level, and have inclinations around $98^\circ$, which gives a time period of 96 - 100 minutes, resulting in just over 14 orbits a day. This orbit has the advantage of near global coverage which is useful for studying climatological variables on a global and yearly timescales. However, the analysis is restricted to just 2 local times for either the descending or ascending mode, with a 2 hour time window around them for the majority of the $\pm 65^\circ$ band. This is the opposite behaviour to geostationary satellites which sense the entire diurnal cycle, but are restricted to one equatorial location.

1.4.1.2 Infrared Sensors

Satellite instruments can only measure quantities relating to the photons that strike their detectors, such as energy or wavelength. They cannot directly describe in-atmosphere geophysical properties such as temperature or gas concentrations as they are remote. Depending on the mechanism by which they achieve this they can be classified as either active or passive. Active sensors send out pulses of radiation such as light waves (lidar) or radio waves (radar) and measure the signal that bounces back to the instrument, whereas passive sensors record the naturally occurring radiation striking the detector.

In the infrared region passive sensors are used. The first, and most basic, passive sensor to be designed was the radiometer (Combs et al., 1965). It quantitatively
measures the intensity of photons striking a detector in single or multiple wavelength bands called channels. Incoming energy is filtered typically by a combination of beam-splitters and optical filters, which when mounted on a rotating wheel can be timed accordingly to record the intensity in a particular channel. They are cooled to temperatures well below freezing to minimise self-emission and produce a change in voltage when struck by a photon which is proportional to the difference in radiance of the target and a black-body reference source. For more detail on radiometer technology with application to the HIRS instrument see Chang and Cao (2014). When observing across a much larger quantity of channels an alternate method is required because it is not practical to separate each one with an individual filter. Interferometers can be used to split and superimpose waves from the original beam to produce an interferogram. A Fourier Transform Spectrometer (FTS) then inverts the interferogram to extract the intensity of each wavelength that comprises the infrared source. For more detail on interferometer technology with application to the Infrared Atmospheric Sounding Interfermeter (IASI) Instrument see Simeoni et al. (2004).

In order to observe as much of the atmosphere as possible in the horizontal plane, instruments are often designed with a system that also senses in the direction perpendicular (across-track) to the forward movement of the sensor. One way of achieving this extra coverage is to use a fixed linear array of sensors that are fanned out in a ‘push broom’ arrangement (Figure 1.8). This has the advantage of constantly recording at a particular angle, but is subject to varying sensitivities between its
sensors. Another option that circumvents this issue is to use a moving mirror that sweeps back and forth in the across-track direction to direct radiation into a single detector, recording at equally spaced angles over a single swath. This arrangement is called a ‘whisk broom’ scanner (Figure 1.9). A disadvantage of this type is it is potentially subject to problems associated with the moving parts.

Instruments either disseminate their information to ground stations at regular intervals in their orbits, or provide direct readouts at near real-time. Obtaining radiance values from the raw digital counts measured by the instrument is a complex process involving the processes of: geolocation, correcting for spacecraft pointing errors, calibration with respect to internal or external targets with known temperatures, accounting for degradation of antenna and other parts, correcting for self-emission of the instrument and correcting for the spectral response functions of the channels. Depending on the number of these processes that have been completed the radiance product will be assigned a ‘level’ and distributed by satellite centres such as NOAA\(^3\) or EUMETSAT\(^4\). The satellite products used in this thesis to evaluate HadGEM2 are detailed in full in the chapters they relate to.

### 1.4.2 Satellite-Model Comparison

Satellite instruments in sun-synchronous orbits are powerful tools for climate model evaluation due to their near global coverage and longevity, typically spanning a time period of at least 5 years. For trend analysis however, a decadal climate record is needed. In the absence of continuous measurements with the required length, radiances can be inter-calibrated between instruments on different satellite platforms, which with earlier satellites involves correcting for problems associated with orbital drift (Shi and Bates, 2011). Spatially, the regularly precessing orbit only samples the same point on Earth at certain intervals, about once every 5 days at the equator with frequency increasing towards the poles. Combined with the limited local time sampling introduced in Section 1.4.1.1 these ‘orbital sampling’ issues must be accounted for in the model world, to avoid systematic biases (Guan et al., 2013). Additionally, the differences in footprint size between a satellite pixel and a climate

\(^3\)http://www.ncdc.noaa.gov/

\(^4\)http://www.eumetsat.int/website/home/Data/index.html
model gridbox should be considered when comparing the two (Huang et al., 2007b). Compositing days and months of data are common methods of enabling comparisons with models to be made and requires consideration of consistent averaging methods. Fortunately, the level of sophistication of instruments in the last 50 years has consistently improved, resolving increasingly finer details, and the wealth of instruments that now exist with overlapping spectral regions provides the opportunity for comparisons/verifications between instruments, either on the same platform or at points of orbital cross-over. Once launch has occurred successfully satellites experience relatively little in-situ problems compared with ground based instruments due to the lack of atmosphere in orbit. However when a problem does occur it can be problematic to fix or sometimes even to diagnose due to its remote nature (e.g. see Hewison and Muller (2013)).

Satellite observations can be used to evaluate climate models via one of two methods. The first, and most conventional, method is to create ‘model-equivalent’ variables from observations, which are known as retrievals. The second is to create ‘observational-equivalent’ variables by simulating radiances from climate model data in a model-to-radiance approach (Morcrette, 1989). Both methods contain uncertainties. For retrievals quantities relating to clouds and precipitation can be particularly difficult to quantify because of the difficulty in identifying these variables in a satellite’s field of view (Stephens and Kummerow, 2007). Complex inversion algorithms are also needed to retrieve the corresponding geophysical variables from the atmosphere. Alternatively with the forward model method, the quality of simulated satellite-like radiances is dependent on the radiative transfer code, for which certain limitations exist (Pincus et al., 2012). Recently there has been an increase in satellite-simulators developed for this type of evaluation in order to represent new satellite instruments in orbit. As this method deals with the forward problem it can be thought of as the more direct approach to model evaluation as it doesn’t have to deal with inversion equations (Bodas-Salcedo et al., 2011). For this reason, the model-to-radiance approach is adopted for this thesis.
1.4.3 Model-to-radiance approach

Longwave satellite observations can be either, broadband: a single channel spanning the entire longwave region, narrowband: comprising a small number of channels that are not necessarily spectrally adjacent, or hyperspectral: upwards of 1000 channels with fine spectral resolution. The first of these can be compared with conventional climate model output if the broadband satellite radiances are converted to flux. The two remaining types require a dedicated satellite simulator to produce the equivalent radiances from climate model data. Satellite simulators are comprised of Fast Radiative Transfer Models (FRTM) which are specifically designed for the satellite instrument in question. An FRTM is a computationally efficient modification of a LBL code and the feature that makes the radiative transfer code ‘fast’ is the use of regression techniques to approximate parts of the radiative transfer equation. Regression coefficients are calculated from LBL output for quantities such as transmittances which are stored inside the FRTM to drastically reduce the number of internal calculations performed.

1.4.3.1 Broadband Evaluations

The Earth Radiation Budget (ERB) instrument that flew onboard the 7 Nimbus satellites from 1964 was the first satellite instrument employed in a model-to-radiance evaluation. OLR data compiled by Ellis and Vander Haar (1976) was used by Cess (1976) in a pioneering study that tested the climate sensitivity of the Budyko (1969) and Manabe and Wetherald (1967) pre-satellite era climate models. This data broke new ground by providing empirical constraints for radiative fluxes simulated by global climate models, e.g. see studies by Stephens et al. (1981) and Slingo (1982), and reviews by Hartmann et al. (1986) and Ramanathan (1987). Motivated by a need to more fully sample the diurnal cycle of radiation on smaller spatial scales, the ERB project was succeeded by the Earth Radiation Budget Experiment (ERBE) in 1984 (Barkstrom, 1984), and the improved set of global spaceborne flux observations yielded is still used by modelling communities in GCM studies to this day. For example, Kiehl and Ramanathan (1990) and Kiehl et al. (1994) evaluated the National Center for Atmospheric Research (NCAR) Community Climate Model 2 (CCM2), Barker et al. (1994) combined ERBE with ISCCP data to assess the Canadian Climate Centre (CCC) GCM and Ringer and Allan (2004) compared similar
observations with mean OLR over tropical oceans simulated by HadAM3.

The most recently developed broadband satellite instrument in operation is the CERES instrument which was first launched in 1997 (Wielicki et al., 1996), and was designed as an improvement over the ERBE scanner instruments, but is often used alongside them. The observed OLR has been widely used to validate GCMs, e.g. testing HadAM3 decadal variability (Allan and Slingo, 2002), the diurnal cycle (Smith et al., 2008) and averaged radiative quantities in HadGEM2 (Martin et al., 2011). A recent comparison of broadband radiative fluxes from 12 GCM simulations from the Atmospheric Model Intercomparison Project (Taylor et al., 2012), with CERES EBAF data revealed little similarity between models in terms of sign and magnitude for both clear and all-sky biases, with global means ranging between -9 and 4 Wm\(^{-2}\) (Wang and Su, 2013). Similarly, the OLR produced by 16 GCM’s in a historical 20th century CMIP5 simulation compared against CERES-EBAF data yielded a similar range of global biases, and additionally showed regional errors ranging from -25 to 30 Wm\(^{-2}\) (Li et al., 2013). Most of the models tend to overestimate OLR in the strongly convective regions of the tropics.

### 1.4.3.2 Spectral Evaluations

Splitting the OLR into isolated wavelength bands is a less common, but potentially more insightful, method of testing climate models (Slingo and Webb, 1997). Numerical Weather Prediction (NWP) models have been subjected to such narrowband tests in the past, where often the spectral region considered is the so-called window band, e.g (Morcrette, 1989, 1991). Rizzi (1994) compared brightness temperatures from HIRS/2 window channel 8 with the equivalent simulated data from the ECMWF model and found global biases exceeding 4 K, whereas comparisons of channels in the CO\(_2\) and water vapour \(\nu_2\) bands did not exceed 2 K. NWP results tend to indicate that model simulations in the presence of clouds overestimate longwave emission in window regions (Chevallier et al., 2001; Chevallier and Kelly, 2002; Amorati and Rizzi, 2002).

A recent GCM study made use of spectrally resolved radiances from the hyperspectral Atmospheric Infrared Sounder (AIRS) to test the Geophysical Fluid Dynamics...
Laboratory GCM (GFDL version AM2p13), concluding that broadband tests may show agreement that conceals compensating errors in different wavelength bands (Huang et al., 2007a). It is proposed that ‘tuning’ cloud related parameters in order to force model-simulated all-sky broadband OLR to match observations may leave significant biases of opposite signs in different spectral regions that cancel to give a better overall result. Similarly Huang et al. (2006) performed a spectrally resolved comparison for the clear-sky using the Infrared Interferometer Spectrometer (IRIS) data from 1970 whilst also making the point that tuning using cloud related parameters can mask errors in geophysical quantities in the all-sky, that will be exposed in a clear-sky only comparison. There is a need to see if other climate models stand up to the test of matching radiance observations when the longwave spectrum is broken down. Such results provide the initial tools needed for analysis of cloud feedbacks using a rigorous ‘band-by-band’ approach. Work in this area is emerging as a much needed test of climate models’ abilities to reproduce the details of the radiation budget (Leroy et al., 2008; Huang et al., 2010; Kassianov et al., 2011; Huang et al., 2013).

1.4.4 The RTTOV Satellite Simulator

The Radiative Transfer model for TOVS (RTTOV) is a fast radiative transfer model originally designed to simulate the suite of atmospheric sounding instruments that make up the space borne TIROS Operational Vertical Sounder (TOVS) system. TOVS was part of the payload of NOAA’s Television Infrared Observation Satellite - Next-generation (TIROS-N) series of polar orbiting satellites, the first of which was launched on 13 October 1978, and the last on 6 February 2009, with 15 successful missions over this time period. Over time the satellite platforms and sensors supported by RTTOV have expanded beyond the TOVS suite to include 27 satellite platforms and 47 instruments to date.

The first version of the model, RTTOV-3, was originally developed at the European Centre for Medium Range Forecasts (ECMWF) in the early 1990’s (Eyre, 1991). It has since passed through several incarnations with each successive version allowing increasing numbers of input variables, the most recent of which is RTTOV-11 released in June 2014. The code is currently maintained through the EUMETSAT
Numerical Weather Prediction Satellite Application Facility (NWP SAF) led by theMet Office, and is available publically. The model comprises a Fortran-90 code thatcan be run in forward, tangent linear, adjoint or K mode. The forward model takesa vertical distribution of atmospheric variables (the state vector) and calculates top-of-atmosphere radiances/brightness temperatures for each of the channels selected inorder to simulate what the real satellite instrument would ‘see’. The tangent linear,adjoint and K are routines concerned with calculating changes in TOA radiancesgive a perturbation in one or more elements of the state vector. The spectral rangein the infrared is 3 - 20 µm (500 - 3000 cm$^{-1}$) and in the microwave is 10 - 200 GHz.

### 1.4.4.1 The RTTOV Radiative Transfer Equation

The top level form of the all-sky radiative transfer equation for infrared sensors at nadir views (removing viewing angle dependencies) using wavenumber notation is:

$$I^{\text{all}}(\nu) = (1 - N) I^{\text{clr}}(\nu) + N I^{\text{cld}}(\nu)$$  \hspace{1cm} (1.16)

where $I^{\text{all}}(\nu)$ is the all-sky TOA upwelling radiance at wavenumber $\nu$, $I^{\text{clr}}(\nu)$ is the clear-sky TOA upwelling radiance, $I^{\text{cld}}(\nu)$ is the cloud affected TOA upwelling radiance and $N$ is the fractional cloud cover. The clear radiance $I^{\text{clr}}(\nu)$ is given by:

$$I^{\text{clr}}(\nu) = \tau_s(\nu)\epsilon_s(\nu)B(\nu, T_s) + \int_{\tau_s}^1 B(\nu, T) d\tau$$  \hspace{1cm} (1.17)

where the first term is the radiance from the surface $s$, and the second term is the layer to space radiance at the mean layer temperature $T$. $\tau_s$ is the surface to space transmittance, $\epsilon_s$ is the surface emissivity, $\tau$ is the layer to space transmittance and $B(\nu, T)$ is the Planck radiance for a scene temperature $T$ (Equation 1.2). It is assumed that there is no reflected term over the infrared wavenumbers considered. The cloudy radiance $I^{\text{cld}}$ is given by:

$$I^{\text{cld}}(\nu) = \tau_{cld}(\nu)\epsilon_{cld}(\nu)B(\nu, T_{cld}) + \int_{\tau_{cld}}^1 B(\nu, T) d\tau$$  \hspace{1cm} (1.18)

[^5]: http://nwpsaf.eu/deliverables/rtm/
where $\tau_{cd}$ is the cloud top to space transmittance and $\epsilon_{cd}$ is the cloud top to space emissivity. The second term accounts for all layer to space radiances above the cloud.

Two assumptions are made to simplify equations 1.17 and 1.18. The first is splitting the atmosphere into $J$ layers where the mean layer radiance is given by averaging the radiation variables at the top and the bottom of the layer, where the total layer to space radiance is the sum of all the layers. This requires a sufficient number of layers so that each one can be considered approximately homogeneous. The second assumption is that for a single channel $i$ these equations still apply when the channel is represented by the central wavenumber (McMillin et al., 1979). Within a channel's spectral interval a satellite radiometer responds to radiation in a non-uniform way as a function of wavenumber, hence it is necessary to know the profile of responses for each channel. This is known as the spectral response function (SRF). This function can be normalised so that it represents a weight which can be applied to the channel's central wavenumber to approximate the total integrated response over the whole channel. These weights are called band correction coefficients. These 2 assumptions modify equations 1.17 and 1.18 for each channel as:

$$I_{clr}^i = \tau_{i,s} \epsilon_{i,s} B(T_s) + \sum_{j=1}^{J_s} I_{i,j} + I_i'$$  \hspace{1cm} (1.19)

and

$$I_{cld}^i = \tau_{i,cld} \epsilon_{i,cld} B(T_s) + \sum_{j=1}^{J_{cld}} I_{i,j} + I_i''$$  \hspace{1cm} (1.20)

where $j = 1$ is the top atmospheric level descending to the layer above the surface $J_s$, or cloud top $J_{cld}$. $I_i'$ is a small atmospheric contribution from the surface to $J_s$, $I_i''$ is an interpolation of the radiance from the level below the cloud top and the level above it, and $I_{i,j}$ is:

$$I_{i,j} = \frac{1}{2}(B_i(T_j) + B_i(T_{j-1}))(\tau_{i,j-1} - \tau_{i,j})$$  \hspace{1cm} (1.21)

where $B_i(T)$ is the modified Planck function that accounts for channel $i$'s spectral
response function. Equation 1.2 is therefore rewritten as:

\[ B_i(T) = \frac{c_1\nu_i^3}{e^{\frac{1}{2}c_2\nu_i} - 1} \]  

(1.22)

where \( \nu_i \) is the central wavenumber of channel \( i \), and \( a_i \) and \( b_i \) are the band correction coefficients.

The generation of transmittances in RTTOV is a very fast stage. Optical depth \( d \) is calculated in the first instance which is related to transmittance \( \tau \) by:

\[ d = -\log \tau \]  

(1.23)

Accurate LBL layer to space optical depths are found for a number of atmospheric profiles that sample a wide range of atmospheric conditions. This set of profiles is know as a 'training set' and the relationship between optical depth and the variables within the profile is used to produce a set of coefficients. These can be applied to any other profile to estimate its optical depths (Eyre and Woolf, 1988). In RTTOV-10 the Line-By-Line Radiative Transfer Model version 11.1 (LBLRTM) (Clough et al., 2005) is used together with continuum absorption from the Mlawer-Tobin-Clough-Kneizys-Davies version 1.4 (MTCKD) (Mlawer et al., 2012). The molecular database was created and refined based on results obtained by Matricardi (2007) and blends information from HITRAN2004, HITRAN2000 (Rothman et al., 2005) and GEISA2003 (Jacquinet-Husson et al., 2005).

Regression coefficients are computed separately for all gases and the combined transmittance is obtained as the product of the separate transmittances. This assumes that the spectra of the gases involved are not significantly correlated with each other, which is judged a tolerable assumption. Optical depth predictor coefficient files are provided within the RTTOV package with all combinations of gases that can be included as variable, to be specified by the user. The coefficient file selected decides how many predictors should be used.
1.4.4.2 Clouds in RTTOV

A new multiple scattering scheme was introduced in RTTOV-9 to take account of the extinction of radiation not only due to absorption, but also due to the scattering by aerosol and cloud particles. It is based on the parametrisation approach followed by Chou et al. (1999). The approach essentially works by scaling the optical depths on each level by a factor that accounts for backwards scattering and transmission between levels, and is known as the scaling approximation. It assumes that the diffuse radiance field is isotropic, which can be expected to introduce a degree of error particularly due to the natural heterogeneity of ice crystal shapes. The absorption optical depth in equation 1.5, rewritten as $d_a$ is replaced by an extinction optical depth $d_e$ given by:

$$d_e = d_a + bd_s$$  \hspace{1cm} (1.24)

where $d_s$ is the scattering optical depth and $b$ is the integrated fraction of energy scattered backwards. RTTOV-10 uses The Optical Properties of Aerosols and Clouds (OPAC) (Hess et al., 1998) database for standard microphysical properties such as the size distributions and droplet radii for different water cloud types and aerosols, both of which are taken to be composed of spherical particles. Of the 11 aerosols components that can be included in RTTOV-10 (listed in Table 1.1), 10 have properties taken from the OPAC database and additionally volcanic ash has been supplemented.

Different modes for the same species reflect different particle sizes with different mode radii. The user introduces a number density (cm$^{-3}$) for the appropriate component at the appropriate vertical layer/s. RTTOV-10 also contains 10 predefined climatological profiles for certain regimes, such as the desert or the Antarctic, which contain typical vertical mixtures of all 11 components for that region.

Water clouds can be defined as 5 different types, 2 stratus and 3 cumulus (listed in Table 1.2). From the range of sizes defined in the OPAC package a standard liquid water content $LWC$ (gm$^{-3}$) and number concentration $N$ (cm$^{-3}$) is calculated, and then a constant scaling factor $S$ for each cloud type is defined from the relationship between them by:

$$S = \frac{LWC}{N}$$  \hspace{1cm} (1.25)
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Table 1.1: RTTOV aerosol components

<table>
<thead>
<tr>
<th>Aerosol Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insoluble</td>
</tr>
<tr>
<td>Water-soluble</td>
</tr>
<tr>
<td>Soot</td>
</tr>
<tr>
<td>Sea salt (acc. mode)</td>
</tr>
<tr>
<td>Sea salt (coa. mode)</td>
</tr>
<tr>
<td>Mineral (nuc. mode)</td>
</tr>
<tr>
<td>Mineral (acc. mode)</td>
</tr>
<tr>
<td>Mineral (coa. mode)</td>
</tr>
<tr>
<td>Mineral-transported</td>
</tr>
<tr>
<td>Sulphate droplets</td>
</tr>
<tr>
<td>Volcanic ash</td>
</tr>
</tbody>
</table>

When a cloud liquid water content is introduced into a layer RTTOV calculates $N$ by using the rearranged version of equation 1.25 along with the predetermined value of $S$, and from this value derives absorption, scattering and extinction optical depths via comparison with normalised versions stored inside the code.

Table 1.2: RTTOV liquid cloud types and scaling factors

<table>
<thead>
<tr>
<th>Cloud Type</th>
<th>S factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stratus Maritime</td>
<td>266.67</td>
</tr>
<tr>
<td>Stratus Continental Clean</td>
<td>892.86</td>
</tr>
<tr>
<td>Cumulus Maritime</td>
<td>147.72</td>
</tr>
<tr>
<td>Cumulus Continental Clean</td>
<td>1538.46</td>
</tr>
<tr>
<td>Cumulus Continental Polluted</td>
<td>4333.33</td>
</tr>
</tbody>
</table>

A sixth cloud type is defined in the form of cirrus to deal with ice clouds. The large variability in ice crystal size, shape and location renders their treatment more complex so a composite database has been created inside RTTOV for 30 different ice cloud types with their associated size distributions that depend on the temperature and location of the cloud. The option currently exists in RTTOV-10 to specify the clouds as either hexagonal or aggregates (Figure 1.9). Hexagonal columns tend to form at the top of clouds and aggregates at the bottom where turbulent dynamics
tends to induce coalescence between ice crystals. The database of aggregates is taken from Baran and Francis (2004) and consists of 8 hexagonal columns attached to one another. For ice crystals, the interaction between radiation and the particles is highly dependent on crystal size, and no one solution covers all. A large combination of methods was used to generate the database of optical properties of ice crystals in RTTOV, for more detail see Saunders et al. (2010).

For each ice crystal size distribution a generalized effective diameter \( D_{ge} \) is defined, based on the ice water content (IWC) and/or temperature, from which extinction, scattering and absorption coefficients, and backscatter parameters are found. The parametrisation for calculating \( D_{ge} \) from IWC and/or the cloud temperature can be specified by the user by selecting 1 of 4 possible option based on the methods given in the publications listed in Table 1.3.

Figure 1.10: Impression of aggregate shaped ice crystals (bottom left corner) and column shaped hexagonal ice crystals.
Table 1.3: RTTOV parameterisation options for generating $D_{ge}$, and their associated dependencies

<table>
<thead>
<tr>
<th>Parametrisation</th>
<th>Dependency</th>
</tr>
</thead>
<tbody>
<tr>
<td>McFarquhar et al. (2003)</td>
<td>IWC</td>
</tr>
<tr>
<td>Boudala et al. (2002)</td>
<td>IWC and Temperature</td>
</tr>
<tr>
<td>Wyser and Yang (1998)</td>
<td>IWC and Temperature</td>
</tr>
<tr>
<td>Ou and Liou (1995)</td>
<td>Temperature</td>
</tr>
</tbody>
</table>

Additionally a new scheme was introduced in RTTOV-9 to better represent partial horizontal cloud cover. In it, a ‘multi-stream method’ is applied the radiative transfer equation (Amorati and Rizzi, 2002; Matricardi, 2005). This method divides a single profile into a number of horizontally homogeneous columns dependent on the number of cloudy atmospheric layers, the cloud fractions and the overlap assumption. The TOA radiance is the sum of each column’s radiance weighted by its area. Like HadGEM2, RTTOV also uses a maximum-random overlap hypothesis for cloud cover (Räisänen, 1998). RTTOV-10 differs from RTTOV-9 in its ability to accept cloud water concentrations for multiple cloud types in a single layer, based on the assumption that the different types do not interact with each other. It does not, however, have the ability to reflect the relative fractions of different cloud types on each layer. In this case the total sum of all cloud fractions in the model gridbox is the only input allowed.
1.5 Aims of the thesis

This thesis aims to develop methods which allow the representation of the atmosphere in global climate models to be evaluated. The model selected as a prototype is the HadGEM2 model, but it is envisioned that the methods developed could apply to other climate models. A multi-spectral approach is used to focus on compensating errors obscured by traditional broadband analyses, and to isolate atmospheric components by virtue of their sensitivity to different wavelengths. The usefulness of such spectral radiance tests will be demonstrated by comparisons with equivalent broadband evaluations. This thesis deals with the forward model method of GCM evaluation to avoid the substantial errors associated with the inverse problem. The necessity for a fast radiative transfer code to facilitate the comparison with satellite radiances is not error free however, as its fast nature introduces various parametrisations along with their associated uncertainties. This thesis therefore is as much a test of the RTTOV satellite simulator as it is the climate model, and isolating individual biases and primary modes of sensitivity in both is important.

Given the well-known problems associated with the representation of GCM clouds it is expected that these will emerge as the most prominent bias between model and observations. As such, a broad approach is taken by comparing all-sky and clear-sky results at various wavelengths in the first instance, to highlight spectral differences. This project was incepted with the intention of exploiting the HIRS narrowband instrument in its all-sky format, as a development of work stemming from clear-sky analyses (Lindfors et al., 2011; MacKenzie et al., 2012), with the aim of seeing if this data is useful. As a result of this initial analysis it was decided that an examination of the full longwave spectrum was required with the aim of revealing biases in spectral regions uncovered by current satellite instruments, namely, the far infrared below 645 cm$^{-1}$. Hence, the final aim of this thesis is to assess the use of hyperspectral data, in firstly creating a spectrally extended radiance product, and secondly in evaluating the equivalent simulated in climate models. This is a more technical challenge due to the much higher resolution involved, but provides an incredibly strict test for both the climate and radiative transfer models.
1.6 Outline of the thesis

The remainder of this thesis is set out as follows. Chapter 2 compares observations from the 12 longwave channels of the High Resolution Infrared Radiation Sounder (HIRS) instrument on the MetOp-A satellite, with the equivalent GCM data simulated by RTTOV-10. Both all-sky and clear-sky comparisons are made and sensitivity tests relating to orbital sampling, clear-sky construction and parameter choices are performed. An equivalent broadband analysis using CERES and HIRS OLR data is carried out to compare with the narrowband results. Chapter 3 presents a new observational product using the hyperspectral IASI instrument and increasing the range of spectral resolution to cover the entire longwave region using a theoretical correlation method. The integrated product is verified against co-incident and composite CERES measurements. Chapter 4 combines the method used in Chapter 2 with the product created in Chapter 3 to perform a complete comparison of the simulated longwave spectrum at very high resolution. A separate broadband comparison using the IASI OLR product is facilitated by estimating the radiance-to-flux conversion factors. Chapter 5 presents the conclusions made from the whole study, along with its limitations and possible directions for future work.
Chapter 2

HIRS Model Evaluation

2.1 Introduction

The performance of HadGEM2 with respect to its cloud distribution is summarised in Chapter 1, Section 1.3.3.1. The focus of the present chapter is investigating these known cloud biases further, through decomposition of the longwave spectrum into discrete narrowbands. The High Resolution Infrared Radiation Sounder (HIRS) instrument provides the possibility of carrying out such a test with 12 narrow wavelength bands across the longwave infrared spectrum. Having flown onboard 16 satellites to date, the HIRS instruments form a continuous radiance record of near global coverage extending back to 1978, when the first incarnation flew aboard the Television Infrared Observation Satellite (TIROS-N). Originally intended for weather forecasting purposes, it has provided valuable insights into the fields of upper tropospheric water vapour (Allan et al., 2003; Soden et al., 2005), cirrus cloud retrievals (Wylie et al., 1994, 2005), and GCM evaluation (Chevallier et al., 2001; Chung et al., 2011; MacKenzie et al., 2012).

Due to the different overpass times of NOAA satellites, their drifting away from their designated orbits (see Figure 2 of Lee et al. (2007)), and the changes in spectral response functions that have occurred between instruments, efforts have also been concentrated on correcting and homogenising the record (Chen and Cao, 2012; Shi and Bates, 2011; Cao et al., 2009, 2005b; Bates et al., 1996). Such 'heritage'
instruments provided by NOAA, including HIRS, have been included on the first European Organization for the Exploitation of Meteorological Satellites (EUMET-SAT) polar-orbiting satellite, MetOp-A launched in October 2006. This provides a unique opportunity to use HIRS data without the problem of orbital drift as the satellite is in a highly stable orbit (Righetti et al., 2007), and use of a single satellite eliminates the need for inter-satellite homogenisation. A comparison of operational HIRS radiances with the equivalent convoluted IASI measurements on the same satellite reveals average differences of no more than 0.3 K, which is within the accuracy requirement of HIRS operational calibration. This difference is attributed to the HIRS blackbody bias, spectral response function shifts and nonlinearity terms (Chen and Cao, 2012).

A weakness in any radiation study using passive satellite instruments is that the data in a wavelength band only provides information about the uppermost emitting atmospheric layer that it is sensitive to. Limited knowledge can be gleaned about the vertical profile of geophysical quantities below, hence the new generation of active sounding instruments such as CloudSat which were designed to fill this gap (Stephens et al., 2002). Although the design of the 12 longwave channels HIRS instrument is such that it samples radiation sensitive to three atmospheric constituents (H$_2$O, O$_3$ and CO$_2$) across a range of pressure levels, additional results obtained by comparing GCM temperature, humidity and cloud fields to the latest reanalysis data from the ERA Interim project, can aid interpretation (Dee et al., 2011). Reanalysis data is not equivalent to, but assimilates, observations in its forecast model and as such is more representative of reality that GCMs alone, thus can help in isolating prominent geophysical biases in the climate model. Being a model itself though, it has its own errors which must be taken into consideration.

The following GCM evaluation takes the form of a temporal and spatial comparison of all-sky brightness temperatures measured by MetOp-A/HIRS longwave channels and the equivalent simulated by HadGEM2, sampled to match the local time coverage of the satellite. The clear-sky equivalent is then constructed to isolate cloud effects. Exploring model choices that have to be made when setting up the comparison, we look at monthly mean output direct from the GCM and monthly composites constructed from instantaneous output. The threshold assumptions made in defining
model clear-sky data are also investigated. Next, the performance of HadGEM2 in the broadband OLR is tested. Finally we perform a simple sensitivity analysis of the cloud variables in the model, to reveal areas of weakness.

2.2 Data and Methodology

2.2.1 HadGEM2-A Climate Model Data

The atmosphere-only configuration of HadGEM2 version 6.6.3 is run for the time period covering 2009 (experiment xgtbda), forced by observed sea surface temperatures and sea ice extents taken from the Hadley Centre Sea Ice and Sea Surface Temperature dataset (HadISST) (Rayner et al., 2003). The horizontal resolution is 1.875° longitude by 1.25° latitude corresponding to a meridional size of about 140 km, and it has 38 vertical levels extending up to approximately 40 km above the surface.

The Smith cloud scheme in HadGEM2 is described in Section 1.3.4.1. The following 3-dimensional output for large-scale cloud fields are obtained: liquid condensate, ice condensate, liquid fraction, and ice fraction, as instantaneous fields at 15 hourly intervals and also as monthly means. The 2-dimensional cloud fraction produced by the model for each profile is also used in the determination of the clear-sky, which uses a maximum random overlap assumption (Räisänen, 1998). Additionally convective cloud condensate and fraction with the same temporal resolution are obtained. The parameterisation of convective cloud is described in Section 1.3.5.

In comparing broadband behaviour we obtain TOA measurements of all and clear-sky outgoing longwave radiation, along with incoming and outgoing shortwave radiation from our HadGEM2-A model run. The radiation code used by HadGEM2 is the Edwards-Slingo radiation scheme, which is a ‘two-stream’ scheme that solves for 6 wavebands in the shortwave, and 9 in the longwave (Edwards and Slingo, 1996).
2.2.2 ERA-Interim Reanalysis Data

The ECMWF Interim Reanalysis (ERA Interim) dataset covers the period from 1979 to the present and is the most recent ERA reanalysis available (Dee et al., 2011). The data incorporates observations from satellites, aircraft, sondes, balloons and in situ measurements, and the assimilation uses the ECMWF integrated Forecast System (IFS) model. It includes many advances with respect to ERA-40, including better horizontal resolution, improved model physics and the use of 4D-Var instead of 3D-Var (Simmons et al., 2007). ERA Interim fields of temperature, specific humidity and cloud fraction are obtained from the ECMWF database at 6-hourly time intervals for the period of 2009 at 15 of the 37 pressure levels available, with a horizontal resolution of $0.75^\circ \times 0.75^\circ$ (spectral truncated T255 grid). Annual zonal pressure means are compared with the equivalent data from HadGEM2-A, whose hybrid height vertical co-ordinates are interpolated to the corresponding pressure levels. While temperature and cloud fraction biases are shown as absolute differences, specific humidity is given as a percentage bias ($\Delta q$) where:

$$\Delta q(\%) = 100 \times \frac{q_{\text{HadGEM2}} - q_{\text{ERA}}}{q_{\text{ERA}}}$$  \hspace{1cm} (2.1)

This measure is chosen because the absorption of longwave radiation by water vapour is proportional to the logarithm of the water vapour amount, therefore the very low concentrations at lower pressures can be compared on the same scale with those at high pressures (Soden et al., 2005).

2.2.3 HIRS/4 Satellite Data

The 4th generation HIRS is a 20 channel passive infrared sensor with a 'stop and stare' cross-track scanner and 56 fields of view (FOV) in a single swath. It is carried by the MetOp-A satellite which operates in a sun-synchronous orbit with an ascending node local time of 21:31. HIRS/4 comprises 19 infrared channels: 12 thermal infrared ($6.7 \mu m$ to $15 \mu m$) defined as longwave, 7 near infrared ($3.7 \mu m$ to $4.6 \mu m$) defined as shortwave, and 1 visible channel ($0.69 \mu m$). Table 2.1 gives the details of each channel. Of the 12 longwave channels, 1-7 are sensitive to CO$_2$ and are designed for measuring temperatures from near surface to stratosphere, 1 and 2 are stratospheric and the peaks of 3-7’s weighting functions descend through the
Table 2.1: Details of MetOp-A HIRS/4 longwave channels. Approximate weighting functions (WF) are those of a U.S. Standard Atmosphere. CO$_2$ channels have a diminishing sensitivity to the $\nu_2$ band with increasing channel. All channels are sensitive to temperature.

<table>
<thead>
<tr>
<th>Channel Number</th>
<th>Central Wavelength (µm)</th>
<th>WF Peak (hPa)</th>
<th>WF Lower Bound (hPa)</th>
<th>WF Upper Bound (hPa)</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14.95</td>
<td>40</td>
<td>&lt;0.1</td>
<td>250</td>
<td>CO$_2$ $\nu_2$ (centre)</td>
</tr>
<tr>
<td>2</td>
<td>14.71</td>
<td>60</td>
<td>&lt;1</td>
<td>300</td>
<td>CO$_2$ $\nu_2$</td>
</tr>
<tr>
<td>3</td>
<td>14.49</td>
<td>100</td>
<td>&lt;1</td>
<td>600</td>
<td>CO$_2$ $\nu_2$</td>
</tr>
<tr>
<td>4</td>
<td>14.22</td>
<td>300</td>
<td>1</td>
<td>1000</td>
<td>CO$_2$ $\nu_2$</td>
</tr>
<tr>
<td>5</td>
<td>13.97</td>
<td>500</td>
<td>1</td>
<td>surface</td>
<td>CO$_2$ $\nu_2$</td>
</tr>
<tr>
<td>6</td>
<td>13.64</td>
<td>700</td>
<td>&lt;5</td>
<td>surface</td>
<td>CO$_2$ $\nu_2$</td>
</tr>
<tr>
<td>7</td>
<td>13.35</td>
<td>850</td>
<td>&lt;5</td>
<td>surface</td>
<td>CO$_2$ $\nu_2$</td>
</tr>
<tr>
<td>8</td>
<td>11.11</td>
<td>surface</td>
<td>350</td>
<td>surface</td>
<td>window</td>
</tr>
<tr>
<td>9</td>
<td>9.71</td>
<td>surface/30</td>
<td>&lt;1</td>
<td>surface</td>
<td>O$_3$</td>
</tr>
<tr>
<td>10</td>
<td>12.47</td>
<td>surface</td>
<td>200</td>
<td>surface</td>
<td>H$_2$O $\nu_2$ (weak) split window</td>
</tr>
<tr>
<td>11</td>
<td>7.33</td>
<td>500</td>
<td>40</td>
<td>1000</td>
<td>H$_2$O $\nu_2$</td>
</tr>
<tr>
<td>12</td>
<td>6.52</td>
<td>300</td>
<td>20</td>
<td>600</td>
<td>H$_2$O $\nu_2$ (near centre)</td>
</tr>
</tbody>
</table>

8 senses the surface, 9 is ozone, 10, 11 and 12 are lower, middle and upper tropospheric water vapour respectively. Channel 10 is a split window channel, partially absorbing water vapour but relatively transparent, often used alongside the highly transparent window channel 8 for water vapour retrievals. In terms of this study its behaviour is seen to closely resemble that of channel 8.

HIRS/4 differs from HIRS/3 in its increased footprint resolution (10km rather than 20km diameter at nadir), but the spectral characteristics are unchanged. The shape of the weighting functions for HIRS/3 are shown in Figure 2 of Li et al. (2000). Additional channel characteristics can be found in the NOAA KLM user’s guide (NOAA, 2006). We focus on results for 4 of the HIRS/4 channels, chosen in such a way to summarise the features observed across all 12 longwave channels. These are channels 2,4,8 and 12. The study uses un-gridded all-sky brightness temperatures processed using the ATOVS and AVHRR Processing Package (Klaes et al., 2005) for the period March 2007 to December 2009, which is gridded onto a 1.875° longitude by 1.25° latitude grid (HadGEM2-A model resolution). A clear-sky HIRS product developed by NOAA (Shi and Bates, 2011) is matched pixel-for-pixel with the all-sky
data to identify clear-sky brightness temperatures which are then similarly gridded. Only the nadir-looking FOV 29 is used. All annual means are for 2009 because of a 2 month gap due to data quality in the clear-sky data in January and February 2008.

### 2.2.4 HIRS OLR Data

The HIRS OLR product was developed in the late 1980’s by Ellingson et al. (1989a) and now provides a continuous record of data spanning more than 3 decades (Lee et al., 2007). It uses a multispectral regression technique to estimate OLR from radiances obtained from 4 of the HIRS channels: 3, 7, 10 and 12. A change of channels 10’s spectral response function in the HIRS instruments developed after HIRS/2 means that the algorithm now uses channels 3, 10, 11 and 12. The operational HIRS OLR Climate Data Record (CDR) dataset contains monthly mean OLR fluxes at the TOA gridded to 2.5° x 2.5° resolution, and is a blend of the fluxes estimated from individual satellites to achieve better temporal integral accuracy. The CDR product has been validated against the CERES EBAF measurements over the 2000-2011 period, with a globally averaged difference of 0.6 Wm^{-2} (HIRS greater), and spatial differences of more than 2 Wm^{-2} found only in subtropical dry zones, equatorial strong convection regions and cold/dry/high elevations, possibly because HIRS OLR is thought to be overly sensitive to surface emission (Lee and Ellingson, 2013). We validate these calculations for the period of interest, 2009, in section 2.3.3. For temporal and spatial consistency with the HIRS narrowband analysis the ungridded HIRS OLR estimates are retrieved from MetOp-A only (Hai-Tien Lee, personal communication, 2013), gridded to 1.25° x 1.875° resolution in line with the model and compared with HadGEM2-A OLR data subsampled to MetOp-A local times. As the data has not been cloud cleared a corresponding clear sky analysis is not possible, hence CERES-EBAF data is utilised for this purpose.

### 2.2.5 CERES-EBAF Satellite Data

TOA observations of all and clear-sky OLR to compliment HIRS OLR data are obtained from the Clouds and the Earth’s Radiant Energy System (CERES) (Wielicki et al., 1996), onboard polar orbiting satellites Terra and Aqua. CERES measures fil-
tered radiances in the reflected shortwave (0.3\(\mu\)m to 5\(\mu\)m), total (0.3\(\mu\)m to 100\(\mu\)m), and window (8\(\mu\)m to 12\(\mu\)m) regions. Longwave radiances are determined from the difference between the total and shortwave channel radiances. The Energy Balanced and Filled (EBAF) product (Loeb et al., 2009), adjusts the shortwave and longwave fluxes such that the global mean net TOA flux is equal to the estimated heat storage in the Earth system. It also supplements CERES measurements with those from geostationary satellites to improve diurnal coverage. The monthly CERES-EBAF product is also regridded, from 1° x 1° resolution to 1.25° x 1.875° to match the resolution of HadGEM2-A data.

2.2.6 RTTOV-10 Radiative Transfer Model

The Radiative Transfer model for TOVS version 10.2 (RTTOV-10) (Saunders et al., 2011) is run in forward atmospheric mode to simulate HIRS brightness temperatures from climate model output. Details of the code are given in Chapter 1, Section 1.4.4.

Cloud diagnostics from the climate model are sorted for each grid box for input into RTTOV as described below and shown as a process diagram in Figure 2.1. Liquid water contents (LWC) and ice water contents (IWC) are obtained by performing a unit transformation on all cloud condensates, multiplying mass fractions (kg/kg) by the layer atmospheric density to give liquid water content, convective water content and ice water content in g/m\(^3\). "Empty clouds", which are anomalous clouds with a fraction but no water content (and vice versa), are identified and removed. Mixed phase cloud, the fractional overlap between liquid and ice cloud, is included in both the ice and liquid cloud fractions. It is relatively rare because HadGEM2 assumes it can only exist when the sum of the liquid cloud fraction (LCF) and the ice cloud fraction (ICF) is greater than 1. When mixed phase cloud is present the mixed phase fraction (MCF) is diagnosed from the difference between the sum of LCF and ICF, and the bulk cloud fraction (BCF). Then both the liquid and ice fractions are reduced by half of the mixed phase fraction as follows:

\[ MCF = (LCF + ICF) - BCF \quad (2.2) \]

\[ LCF' = LCF - \frac{MCF}{2} \quad (2.3) \]
\[
ICF' = ICF - \frac{MCF}{2} \tag{2.4}
\]

where LCF' and ICF' are the resulting pure liquid and ice stratiform fractions, which are then used to scale the corresponding hydrometeor concentration from grid box means to in-cloud values (convective cloud fraction is already given as an in-cloud value) as follows:

\[
LWC_{\text{incloud}} = \frac{LWC_{\text{gridboxmean}}}{LCF'} \tag{2.5}
\]

\[
IWC_{\text{incloud}} = \frac{IWC_{\text{gridboxmean}}}{ICF'} \tag{2.6}
\]

Stratiform liquid and ice cloud fraction are then scaled by the fraction of the grid box that is not convective to make room for the convective cloud fraction (CCF) as they are calculated separately in the climate model (see earlier description of the HadGEM2 convective scheme in section 1.2.3.1):

\[
LCF_{\text{final}} = (1 - CCF) \times LCF_{\text{incloud}} \tag{2.7}
\]

\[
ICF_{\text{final}} = (1 - CCF) \times ICF_{\text{incloud}} \tag{2.8}
\]

In previous versions of RTTOV the concentration of only one cloud type could be specified per grid box, requiring a choice to be made. However RTTOV-10 now accepts individual cloud water contents from up to 6 different cloud types. We filter concentrations into 5 of these: stratus continental, stratus maritime, cumulus maritime, cumulus continental clean and cirrus. Deep convective clouds contain both liquid and ice portions so a threshold temperature of 253.15 K (-20°C) is applied to grid boxes containing convective cloud water. If the local temperature is below this then the cloud water is treated as cirrus, if not it is treated as liquid, and then partitioned into cumulus continental clean or cumulus maritime. This decision was made based on the convective cloud restrictions of the radiation code within the unified model: where water cloud is not permitted below -40°C, nor ice cloud above 0°C, hence our partition is the halfway point between these two. Stratiform liquid water content is partitioned into stratus continental or stratus maritime, and ice water content is designated as cirrus. Finally a single cloud fraction is passed to RTTOV which is simply the total of liquid, ice and convective cloud fractions. A monthly CO₂ concentration is calculated using linear interpolation from yearly values, the interaction of aerosols with longwave radiation has not been considered in this analysis.
Figure 2.1: Process diagram that filters clouds from climate model output to RTTOV-10 input.
2.2.7 Model Sampling

2.2.7.1 Instantaneous vs. Monthly

Two different frequencies of climate model output are analysed in the study. The first are instantaneous values at 15 hour timesteps, each of which is processed through the radiation code and then averaged to give a monthly mean - referred to as 'instantaneous means' in the text. This frequency was chosen because over the course of 5 days 8 measurements are taken that sample the diurnal cycle at a resolution of 3 hours, but avoids the computational expense of sampling every 3 hours. The climate model has a 360-day year resulting in 48 sets of instantaneous data per month. The monthly mean values that the model calculates from the internal model timesteps every half an hour are also obtained and passed through the radiative transfer code - referred to simply as 'monthly means' in the text. All spatial and sensitivity studies are performed using instantaneous means.

2.2.7.2 Mimicking satellite trajectory

Climate model output is globally synchronous. Thus, for every timestep a global grid of values is produced at one UTC time. Local solar time is offset from this time by a factor dependent on longitude. MetOp-A has a local equatorial crossing time (LECT) of 21.30 for the ascending node and 09.30 for the descending node. As it is in a sun-synchronous orbit it will pass over any given sub-satellite point at the same local time. For the 65°S to 65°N latitude band all local-times sampled by the satellite will be within a 3 hour window centred on the LECT. Note that this assumes the satellite has no orbital drift, which is a good assumption for MetOp-A. The remaining local times are sampled when the satellite passes over higher latitude bands.

MetOp-A’s LECT means that the midday peak of the diurnal cycle, which is particularly strong in the lower tropospheric channels 8 and 10 (MacKenzie et al., 2012), will be absent in the satellite data so the model must be sampled accordingly to avoid diurnal aliasing. The effect of this is investigated by calculating the global annual mean diurnal cycle of brightness temperatures simulated by the model for each channel for all local times, alongside those tracked by the satellite (Figure 2.2). The
mean of the MetOp-A subset of values within the 2 local time windows approaches the mean of all local-times to within 0.1 K for land, ocean and the global mean. This result is in line with previous findings (Allan et al., 2003), and while suggesting an analysis without satellite sampling would not yield significant errors in the global mean, there is a possibility that spatially errors could be seen over land, where the diurnal variability is larger in the lower tropospheric channels, and globally due to the diurnal cycle of clouds (Wylie, 2008).

Model data is sub-sampled to retain only those local times within the 3 hour bands shaded in Figure 2.2 for the 65°S to 65°N latitudes, and in the polar regions a 3 hour window around each satellite local overpass time at any given latitude is applied. This reduces the amount of model data to a quarter of its original size, so instead of 48 values all gridboxes will contain 12 over a month, 6 in the local morning and 6 in the local evening. The corresponding number of MetOp-A satellite measurements in each grid box varies depending on latitude (Figure 2.3). Whereas the gridboxes between 65°S and 65°N contain around 15 footprints each, polar gridboxes often contain double this amount, because even though the zonal width of a grid box reduces to 4.5 km every single satellite orbit passes close to the north and the south pole. This sampling frequency of a satellite simulated model with a 15 hour timestep is thus comparable with observations between 65°S and 65°N, and the reduced model sampling over the poles is unlikely to introduce errors because the polar diurnal cycle has a low amplitude compared to the annual cycle. It should be noted however that the inclusion of all data within a 3 hour window may have an effect on those channels, such as 8 and 10, which have a strong diurnal cycle. As can be estimated from Figure 2.2c brightness temperatures in channel 8 vary by approximately 5 K over land between 08:00 and 11:00, whereas over ocean the same quantity varies less than 1 K. This variation will not be present in observations so could introduce aliasing, however, constraining the time sampling window further would result in an insufficient number of model gridpoints for the comparison to be consistent. Satellite local-time sampling is not possible with the monthly averaged model output as each point is an average of all times over the month, an argument for why instantaneous data should be used for evaluating climate models with satellite data.
Figure 2.2: The global annual mean diurnal cycle of all-sky brightness temperatures in satellite simulated HIRS channels (a) 2, (b) 4, (c) 8, and (d) 12 for 2009. Each point is the 3 hour mean. Blue lines are ocean, green are land and black are global. Areas shaded yellow encompass the limited range of local times that MetOp-A samples in the 65°S and 65°N latitude band, for the ascending node (20:00-23:00) and the descending node (8:00-11:00). Numerical values show the annual global mean brightness temperatures for MetOp-A-like sampling in red, and model data at all local times in black with their corresponding ocean and land components. All units are in K.
2.2.7.3 Clear sky thresholds

The clear-sky HIRS data used was cloud cleared by Shi and Bates (2011) following the method detailed by Jackson et al. (2003), which combines spatial and temporal variations in the brightness temperature and applies thresholds to these variations to detect clouds. Typically, in any one day, we identify 20% - 23% of the all-sky pixels in a single FOV as clear, removing up to 80% of the data due to cloud contamination. A satellite pixel is designated as cloudy for the whole atmospheric column, regardless of whether the cloud is detected in the upper or the lower troposphere. This means that in a channel sensitive to a particular band of pressures the fraction of the globe marked as clear-sky will be underestimated. For example, when the clouds are stratified by height, clear fractions as high as 67% (high), 82% (middle) and 76% (low) are found (Wylie et al., 2005). This undersampling is less of an issue when creating gridded monthly composites however, as it is likely that over the course of a month at least one pixel in every gridbox will be identified as clear.

The corresponding climate model clear-sky distribution is difficult to identify as the horizontal resolution of the model is low relative to a HIRS footprint. Therefore specifying whether a gridbox is clear or cloudy requires a degree of approximation as each one will likely contain regions of both, as summarised by the 2-dimensional cloud fraction. Using all-sky profiles and then assuming no clouds would introduce a moist bias into the clear-sky brightness temperatures, as the water vapour input will still be reflective of a sky that includes clouds because the clouds are positively correlated with water vapour, particularly in humid tropical regions. This is the opposite of the problem seen in clear-sky satellite measurements, where it is possible to only select pixels of pure clear-sky, creating a world with unrealistically low levels of humidity (John et al., 2011). Compounding both these water vapour biases would be particularly detrimental to HIRS channels 10 - 12. Similarly, errors arise from using only grid boxes where the cloud fraction is zero as this results in very sparse sampling. To find a middle ground for these unavoidable disparities we follow the traditional method of imposing a cloud fraction threshold to the GCM data, below which the gridbox is considered clear. For example a threshold of less than 10% cloud fraction means that brightness temperatures from only those pixels with a total column cloud fraction of less than 10% are included in the clear-sky global
mean. The aim is to balance sampling of a sufficient number of grid boxes, with retention of clear-sky atmospheric conditions (specifically water vapour).

Figure 2.3: HadGEM2-A size gridboxes containing all-sky channel 8 brightness temperatures for all MetOp-A HIRS footprints (FOV 29) in July 2009 for (a) Midlatitude land, (b) Equatorial land, (c) Southern Ocean and (d) Antarctica. Colours refer to the brightness temperature given in the key and dashed lines give an indication of satellite trajectory. All units are in K.

Previous studies sampling HIRS clear-sky brightness temperatures have used fixed thresholds of 30% (Iacono et al., 2003), 40% threshold (MacKenzie et al., 2012) and 50% (Allan et al., 2003). To investigate the effect of making this threshold choice we create gridded clear-sky composites with thresholds of 40%, 30%, 20% and 10% and compare each one with the clear-sky satellite measurements.
2.2. DATA AND METHODOLOGY

HIRS Model Evaluation

2.2.7.4 Sensitivity tests

To explore the sensitivity of the radiative transfer code to different cloud related model inputs we perform some simple tests by uniformly altering one input to RTTOV-10 at a time on all model levels. We alter only one aspect of the existing cloud distribution and do not change the timing or how frequently the clouds appear, which would require changing thresholds within the parametrisation scheme. Each test and its description is listed in Table 2.2. These are designed only to give an idea of how much RTTOV-10 responds to each field and are not representative of reality.

Additionally the sensitivity of the radiances to the choice of ice parametrisation is examined. The 4 options for converting ice water content and/or temperature to effective diameter are listed in Chapter 1, Table 1.3 and are all tested with both hexagonal and aggregate crystals shapes, giving 8 combinations. Consistency for the remainder of the simulations within this thesis is retained by using a single combination based on the findings of Vidot et al. (2011), which concluded that specifying the crystal shape as aggregates and using the Wyser method (Wyser and Yang, 1998) to convert ice water content to effective diameter gave results that best approached observations.
Table 2.2: Description of each sensitivity test. All tests apart from the monthly mean are performed on all 576 instantaneous model output files over the 360 day year and then averaged to give the 2009 annual mean.

<table>
<thead>
<tr>
<th>Test</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONTROL</td>
<td>15 hourly model output. Clouds processed as described in section 2.2.6</td>
</tr>
<tr>
<td>Monthly mean model output</td>
<td>As control but monthly mean files produced directly from the climate model are used as inputs to RTTOV-10.</td>
</tr>
<tr>
<td>CLEARSKY &lt;40% cloud fraction</td>
<td>The same cloud type partitioning as the control run. Only those gridboxes where the 2 dimensional cloud fraction was less than 40% are retained.</td>
</tr>
<tr>
<td>CLEARSKY &lt;30% cloud fraction</td>
<td>The same cloud type partitioning as the control run. Only those gridboxes where the 2 dimensional cloud fraction was less than 30% are retained.</td>
</tr>
<tr>
<td>CLEARSKY &lt;20% cloud fraction</td>
<td>The same cloud type partitioning as the control run. Only those gridboxes where the 2 dimensional cloud fraction was less than 20% are retained.</td>
</tr>
<tr>
<td>CLEARSKY &lt;10% cloud fraction</td>
<td>The same cloud type partitioning as the control run. Only those gridboxes where the 2 dimensional cloud fraction was less than 10% are retained.</td>
</tr>
<tr>
<td>Clouds shifted X level/s up</td>
<td>The same cloud type partitioning as the control run initially. All cloud properties from each level are then used as inputs to the level X level/s above. This leaves X level/s at the bottom of the atmosphere cloud free and X cloud level/s are lost at the top.</td>
</tr>
<tr>
<td>Cold convective cloud not marked as cirrus</td>
<td>As control but convective cloud at temperatures lower than 253.15K is not partitioned as cirrus.</td>
</tr>
<tr>
<td>Large-scale only - no convective cloud</td>
<td>As control but convective cloud is not introduced, thus large-scale cloud is not scaled down to include it.</td>
</tr>
<tr>
<td>Ice fraction increased by 100%</td>
<td>As control but when ice cloud exists the fraction is doubled (including low temperature convective clouds already partitioned as cirrus). Total cloud fraction is capped at 1.</td>
</tr>
<tr>
<td>Ice water content increased by 100%</td>
<td>As control but when ice cloud exists the water content is doubled.</td>
</tr>
<tr>
<td>Liquid fraction increased by 100%</td>
<td>As control but when liquid (large-scale) cloud exists the fraction is doubled. Total cloud fraction is capped at 1.</td>
</tr>
<tr>
<td>Liquid water content increased by 100%</td>
<td>As control but when liquid cloud (large-scale) exists the water content is doubled. All other cloud properties remain the same.</td>
</tr>
<tr>
<td>Convective fraction increased by 100%</td>
<td>As control but when convective cloud exists (after low temperature clouds have been partitioned as cirrus) the fraction is doubled. Total cloud fraction is capped at 1.</td>
</tr>
<tr>
<td>Convective water content increased by 2100%</td>
<td>As control but when liquid cloud (large-scale) exists the water content is multiplied by 22. This is designed to approximate the liquid water content from a typical cumulus cloud, see model description of the convective water threshold in Chapter 1 Section 1.3.5</td>
</tr>
</tbody>
</table>
2.3 Results

2.3.1 Global mean comparison by month

On a global mean basis, biases between model and observations for channels 2, 4, 8 and 12 (Figure 2.4) have different magnitudes depending on the channel and method of sampling, but do not seem to show any year-to-year differences over the 3 years compared. Stratospheric channel 2 (Figure 2.4a) exhibits an average positive bias of 1 K with little difference between all and clear-sky (for the instantaneous means). Being a region that rarely contains clouds (with the exception of polar stratospheric clouds, which are part of HadGEM2’s cloud scheme), this is expected and therefore all disparities between model and observations must be clear-sky in origin, such as errors in the temperature or water vapour profiles. Channel 4 (Figure 2.4b) does better with all-sky and clear-sky biases remaining stable at 0.5 K and -0.5 K respectively.

The largest biases are seen in all-sky comparisons of window channel 8 (Figure 2.4c), with model brightness temperatures approximately 6 K warmer than observations for instantaneous means, and around 7 K for monthly means. We interpret this as too much radiation being emitted from lower levels of the troposphere where the average temperature is warmer. The magnitude of this bias is not reflected in the clear-sky equivalent, which varies between -0.5 K and 1.5 K with a more pronounced annual cycle. Splitting the bias into its land and ocean components reveals the majority of the variability is coming from the land where the peak reaches 3 K in September and the trough reduces to -0.5 K in February, yet the ocean bias remains more stable around 1 K all year round. These clear-sky land errors are attributed to uncertainty in the land surface temperatures, as unlike SSTs, these are not prescribed.

Channel 12 (Figure 2.4d) shows the most sensitivity to the method of all-sky and clear-sky sampling. For the former there is an average difference of 2 K between instantaneous mean and monthly mean all-sky data, produced by the non-linearity of the radiative transfer equation with respect to water vapour. Channel 4 peaks at approximately the same weighting function (300 hPa), but does not show the same behaviour because it is insensitive to water vapour. Both of these channels are only affected by very high clouds, but channel 4 seems to suggest that they have
little effect on the method of calculating the monthly average, probably due to the relatively low amount of clouds at this level.

Figure 2.4: Variation of monthly global mean brightness temperature bias (model - satellite) with time for HIRS channels (a) 2, (b) 4, (c) 8 and (d) 12. Allsky: The mean of 15 hourly instantaneous data (a total of 48 files per month) is shown in solid red and the monthly mean data calculated within the climate model is shown in solid blue. Clear-sky: Different cloud fraction thresholds calculated from instantaneous 15 hourly data are shown in black, the dashed blue line is the 40% cloud fraction clear-sky bias constructed from the model monthly mean data. All latitudes seen by the satellite are included (81.25°S - 81.25°N)
Channel 8 shows a 1 K bias difference between methods and has a weighting function that peaks at the surface, thus is affected by all clouds in the atmospheric column, of which there are more near the surface. As the satellite measures radiance from instantaneous atmospheric fields on a continual basis, which are then used to calculate the monthly mean, the model instantaneous means are closer in construction to the satellite product. The significant differences between all-sky instantaneous and monthly mean radiances in low cloud studies and, even more importantly, upper tropospheric water vapour studies indicates that the former method should preferentially be used, however for wavelengths less sensitive to these components, such as channel 2 near the centre of the CO\textsubscript{2} ν\textsubscript{2} band, this is not as important because very similar values are obtained.

Erratic differences of the order of 0.5 K to 1 K, between instantaneous mean and monthly mean clear-sky biases are present in all channels, and are even greater (up to 4 K, depending on the instantaneous clear-sky threshold) in channel 12. Further investigation reveals this is due to inadequate coverage by clear-sky monthly mean data, explained as follows. In any 1 month up to 25% of the model data is identified as clear, however, the conditional inclusion of any monthly pixel based on: a) there being a corresponding clear satellite pixel at the same location to avoid spatial biases, and b) there being a minimum of 9 pixels present at that location in the year to avoid seasonal biases, brings the number of gridboxes remaining to below 10%. But with the instantaneous process before these steps are taken a 48 member composite of clear-sky data has been created for each month leaving far more data in the monthly average, and nearly 60% remains in the annual mean.

For clear-sky instantaneous means there is surprisingly little difference between the biases resulting from the different model cloud fraction thresholds used for most of the channels. This is reassuring given the fact that the threshold choices are relatively adhoc, and thus it is concluded that 40% is preferable to use as more gridboxes are included in the clear-sky composite. In channel 12, however, there is a spread exceeding 1 K between the 10% and 40% thresholds, with the latter being closer to observations. This separation can be attributed to the positive correlation between water vapour and cloud cover, where a higher threshold such as 40% will have an elevated water vapour concentration compared with a lower threshold like...
10%, so radiation with wavelengths sensitive to water vapour will be emitted from a higher/colder region of the atmosphere above the heightened humidity distribution.

It is inconsistent, therefore, that the higher threshold is performing better than the lower, because the former has a humidity distribution less reflective of clear-sky. This is possibly due to the quality of the simulated water vapour in the model. A recent study of humidity biases in GCMs identified HadGEM1 as one of only 3 models with a consistent dry bias throughout the troposphere, meaning radiation will emanate from an atmospheric level too low (John and Soden, 2007). In general most models simulate a dry bias in the boundary layer and a larger moist bias in the free troposphere. There was no focus on improving the representation of humidity between HadGEM1 and HadGEM2 (Collins et al., 2008), thus it is reasonable to suggest that this bias still exists in HadGEM2. Indeed, the percentage difference in specific humidity between ERA-Interim and HadGEM2-A in Figure 2.5b shows a strong negative/dry bias across much of the troposphere in the 30°S - 30°N region, which is much stronger than the midlatitude positive/moist biases also present. The elevated water vapour concentration in the 40% clear-sky threshold could be compensating...
somewhat for this existing error, to a greater extent than lower thresholds, cancelling errors and bringing the clear-sky bias closer to 0 K. This heightened sensitivity of channel 12 to model clear-sky thresholds has strong implications for estimates of longwave cloud forcing, as previously highlighted by Sohn et al. (2010), on top of sampling only meteorological conditions unusually free of cloud. All conclusions drawn from humidity studies that use clear-sky data only must be viewed with caution in light of this result.

2.3.2 Spatial distribution of annual bias

De-constructing these global biases spatially reveals that in the window channel positive/warm all-sky tropospheric biases are dominant in regions associated with deep convective activity (Figure 2.6c), regions which, by definition, are absent in the corresponding clear-sky analysis (Figure 2.7c). The annual global mean is 274.72 K as measured by HIRS, and 280.57 K as calculated by the model. Zonally, the bias is strongest in the equatorial region (the annually averaged ITCZ), widening over land to encompass all of South America north of Argentina, all non-arid central-west regions of Africa, and in the Indo-Pacific warm pool (20°S - 20°N, 60°E - 180°E) including the land regions of India, Bangladesh, Sri Lanka and Indonesia. This pattern corresponds closely to regions identified with maximum cirrus occurrence resulting from anvils on top of deep convective plumes associated with the ITCZ and seasonal monsoonal circulations, and additionally from a layer of thin cirrus (see Figure 1 of Sassen et al. (2008)).

There are negative/cold biases over the Tibetan Plateau and the east coastal zone of Africa, and to a lesser extent in the South American low-level jet region and the Arabian Peninsula. This pattern also shows up in the clear-sky equivalent and therefore must be associated with surface temperatures. The Tibetan Plateau in particular is a difficult region to simulate, with an average elevation exceeding 4.5 km and containing the worlds third largest store of ice. It has a distinct regional climate that climate models have difficulty capturing (Zhou and Yu, 2006).

There are generally smaller positive biases over the ocean, particularly around the
Figure 2.6: Maps of all-sky annual mean brightness temperature biases for 2009 (model - satellite) with zonal mean plot for HIRS channels: (a) 2, (b) 4, (c) 8, and (d) 12. Only pixels where no months are missing were included in the annual mean. Units are in K.

The equatorial cold tongue, the southern Atlantic and the Indian ocean region west of Australia. These subsidence regions west of the subtropical continents are dominated by widespread low stratus cloud which is not distinguished in the infrared because cloud top temperatures are similar to the sea surface temperatures which are prescribed in the model. Strong biases observed in other regions must therefore originate from the mid to upper troposphere, and because the window channel is sensitive to no other atmospheric constituents apart from clouds (and a small contribution from the water vapour continuum), we can deduce that the reason for these biases are clouds which are present in the satellite’s FOV but are absent in the climate model at higher levels. This conclusion is corroborated by comparing model mean vertical cloud fractions with the equivalent quantity in ERA-Interim (Figure 2.5c). The uppermost level of cloud fractions is up to 12% too low in the model, across all latitudes. Even though in mid latitude regions the mean of the column averaged cloud fraction is overestimated, the satellite instrument only senses radiation emitted from
Figure 2.7: Same as Figure 2.6 but for the clear-sky. The model clear-sky cloud fraction threshold is 40%. Only pixels with no more than 3 months missing are included in the annual mean. Areas shaded white correspond to missing data. The figure in brackets is the all-sky bias masked by the areas where the clear-sky is not missing. Units are in K.

The spatial signature of the deep convective bias can also be seen in channel 4 (Figure 2.6b), which will only be affected by the very tops of deep convective clouds. Channel 12 has a weighting function that peaks at a similar level and the same pattern of positive bias is observed in Figure 2.6d. However, accepting HadGEM2 has a dry upper troposphere as discussed in section 2.3.1, a general lack of water vapour could be contributing to this bias (meaning radiation will be emitted from too low a level in the atmosphere), as well as missing water vapour that is associ-
ated with the presence of clouds. Additionally HadGEM2 appears to have a warm
tropopause bias of up to 3 K around 100 hPa in the equatorial regions (Figure 2.5a),
which will cause a positive bias in the highest cloud top emission, by virtue of this
temperature difference alone. Quantification of this bias is estimated in Section 2.3.3.

Stratospheric channel 2 shows very different behaviour (Figure 2.6a and Figure 2.7a). There is a low warm bias (less than 2 K) for the majority of the 65°S to 65°N band, and a strong cold bias at latitudes greater than 60°S/N that peaks at the poles. This channel also displays the most spatial variability throughout the year (not shown) with a strong northern hemisphere cold bias in the boreal winter months: November, December, January and February, alongside warm southern hemispheric biases, and the same pattern with the polarity flipped in the months of May, June, July and August. When averaged annually the result is the dual pole pattern that is observed and the slight seasonal cycle observed in Figure 2.4a arises because the boreal summer pattern has lower northern hemispheric warm biases allowing the cold bias to dominate.

The reason why the model is in excess of 5 K colder at the stratospheric winter pole is not immediately clear, but two possibilities are the way the stratosphere is treated by the radiative transfer model, and the climate model. Channel 2 has a weighting function that broadly peaks at 60 hPa but contains contributions from between 300 hPa and below 1 hPa. The 51 reference pressure levels that RTTOV-10 uses to interpolate input profiles onto extends up to 0.005 hPa, and in a change to RTTOV-9, does not impose a hidden level here with the same variable values as the top-most input level, removing an isothermal layer between the climate model top and the top of the radiative transfer model. Inspection of the HadGEM2-A data reveals minimum pressures of about 0.9 hPa at the winter poles, which is covered by RTTOV-10, and means the vertical extent of the channel’s weighting function falls within the climate model levels, however even though the absence of any input data between 0.9 and 0.005 hPa is likely to affect the simulated radiation to an extent, it is unlikely it would be responsible for the strength of the biases seen in Figures 2.6a and 2.7a.
2.3. RESULTS

The 38 level configuration of HadGEM2-A that is used is considered a low-top model, and has a course resolution in the stratosphere. Recent studies have shown that the low model lid at about 39 km does not simulate stratospheric circulation properly, in comparison with the high-top 60 level configuration, which extends up to about 84 km and has more than double the stratospheric resolution (Hardiman et al., 2012). In general, it is found that large cold biases in the high latitude middle stratosphere (10 to 30 hPa) are an anomalous feature of low-top models, which are absent in their high-top counterparts, and are thought to be due to problems with the dynamics of planetary waves in the stratosphere (Charlton-Perez et al., 2013; Cordero et al., 2006). These cold polar biases in the stratosphere below 200 hPa are evident when compared with the ERA-Interim temperature fields (Figure 2.5a). As 14.71 µm is near the centre of the CO$_2$ ν2 band which is extremely sensitive to temperature changes (see Figure 2b of Huang et al. (2007b)), temperature errors will show up strongly in these channels. It is therefore concluded that the inability of the low-top version of the model to reproduce the Brewer Dobson circulation in the stratosphere accurately is responsible for these polar biases, but further clarification of this point is beyond the scope of this study. Even though these biases are large, they are localised and balanced in the global mean by a widespread region of positive bias in the extra-polar areas, hence will not show up in the estimate of the OLR global mean.

Containing contributions from both the stratosphere and the troposphere, channel 4 (Figure 2.6b) seems to represent a transition between this high latitude cold bias behaviour and the equatorial warm bias behaviour seen in the tropospheric channels, as both patterns can be seen, but at lower magnitudes. These two 'modes' of bias compensate to give a low global mean of 0.61 K, whereas in the clear-sky equivalent (Figure 2.7b), a higher proportion of the equatorial warm mode is absent, bringing the global mean down to -0.02 K.

The source of the seasonal cycle seen in the clear-sky biases in Figure 2.4c is due to large areas of cool bias over land in the boreal winter months balancing warm biases over sea, whereas in the boreal summer land biases become largely warm, with the peak of this behaviour occurring in July. This is likely to be due to the diurnal aliasing of warmer temperatures occurring at local times up to 11:00 in the model which are absent in the 09:30-only sampling by the satellite instrument. Figure 2.7c
Figure 2.8: (a) All-sky OLR differences between HadGEM2-A and the OLR estimated from HIRS channels on MetOp-A. The model retains only those local times sampled by the satellite as described in section 2.2.7.2. (b) OLR difference between the HIRS OLR CDR product (a blend of measurements from the various satellites carrying HIRS and thus including all local times) and the CERES EBAF product. (c) All-sky and, (d) clear-sky OLR bias between HadGEM2-A simulations and CERES EBAF observations. Zonal means are shown to the right of maps. All data is the 2009 annual mean and only latitudes 81.25°S - 81.25°N are included. Units are Wm⁻².

displays what appears to be the global mean of this aliasing behaviour in the form of ‘striping’ of positive and negative biases over the land regions, with widths consistent with a 3 hour time window. It is possible that the mis-timing of convection also contributes to this pattern also because the warm surface temperatures associated with convection will be absent in model gridpoints sampled between 20:00 to 23:00. The ocean biases are low overall which is to be expected from an atmospheric only run in line with prescribed SSTs.
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Table 2.3: 2009 broadband TOA global mean radiative fluxes from HadGEM2-A and HIRS OLR for all local times, and Metop-A subsampled times (column in italics). CERES EBAF data is also shown. Only latitudes 81.25°S - 81.25°N are included and net is taken as being in the downwards direction. Units are Wm\(^{-2}\).

<table>
<thead>
<tr>
<th>Component</th>
<th>HadGEM2-A</th>
<th>CERES</th>
<th>HadGEM2-A</th>
<th>HIRS OLR (MetOp-A)</th>
<th>HIRS OLR (CDR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incoming solar</td>
<td>343.1</td>
<td>341.8</td>
<td>384.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>All-sky</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outgoing longwave</td>
<td>242.3</td>
<td>240.1</td>
<td>242.5</td>
<td>241.0</td>
<td>239.7</td>
</tr>
<tr>
<td>Outgoing shortwave</td>
<td>98.8</td>
<td>99.5</td>
<td>120.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Net</td>
<td>1.9</td>
<td>2.2</td>
<td>21.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Clear-sky</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outgoing longwave</td>
<td>267.2</td>
<td>266.4</td>
<td>267.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Outgoing shortwave</td>
<td>54.1</td>
<td>52.1</td>
<td>61.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Net</td>
<td>21.8</td>
<td>23.3</td>
<td>56.4</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

2.3.3 Broadband OLR

Figure 2.8a shows all-sky broadband biases reproduced in a manner temporally and spatially consistent with the previous narrowband comparison, as the OLR data is constructed solely from MetOp-A HIRS radiances and the model data is subsampled to match the satellites orbit. The absolute flux values in Table 2.3 show that while the complete set of HadGEM2-A data and the MetOp-A sampled data are similar to within 0.2 Wm\(^{-2}\) for the longwave, differences of up to 40 Wm\(^{-2}\) are found for the shortwave, due to the larger variability in the diurnal cycle of incoming and reflected solar radiation (for illustration of this point see Figure 10 of Ramanathan (1987)). This highlights the need for satellite like sampling in these types of GCM evaluation studies. The HIRS OLR algorithm is evaluated against CERES data in Figure 2.8b for all local times and is shown to have a less than 1 Wm\(^{-2}\) difference in the global mean, with zonal means rarely exceeding 2 Wm\(^{-2}\). Hence it is expected that using CERES instead of the HIRS OLR dataset would produce similar results, which can be seen by comparing Figures 2.8a and 2.8c. The former is more noisy due to the fact only one satellite is included. The difference between these experiments is 0.59 Wm\(^{-2}\) which gives us confidence that conclusions can be drawn from the clear-sky CERES experiment in Figure 2.8d.

Using either all-sky result, it is clear that the global mean OLR in the all-sky is overestimated in the model, but the bias is relatively low at 2.86 or 2.27 Wm\(^{-2}\)
(Figure 2.8a and c). However, the zonal means reveal that this is due to a fortuitous cancellation between a wide band of positive errors in the tropical latitudes between 25°N/S and negative errors at higher latitudes particularly across the Southern Ocean. As discussed in Section 2.3.2 the warm tropopause bias in HadGEM2 temperatures which reaches 3 K will also contribute to OLR biases from high clouds. Using the Stefan-Boltzmann equation (Black-body irradiance, $F = \sigma T^4$, where $\sigma$ is the Stefan-Boltzmann constant and $T$ is the temperature) at average temperatures at this level (around 196 K), a 3 K bias has a flux effect of around 5 Wm$^{-2}$, which is approximately half of the bias in these latitudes.

A similar spatial pattern is seen in clear-sky OLR biases (Figure 2.8d), but a reduced positive bias in the tropics leads to enhanced compensation overall and the global mean appears better at 0.79 Wm$^{-2}$. It is possible that part of this positive pattern of bias is due to deficiencies in the cloud screening mechanisms in both the CERES product and the climate model. Another possibility is the lack of treatment of aerosols in the longwave component of the Edward-Slingo broadband radiation code, which could lead to an overestimation of OLR over regions of high mineral dust such as the Sahara. It cannot be clearly identified whether the corresponding absence of aerosol treatment in the specific configuration of RTTOV-10 used produces a similar clear-sky positive bias in channels that are sensitive to dust, because the diurnal aliasing from the 3 hour model time sampling appears to dominate the pattern of biases (Figure 2.7c), however, it is likely that this effect would be a contributing factor to the bias over Northern Africa.

To obtain an idea of how well these biases compare with the bands isolated by the HIRS sensor we use the Stefan-Boltzmann equation to convert broadband flux to the effective temperature of the Earth. Effective temperature differs from brightness temperature in that the former has no dependence on the direction of propagation (measured in solid angle) of the received radiation. The two are not equivalent and are only compared here to give an indication of the magnitude of possible differences. Effective temperature biases of the order of 0.6 K for all-sky and 0.2 K for clear-sky are estimated, an order of magnitude less than those in the HIRS channel 8. This is surprising as the the window region (10.5μm - 12.5μm) contributes more radiance per wavelength to the total OLR than all other wavelengths in the spectral range.
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covered by the HIRS longwave channels by a factor of 1.25 to 1.5 (see Figure 3 of Harries et al. (2008) for an example of this).

The dominance of the window region in the mid infrared is the reason it was originally the only waveband used to estimate the total OLR via a regression model using window measurements from the scanning radiometer onboard NOAA-1 to NOAA-5 (Gruber, 1977; Gruber and Winston, 1978). There are clear uncertainties in using only one spectral region to estimate the total OLR, however the subsequent development of the HIRS OLR climate dataset which uses multiple regression on four wavebands still attributes more than 50% of its weighting to channel 10 (12.47µm), which, in the absence of clouds is very sensitive to the near-surface (Lee et al., 2007). We conclude that the strong positive bias observed in the window region in Figure 2.6c would alone have a greater effect on the OLR than observed and the tolerable errors in Figure 2.8a and 2.8c reveal that other spectral regions must be providing compensatory negative biases.

Inspection of the whole OLR radiance spectrum reveals a contribution of equal, or sometimes greater magnitude (depending on the latitude and season) than the window region in the far infrared band (FIR), which we define as wavelengths between 15 - 400 µm (25 - 667 cm\(^{-1}\)). In the clear-sky the FIR is modulated by water vapour absorption and emission in the pure rotation band, The effect of a cloud on the longwave spectrum is to give the FIR more weight than in the clear-sky case, as by Wien’s Law (\(\lambda_{\text{max}} = 2898/\text{Temperature}\), where \(\lambda\) is wavelength) the peak emission at typical cloud top temperatures is strongly dominated by FIR wavelengths. Up to 45% of the all-sky OLR from the Earth is made up of these wavelengths (Harries et al., 2008).

Previous studies with a line-by-line model have shown that within a tropical cirrus cloud, net absorption of radiation occurs in the window region and net emission occurs in the FIR, with little change to other wavelengths, including the water vapour \(\nu_2\) band which actually displays a slight absorption (Maestri and Rizzi, 2003). Though both the pure rotational and \(\nu_2\) bands are primarily sensitive to water vapour, they show very different contributions to the OLR, particularly in the presence of clouds.
This is emphasised by the relatively small difference (0.09 K) between the all and clear-sky biases in channel 12 (Figures 2.6d and 2.7d) revealing that clouds contribute little to the errors in this band, in comparison with the 5.01 K difference seen in channel 8 (Figures 2.6c and 2.7c). We have shown that absorption (removal of radiance/brightness temperature) is lacking in the model all-sky window region, suggesting an overall cloud deficit at top levels. It therefore corresponds by energy balance considerations (for example see Figure 1a of Maestri and Rizzi (2003)) that emission in the FIR could be lacking, leading to an underestimation of radiance/brightness temperature at these wavelengths. Therefore even though channel 12, which is sensitive to the vibrational-rotational bands of water vapour shows a 1.62 K positive all-sky bias it is possible that the FIR could display a negative bias, which could be responsible for the widespread negative regions in Figures 2.8a and 2.8c. Alternatively, the errors in these regions could originate from other parts of the spectrum outside of the 12 bands sampled by HIRS, which includes the lower intensity part of the window region from 7.33 - 9.71 μm, and the remaining part of the water vapour ν₂ region with wavelengths below 6.52 μm.

Exploring biases in the FIR requires satellite observations that isolate this waveband, but unfortunately the region has been little observed. The only such instrument to have sampled a portion of the FIR in isolation is the Infrared Interferometric Spectrometer (IRIS) that flew onboard the Nimbus 4 satellite between April 1970 and January 1971 and observed just the 400 - 600 cm⁻¹ (16.7 - 25 μm) portion (Harries et al., 2001). A newly-developed instrument as part of the Far-Infrared Spectroscopy of the Troposphere (FIRST) project has been tested by NASA using balloon flights but is yet to be part of a satellites payload (Mlynczak et al., 2006). However, recent studies by Huang et al. (2013, 2010) and Chen et al. (2013) have estimated FIR radiances using correlations between far and mid infrared wavelengths for different scene types. This method may allow evaluation of the FIR in the absence of direct measurements and is the subject of Chapter 3.

2.3.4 Sensitivity tests

Figure 2.9a displays the range of annual mean biases obtained across all 12 longwave channels for the all and the clear-sky. It should be noted that while the level of peak
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Figure 2.9: Annual global brightness temperature bias (model - satellite) for 2009 for all-sky instantaneous means compared with: (a) monthly means, clear sky biases also shown, (b) tests based on perturbing model cloud parameters and (c) tests based on shifting model cloud levels. All HIRS longwave channels are shown.
emission for channels 1 to 8 can be interpreted as decreasing from the stratosphere to the surface, channel 9 has a broad emission throughout the atmosphere, and channels 10 to 12 increase in height (see Table 2.1 for weighting functions). The following subsections describe the effects of perturbing cloud properties from the control state.

### 2.3.4.1 Increasing cloud properties

Altering cloud fractions and concentrations provides a test of the macro and microphysical properties associated with the existing cloud distribution within the model, otherwise known as the cloud amount when present. Here we only increase cloud properties where they already exist, which therefore cannot highlight whole regions of cloud absence. It is seen that no change of cloud properties alters the bias significantly (Figure 2.9b). Doubling the fraction of cirrus clouds has the largest effect, particularly in the window region (channels 8 and 10) where the bias reduction is in excess of 1 K with respect to the control. Further investigation reveals a higher annual mean fraction of ice clouds than either liquid or convective in the original model overall (Figure 2.10), possibly attributable to the inclusion of snow in its ice cloud output (in contrast to the absence of rain in its water clouds). As RTTOV only accepts a total cloud fraction on each level it is not able to weight the cloud types present according to their individual fraction, therefore when cirrus is doubled the greater initial fraction results in a greater final fraction, possibly explaining why changes to ice cloud has the greatest sensitivity. Additionally, as was identified in section 2.3.2, the pattern of prominent positive bias in tropical deep convective regions reveals a lack of longwave absorption at high levels, often corresponding to the locations of ice anvil cloud tops. It is therefore possible that the increase of cirrus clouds goes some way to compensate for their absence in the model.

Increasing the hydrometeor concentration in the clouds has less of an effect than increasing the fraction for every type shown, indicating that the clouds that exist are already at, or near, saturation. The effect of removing convective clouds increases the bias by a maximum of 0.5 K as seen in channel 8. As described in section 2.2.1, the diagnostic scheme in HadGEM2-A requires the large-scale cloud fraction be scaled down to include convective cloud, and thus the total fraction does not change significantly when they are included, unless the convective cloud fraction
2.3. RESULTS HIRS Model Evaluation

is much larger than the large-scale fraction. As shown in Figure 2.10c the latter is not likely, particularly as large convective anvils are cold enough to be partitioned as cirrus (which is partly why Figure 2.10b has more cloud at high levels). Extra cloud concentration is always added when convective clouds are present however, so the main effect they have is to increase the overall water concentration in equatorial convective regions, which appears to have a minimal effect. Limited though these convective water content values are by a precipitation threshold of 0.08 g/m$^3$, multiplying the concentrations by 22 to approach values within real convective clouds (1.76 g/m$^3$) also has little effect.

2.3.4.2 Shifting cloud properties vertically

Shifting model cloud properties vertically upwards before input into RTTOV provides a rudimentary tool to see where vertical regions of cloud deficiency lie. Raising cloud top heights in the troposphere reduces the simulated brightness temperature because the infrared radiation is now being emitted from a cooler level, and as the tropospheric brightness temperatures have been shown to be largely overestimated in the climate model this brings the bias down significantly in all tropospheric channels, see Figure 2.9c. These tests are the only ones we perform where clouds are added to regions where the model might produce none, and of all the sensitivity tests performed this one has by far the greatest effect on the radiation bias. For example, in channel 8 raising the clouds by 4 levels reduces the bias to an amount commensurate with clear-sky values. In channel 4 an elevation of 2 levels minimises the RMS error, 5 levels is needed to do the same in channel 12 and due to the lack of clouds in the stratosphere, a negligible effect is seen with any vertical movement in channel 2.

The spatial pattern of biases produced by each channel when cloud properties are raised to the level where the global error is minimised is shown in Figure 2.11. By comparing channel 8 with the equivalent plot in Figure 2.6c it can be seen that the global mean bias is lower due to cancellation of errors, positive biases in deep convective regions are reduced and negative biases in regions with low positive values originally have been created. This fits with the zonal estimate of model cloud biases produced with ERA Interim data in Figure 2.5c. The introduction of negative biases
could result from the upward shift of overestimated cloud from the broad layer under the top layer of underestimated cloud. It is important to note that ERA Interim clouds are themselves calculated as a parametrisation, and as such are not as reliable as observations. A known quality issue that affects the ERA Interim cloud data is an underestimation of low cloud cover under certain conditions, however as radiation is emitted from the highest cloud level in any vertical column this does not significantly affect our interpretation. Similar cancellations can be seen in channels 4 and 12 (Figure 2.11b and d), the former only requiring a 2 level rise as it has lower annual global mean biases to begin with, and the latter requiring a 5 level rise but only due to its low sensitivity to the vertical movement of clouds, thus only small improvements occur with each perturbation. This is because channel 12 is more responsive to water vapour which is not altered. It is clear that a blanket shift of clouds vertically does not resolve the problem of under absorption of long wave radiation in the model, the apparent better agreement in the global mean being due to introduction of further compensatory biases. Biases are more the result of general errors with the spatial and fractional occurrence of clouds - problems
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Figure 2.11: As Figure 6 but with clouds raised the number of levels that minimises
the error in each channel which is: (a) 0, (b) 2, (c) 4 and, (d) 5. Units are in K.

which are related to the parametrisation scheme, rather than because they are oc-
curring at too low a level, a result that agrees with previous findings (Li et al., 2013).

2.3.4.3 RTTOV ice parameterisations

Figure 2.12 shows the range of biases obtained using all possible combinations of ice
cloud parameterisations provided in RTTOV-10. The maximum difference between
schemes is 2.5 K in channel 10 (split-window), which is between the Wyser and Yang
(1998) method and aggregate ice crystals and the Boudala et al. (2002) method with
hexagonal crystals. Both crystal shapes for the Wyser and Yang (1998) and the
McFarquhar et al. (2003) method cluster around the same values, whereas results
for the Boudala et al. (2002) and the Ou and Liou (1995) methods are more spread
out. The 40% reduction in window channel biases brought about by selecting the
parameterisation that exhibits the lowest values is still not sufficient to reduce them
to below 3 K.
2.4 Conclusions and Discussion

Brightness temperatures from longwave bands observed by the HIRS instrument are used to evaluate those simulated by HadGEM2-A for the all-sky, alongside a broadband comparison. The same experiment is conducted with the clear-sky. The RTTOV-10 radiative transfer code with multi-level input for 5 different cloud types simulates the satellite measurements. The key findings are:

- Simulated all-sky brightness temperatures are too high in tropospheric channels, particularly in the window region. The strongest biases dominate in the equatorial land regions and the Indo-Pacific warm pool where deep convective clouds are present. These differences are considerably larger than the uncertainty in MetOp-A HIRS brightness temperature measurements.

- Clear-sky biases are lower than all-sky, by a factor of up to 6 in the window channels, even when compared with all-sky biases that are masked by the equivalent clear-sky regions. Spatial compensation contributes somewhat to these low biases, however.
• Global mean biases in the CO$_2$ $\nu_2$ upper tropospheric/lower stratospheric channels appear better, however strong cold biases centred at both poles arising from the poor representation of the stratospheric Brewer Dobson circulation in the low-top HadGEM2-A model compensate for warm biases in the remaining regions.

• Clear-sky biases produced using four different cloud fraction thresholds between 10% and 40% are very similar, suggesting a choice of 40% is robust and preferable as a greater amount of data is sampled. Constructing the clear-sky from monthly mean output leaves too little data to give meaningful results and should be avoided.

• An exception to the previous point is the 6.3 $\mu$m water vapour $\nu_2$ band, which has a strong sensitivity to the choice of clear-sky threshold due to the positive correlation between water vapour and cloud cover. We hypothesise that unavoidable moist water vapour biases accompanying these thresholds compensate to some extent with an existing upper tropospheric dry bias in the climate model. Using all-sky data in spectral regions sensitive to water vapour has the advantage of avoiding problems associated with the process of estimating the clear-sky.

• A far greater agreement is observed between broadband OLR observations and modelled radiances for both the all and clear-sky, suggesting a cancellation of errors across the entire longwave spectrum, with unseen negative biases originating from spectral regions not observed by the HIRS/4 instrument. A lack of high level clouds leading to less emission at FIR wavelengths could be compensating for too much emission at window wavelengths.

• Simple sensitivity tests show that dramatically altering existing cloud properties has little effect on the bias, however raising cloud a maximum of 5 atmospheric levels minimises the error in cloud contaminated channels, but this is due to the introduction of compensating biases. Sensitivities to the way ice clouds are parameterised in RTTOV-10 display a range of up to 2.5 K in window channels but biases in these channels still exceed 3 K for all choices.

Our results are consistent with previous findings that model simulations in cloudy conditions generally overestimate longwave brightness temperatures (Rizzi, 1994; Chevallier et al., 2001; Chevallier and Kelly, 2002), and that climate models share
common biases such as underestimating total cloud, particularly mid and high-topped cloud (Kay et al., 2012). Whereas the Huang et al. (2007a) examination of the infrared spectrum simulated by the GFDL model shows compensating biases that are positive in the window region and negative in the H$_2$O $\nu_2$ band for the all-sky, HadGEM2-A shows positive biases in both these regions, although those in the latter are a factor of 3 less than those in the former. Though worrying in terms of each model’s inability to reproduce the details of the OLR spectrum this at least shows two of the world’s climate models are independent in this respect. All of the HIRS longwave channels are biased positively (apart from channel 1, which is due to errors in the low-top model’s stratosphere), suggesting that wavelengths not covered by the HIRS instrument are likely to be biased negatively to offset this and produce the low OLR error observed. As the bulk of the OLR is made up from the window and the water vapour rotational band (far infrared wavelengths greater than 15 $\mu$m), it is suggested that the latter region contains these errors. This is plausible even with the positive biases seen in H$_2$O $\nu_2$ band because the rotational band is highly sensitive to clouds, whereas the former is not.

Like most climate modelling centres, the radiation balance in HadGEM2 is controlled primarily by tuning cloud-related parameters (Martin et al., 2011), this option is attractive as it is well know that the representation of cloud processes in GCMs is uncertain, which gives considerable leeway for choice of parameters. Apart from a recent study of the MPI model (Mauritsen et al., 2012) the process of how a model is tuned is not well discussed in the literature, thus we cannot say which tuned cloud parameters are contributing to inaccurate simulations of spectral radiance. The global mean agreement of the modelled net flux with observations is reasonable for the current configuration, however observed TOA outgoing fluxes have uncertainties that approach ± 4 Wm$^{-2}$ due to possible measurement errors, with OLR being the most uncertain (Stephens et al., 2012). Thus it is entirely possible that fluxes are tuned to the wrong targets. As values become more constrained with improved measurements the model will have to be retuned, which will likely alter cloud properties. However, on a positive note, in contrast to the majority of models (e.g. see Figure 1. of Wang and Su (2013)), much smaller biases are seen in the clear-sky than the all-sky for both the OLR and channels sensitive to clouds. As the tuning process in models is performed for the all-sky it can often mask errors in geophysical quantities.
such as temperature. Conversely for HadGEM2-A though, the errors in clear-sky properties appear to be relatively low.

Sole use of TOA radiation cannot give a full insight into the areas of weakness in HadGEM2’s cloud parametrisation because it is a cumulative product of the vertical cloud distribution, as well as other atmospheric components. Additionally, as clouds are opaque to infrared wavelengths most radiation is emitted only from the highest clouds of sufficient thickness, which reveals little about those below. Even when the only clouds in the column are low, such as in the stratocumulus regions, they often cannot be seen because their low cloud tops are of a similar temperature to the surface. However, our sensitivity tests on different spectral regions narrow down the possible sources of error, revealing deficiencies in the cloud microphysics are less likely to be contributing than a general lack of cloud in the right places at the right quantities, which has the greatest effect in higher levels of the troposphere at tropical latitudes. This is a problem linked to the way the large-scale and convective cloud parametrisation schemes specify the necessary conditions to diagnose the presence of clouds. Because some error patterns coincide with regions dominated by particular cloud types, such as those associated with deep convection, we may attribute problems to the representation of these clouds. One possibility being the mis-timing of the daily convective maximum, which is known to peak too early in the model (at noon rather than 18:00 to 21:00), so that with the reduced local times sampled by MetOp-A the peak is included in observations but missed by the model.

Simulated radiation studies such as this are a valuable tool for independently verifying the combined radiative effects of climate model output outside of the standard broadband comparison, and can be used to complement more direct evaluations of geophysical cloud properties within climate models.
Chapter 3

IASI OLR Product

3.1 Introduction

Because different thermal wavelengths are sensitive to different atmospheric components, remotely sensed hyperspectral and narrowband radiance measurements contain valuable information about atmospheric, surface and cloud properties, and also reveal fingerprints of long-term climate trends (Harries et al., 2001). Additionally they have a unique value in evaluating climate models (Goody et al., 1998). As such there is a need for detailed and complete satellite observations of terrestrial outgoing longwave radiation (OLR) in the 25 - 3000 cm$^{-1}$ wavenumber range (3 - 400 µm wavelength) at the spectral level (Anderson et al., 2004). At the present time, however, there is no satellite instrument in operation that isolates a substantial part of the OLR with the longest wavelengths, known as the Far Infrared (FIR).

The FIR, which we define as those wavenumbers between 25 - 650 cm$^{-1}$ (15 - 400 µm), is modulated by water vapour absorption in the pure rotation band and, to a lesser extent, the water vapour continuum. For the all-sky Harries et al. (2008) estimate that about 45% of the total OLR from the Earth is from the FIR. Although individual transitions in this region are low in energy because rotational transitions are lower in characteristic frequency than vibrational transitions, the combined intensity of outgoing radiance at these wavelengths is large and absorption is so strong that over much of the FIR the troposphere is nearly opaque. For this this reason
emissions occur mostly in the upper tropospheric and stratospheric regions.

A number of potential uses arise from resolving the FIR with satellite measurements (Mlynczak et al., 2004). Currently retrievals of upper tropospheric water vapour (UTWV) by space-borne instruments exclusively focus on the vibrational-bending mode (ν2) which is centred at 1595 cm⁻¹ (6.3 µm). However research has shown that the radiance from the rotational mode may be up to 6-7 times more sensitive to water vapour changes than the ν2 mode (Rizzi et al., 2002; Huang et al., 2007b). Harries et al. (2008) estimate the accuracy of the retrieval performance of the FIR to be comparable to, and sometimes slightly better than, an equivalent mid infrared sounder. Given the disproportionally large role that UTWV has in modulating the Earth’s radiation balance relative to the fraction of total atmospheric water it makes up, improving the accuracy with which its vertical distribution is measured would have far-reaching benefits. Additionally, continuum absorption, where the absorption of radiation by water vapour varies smoothly with wavelength is an area that is still not fully understood (Shine et al., 2012) and recent case studies have identified discrepancies in the strength of FIR continuum of up to 50% from estimates based on theory (Green et al., 2012). Because the relative humidity is expected to remain constant, the water vapour mixing ratio will increase in a warmer world (Soden and Held, 2006). Given that water vapour is the most important atmospheric gas in terms of greenhouse effect (Miskolczi and Mlynczak, 2004), and given that peak greenhouse forcings occur in the far infrared which implies a strong contribution in directing future climate change (Sinha and Harries, 1995), it is vitally important that we increase our understanding of the role of the FIR with global, long-term observations. Particularly as due to its complexity it is unlikely that global climate models get the impact of feedbacks on the FIR under changing climate right (Harries et al., 2008).

Cirrus clouds have a significant effect on the OLR balance as their cold tops essentially shift radiative emission to lower frequencies, with a higher proportion of the OLR coming from the FIR. The amount of emission is strongly connected with the cloud’s height and temperature structure (Maestri and Rizzi, 2003) so essentially clouds can be characterised by their spectral signatures. Rizzi and Mannozzi (2000) estimate that the ratio of FIR to OLR increases by approximately 30% from a clear
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scene to a cloudy scene, with stronger effects being seen in ice clouds (Wang et al., 2014; Dessler and Yang, 2003; Mannozzi et al., 1999). With the recent increase of available global cloud property datasets afforded by the range of instruments on the A-Train satellite group, there is a need to gain corresponding complete descriptions of the clouds in terms of their spectrally resolved radiative properties, including over the FIR.

Current operational space borne hyperspectral sounders such as the Atmospheric Infrared Sounder (AIRS) (Chahine et al., 2006) or the Infrared Atmospheric Sounding Interfermeter (IASI) (Blumstein et al., 2004) have been designed to measure only the mid infrared part of the OLR. Photons at FIR frequencies have lower energies than typical band gap energies so suitable photodiodes are difficult to make. Mercury Cadmium Telluride (HgCdTe) detectors such as those used within the IASI instrument can be designed for lower frequencies, however a 650 cm$^{-1}$ cut off is common due to the enhanced sensitivity required to measure below this threshold. In order to maintain the high signal to noise ratio the detector needs to be cooled significantly to reduce the number of photons generated by the detector itself and achieve the precision required. Microwave satellite detectors such as the Microwave Limb Sounder (MLS) or the Advanced Microwave Sounding Unit (AMSU) sense wavelengths that fall just longer than the FIR, however they use very different radiance measurement technologies. Both of these restrictions from either side of the FIR result in an unmeasured segment of electromagnetic radiation that has generally only been observed as part of the total infrared radiation by broadband devices.

Currently the only spaceborne instrument to spectrally resolve part of the FIR has been the Infrared Interferometer Spectrometer (IRIS) which flew onboard the Nimbus 3 and Nimbus 4 satellites in 1969 and 1970 respectively (Hanel et al., 1972). It had a maximum wavenumber of 400 cm$^{-1}$ (25 µm) and a spectral resolution of 2.8 cm$^{-1}$. Since then, a limited number of instruments have been developed to measure part of, or all of, the FIR. Some have been part of balloon-borne and ground-based campaigns, such as the Atmospheric Emitted Radiance Interferometer (AERI) (Turner et al., 2004), and the Radiation Explorer in the Far InfraRed (REFIR-BB/PAD) (Esposito et al., 2007), whose measurements have been used to test the representation of the FIR by line-by-line radiative transfer models (Bianchini et al., 2008). Aircraft
campaigns using instruments such as the Tropospheric Airborne Fourier Transform Spectrometer (TAFTS) Green et al. (2012), REFIR-PAD (Palchetti et al., 2008), and the Interferometer for Basic Observation of Emitted Spectral Radiance of the Troposphere (I-BEST) Masiello et al. (2012), have been used to gain insights into the FIR continuum. Though these airborne experiments do prove useful for testing parametrisations in radiative transfer models, only spaceborne instruments can give the full Earth coverage of sufficient temporal length needed for climate studies.

Recently, much work has been put into developing and testing a detector proposed for a spaceborne mission with a response in the 50 - 2000 cm\(^{-1}\) range at high spectral resolution (approximately 0.643 cm\(^{-1}\)). The Far-Infrared Spectroscopy of the Troposphere (FIRST) instrument (Mlynczak et al., 2004) has detectors that are cooled to 4.2K with liquid helium to achieve the necessary sensitivity (for comparison the optical core of IASI is 91.3K). Initial comparisons of FIRST measurements taken on balloon flights against theoretical calculations and spectral overlaps with coincident satellite instruments show excellent fidelity (Mlynczak et al., 2006), however, despite high priority recommendations (see Board et al. (2007)) there is currently no scheduled launch date for its deployment, even though it is often noted that the FIR has been measured extensively and directly on every planet in the solar system except Earth (Hanel, 2003).

Historically, when parts of the infrared spectrum are unmeasured from space the remaining bands have often estimated through alternate means. Previous studies have sought to reproduce total OLR from narrowband and hyperspectral sounders with the combined motivations of validating current operational broadband sounders, mitigating them against potential failure and gaining wider diurnal coverage. The absence of an instrument that measured total outgoing LW flux in the 1970’s led to its estimation using a single waveband in the 800 - 950 cm\(^{-1}\) window region (10.5 - 12.5\(\mu\)m) from the two-channel scanning radiometer onboard the NOAA-1 to NOAA-5 satellite platforms via a non-linear regression model derived from radiative transfer calculations applied to 99 different atmospheric profiles (Gruber, 1977; Gruber and Winston, 1978). As the reference broadband results are obtained from a radiative transfer code this method is termed ‘theoretical’. Alternatively, Ohring et al. (1984) used the Earth Radiation Budget (ERB) broadband OLR measurements on
the Nimbus 7 satellite as a reference to obtain regression coefficients between these and window band observations from the Temperature Humidity Infrared Radiometer (THIR) instrument on the same satellite at collocated footprints. This method is termed 'empirical', because actual measured data is used as a reference.

There are uncertainties involved in using only one narrow band to estimate the entire OLR because the atmospheric information contained in one spectral region is limited, eg. see Gruber et al. (1994). An early theoretical OLR product derived with a multi-spectral regression technique used the 4 infrared channels from the Medium Resolution Infrared Radiometer (MRIR) on the Nimbus-3 satellite (Raschke et al., 1973). This method has been adapted for use with the High Resolution Infrared Sounder (HIRS) instruments that have been operational since 1978, thus providing a continuous longterm surrogate for total OLR (Ellingson et al., 1989a). The product has been continuously developed since its creation and has demonstrated extremely high correlations with CERES broadband data (Lee et al., 2007). Recently, Sun et al. (2010) have used the empirical approach to derive broadband data from AIRS using the CERES outgoing LW flux to generate regression coefficients from principal component analysis of AIRS radiances.

Traditionally, these methods employ data from instruments that fly on polar orbiting satellites which are beneficial for global climate studies in terms of their high spatial coverage. However, as they are restricted to monitoring each subsatellite point just twice a day they fall short of the requirements for diurnal analyses. Geostationary satellites, on the other hand, complete a full Earth scan in approximately 30 minutes thus capturing the daily variability, but are restricted to one nadir location with views at increasingly unfavourable angles away from the subsatellite point. Gube (1982) was the first to use geostationary radiances from the 2 infrared channels (10.2 - 13 \( \mu \text{m} \) and 5.7 - 7.5 \( \mu \text{m} \)) on the METEOSAT-1 satellite to estimate total OLR flux theoretically. Schmetz and Liu (1988) modified this approach using METEOSAT-2 data to include a better treatment of limb-darkening using the method developed by Abel and Gruber (1979), and Cheruy et al. (1991) calculated the relationship between METEOSAT-2 data and collocated footprints from broadband Earth Radiation Budget Experiment (ERBE) measurements to produce empirical regression coefficients. The Geostationary Operational Environment Satellite 6 (GOES-6) Imager window
channel (10.2 - 12.2 µm) has also been employed in an empirical estimation of OLR fluxes using ERBE data (Minnis et al., 1991), and Lee et al. (2004) blended HIRS OLR fluxes from polar satellites with GOES-8 Imager data to provide OLR data to incorporate multi-spectral information on temperature and humidity at different elevations, with wider diurnal coverage.

The body of work that exists surrounding the derivation of broadband OLR from narrowband mid infrared measurements is extensive and on-going, however, as regards spectrally resolved measurements in the FIR, progress is limited to a handful of studies. Huang et al. (2006) use clear-sky radiances from the IRIS instrument to predict fluxes in its uncovered spectral regions below 400 cm\(^{-1}\) and above 1400 cm\(^{-1}\) by assuming a linear relationship between these regions and fluxes in the \(\text{H}_2\text{O} \nu_2\) band and a narrow window region. Regression coefficients between measured and unmeasured wavebands are obtained from calculated radiances using the MODTRAN radiative transfer model applied to simulated profiles from the GFDL AM2 global climate model. These coefficients are then applied to IRIS to simulate the whole OLR. Huang et al. (2008) adapt this theoretical method for the hyperspectral Atmospheric Infrared Sounder (AIRS) to derive spectral fluxes in its uncovered wavebands using principle component analysis. A complete set of clear-sky fluxes from 10 to 2000 cm\(^{-1}\) are calculated at 10 cm\(^{-1}\) intervals, and validated with broadband observations using collocated CERES data for the tropical oceans. Corresponding studies were carried out for cloudy data (Huang et al., 2010), and additional years (Huang et al., 2013). Chen et al. (2013) extend this work to include land and extra-tropical ocean regions using clear-sky data only.

In lieu of complete FIR observations we follow a theoretical approach and develop an algorithm to ‘fill in the gaps’ of the available data, but with a spectral resolution and range of estimated wavenumbers that is an advance on previous studies. To do this we use the IASI instrument which measures in the mid infrared, originally designed to fulfil both meteorology requirements of high spatial coverage, and atmospheric chemistry needs such as accuracy and detailed vertical resolution (Clerbaux et al., 2009). IASI has 4 times as many channels as the AIRS instrument for the same range of thermal infrared wavelengths, and is free from gaps over the whole spectral range. It is part of the payload of the MetOp-A satellite, which provides a differently timed
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polar orbit and hence a different sampling of the diurnal cycle to existing satellites that carry broadband instruments. In the absence of any current spaceborne instrument that isolate the FIR our new algorithm has the potential to provide valuable proxy measurements, within the limitations of the spectroscopy implemented in the radiative transfer code, that is used to derive the prediction model. To ensure high accuracy we use the Line-By-Line Radiative Transfer Model (LBLRTM) (Clough et al., 1992, 2005) available publicly at http://rtweb.aer.com, which has a long and successful heritage of being at the leading edge of the field, is continually updated and has been well validated, see for example (Shephard et al., 2009; Delamere et al., 2010; Alvarado et al., 2013).

This study differs from most of its associated predecessors by remaining in the directional radiance regime, with no attempt made to translate unfiltered IASI radiances or the total integrated OLR product to flux densities at this stage. Flux is calculated by integrating the measured radiance over all solid angles, which can be split into zenith and azimuth angles. The outgoing radiation field is strongly anisotropic and must be estimated using a predetermined model, of which many exist involving varying degrees of sophistication and assumptions. These can be either theoretically determined using radiative transfer model calculations of flux or empirically derived using satellite measurements over several different viewing angles and locations, for example see Clerbaux et al. (2003); Loeb et al. (2003); Kato and Loeb (2005). The resulting Angular Distribution Models (ADMs) relate the radiance measured at a single angle to irradiance estimated over all angles, and as such introduce a further level of uncertainty into the validation, which can be up to 2.3% for recent satellite products (Instantaneous LW TOA flux: see the CERES Terra Edition3A SSF Data Quality Summary). To avoid confusion we use the abbreviation INLR (Integrated Nadir Longwave Radiance) to refer to the extended spectrum of IASI radiances that has been integrated over all wavenumbers, and is distinct from OLR which is synonymous with the integrated fluxes. This approach has the advantage of allowing for a cleaner comparison with climate model simulated satellite products. The adaption of the methodologies adopted in this study for the additional calculation and evaluation of flux quantities are left for future studies.

We use a theoretical based regression technique similar to the one used to derive
OLR from the HIRS instrument based on physical atmospheric profiles which is described in section 3.2.2. In order to verify the extended IASI spectrum we compare the calculated INLR with broadband CERES instruments on other satellites, which avoids the introduction of compounded errors from radiative transfer model evaluations. Section 3.2.4 explains how times and locations are identified where the path of MetOp-A crosses those of the Aqua and Terra satellites, both of which carry CERES instruments. By restricting this set further to only nadir looking views the instruments will sense the same atmospheric path at the same time, providing the opportunity for indirect validation of the new IASI product. Results of this, and a global composite comparison, are presented in section 3.3.1 and section 3.3.2 respectively. Finally the complete constructed IASI spectrum is presented in the remaining sections 3.4.1, 3.4.2 and 3.4.3.

3.2 Data and Methodology

3.2.1 IASI Level 1c and Combined Sounding Products Data Set

The IASI Flight Model 2 (FM2) instrument is onboard the MetOp-A satellite launched by EUMETSAT in October 2006 which operates in a sun-synchronous orbit. It is a 8461 channel passive sounder that measures in the mid infrared spectral region between 645 - 2760 cm\(^{-1}\) (3.62 - 15.5 \(\mu\)m) at a 0.25 cm\(^{-1}\) sampling interval with no gaps. The apodised level 1c radiances have a 0.5 cm\(^{-1}\) resolution. The effective field of view (EFOV) is a 2 x 2 matrix of 4 circular instantaneous fields of view (IFOV) that each have an approximate footprint diameter of 12 km at nadir. There are 30 EFOV per scan line which takes 8 seconds to complete and had a maximum scan angle of 48.3° in the across track direction. In its nominal mode IASI uses a view of an internal blackbody and deep space once every scanline to calibrate on-board, as described by Simeoni et al. (2004). It is thought to have an average absolute radiometric accuracy of 0.5K, measured in brightness temperature (personal communication with EUMETSAT).

We restrict the data to the IFOVs with the smallest satellite zenith angles in order to
retain only nadir looking pixels. There are 4 IFOVs with angles less than 1.5° which are indices 57, 58, 63 and 64 in the across track direction and have viewing angles of 1.34°, 1.37°, 1.41°, and 1.39° respectively. Alongside the level 1c radiances clear-sky flags are obtained from the related level 2 combined sounding products to construct an equivalent clear-sky product. Cloud detection in IASI pixels is performed from a choice of 5 separate tests, involving window channels, AMSU-A, AVHRR and CO₂ slicing, depending on the quality of the input data.

### 3.2.2 Method for Estimating OLR from IASI

The methodology and correlation coefficients derived in this section were developed by Dr. Hai-Tien Lee. He also prepared the 4 Figures. The application of the coefficients to IASI data, and the interpretation thereof in the remainder of the chapter were my own work.

Strong correlations are found between frequencies in the LW spectra with similar spectroscopic properties. Unmeasured radiances with FIR wavenumbers between 25 and 650 cm⁻¹ and those between 2760 and 3000 cm⁻¹ (which we will term near infrared (NIR) radiances) can be estimated from IASI observations. For example, FIR wavenumbers in the strong H₂O rotational band at 25.25 cm⁻¹ have strong correlations with those in the centre of the 667 cm⁻¹ CO₂ and 1533 cm⁻¹ H₂O ν₂ bands by virtue of their similar sensitivity to high altitude temperatures (Figure 3.1). However the 1533 cm⁻¹ band is physically more similar to frequencies in the FIR and therefore has comparably larger correlations.

Adapting the simulation methodology of Ellingson et al. (1989a), the Line-By-Line Radiative Transfer Model (LBLRTM) is used to simulate LW spectra over the spectral range 25-3000 cm⁻¹ at 0.5 cm⁻¹ resolution with radiosonde data from 1600 soundings (Phillips et al., 1988). This dataset was carefully compiled by Dr. Norman Phillips with the purpose of creating a representative sample of the range of conditions found in the atmosphere, and has been demonstrated to be adequate enough to base global models upon, see Ellingson et al. (1989b). The following details from
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Ellingson et al. (1989a) describe the dataset. Each sounding includes temperature values at 65 different pressure levels from 0.1 to 1000 mb and mixing ratios of H$_2$O and O$_3$ in the corresponding 64 layers. The soundings were compiled from radiosonde ascents from land and ocean stations between 30° S and 60° N and the soundings were equally divided between tropical (30° S - 30° N) and midlatitude (400 summer and 400 winter) conditions. The O$_3$ data was chosen to be climatologically consistent with the temperature profiles, and the stratospheric H$_2$O mixing ratio is assumed to be 3 ppmv. A second set of cloudy simulations was obtained by inserting a cloud into each profile at a particular level (randomly distributed) to give 3200 different conditions, 1600 clear and 1600 cloudy. The water vapour profile was not altered when a cloud layer was included and the clouds were nearly uniformly distributed in low (950 - 850 mb), middle (675 - 525 mb) and high (400 - 240 mb) layers. Clouds are all considered to have 100% horizontal coverage of the profile. Those with cloud top pressures greater than 450 mb are assumed to be spectrally black whereas the high level clouds are assumed to have the spectral properties of cirrus given by Haurwitz

Figure 3.1: Linear correlation coefficients between the radiance at 25.25 cm$^{-1}$ and the rest of the spectrum. Data is simulated by the LBLRTM from Phillips Soundings. Work pertaining to this figure was completed by Hai-Tien Lee.
Figure 3.2: Relationship of radiances at 33.75 cm$^{-1}$ and 2091.25 cm$^{-1}$ simulated by LBLRTM from Phillips Soundings, where the scatter points and fitting curve are based on data for local zenith angle 0° (red), 21.48° (orange), and 47.93° (green), respectively. Units are Wm$^{-2}$sr$^{-1}$(cm$^{-1}$)$^{-1}$. Work pertaining to this figure was completed by Hai-Tien Lee.

Several regression model formulations were investigated for the purpose of NIR/FIR radiance prediction. A log-log transformation was found to provide the optimal performance in minimization of estimation errors and regression residual distributions. This empirical behaviour can also be explained physically, as transmittances vary with optical path via an exponential relationship and hence the model will be approximately linear. Figure 3.2 shows an example of the log-log relationship between radiances at 33.75 cm$^{-1}$ and the channel that has a maximum correlation with it (2091.25 cm$^{-1}$).
Figure 3.3: The wavenumbers of IASI observed radiance spectrum (y-axis) that show empirically the maximum correlation coefficients for the FIR (left) and NIR (right) wavenumbers (x-axis), based on a log-log transformation. Work pertaining to this figure was completed by Hai-Tien Lee.

Figure 3.4: The maximum correlation coefficients between wavenumbers in the FIR (left) and NIR (right) and the corresponding predictor wavenumbers shown in Figure 3.3. Work pertaining to this figure was completed by Hai-Tien Lee.

The best predictor channels are selected as those with maximum correlation coefficients between the log-radiances (Figure 3.3) whose values are shown in Figure 3.4. For this application the local zenith angle is restricted to the nadir cases. The prediction equation to estimate the radiance $I_{\nu_{FIR/NIR}}$ in either the FIR or NIR regions
at wavenumber $\nu$ can be written as,

$$\ln(I_{\nu_{\text{FIR/NIR}}}) = a_0 + a_1 \ln(I_{\nu_{\text{predictor}}})$$

where $I_{\nu_{\text{predictor}}}$ is the radiance observed by IASI at the predictor wavenumber (Wm$^{-2}$sr$^{-1}$(cm$^{-1}$)$^{-1}$) and $a_0$ and $a_1$ are the calculated regression coefficients. The mean spectral radiance calculated by LBLRTM for each wavenumber in the FIR is shown in the left panel of Figure 3.5 and has a total integrated value of 36.32 Wm$^{-2}$sr$^{-1}$. The corresponding value for the NIR region is 0.028 Wm$^{-2}$sr$^{-1}$. The root mean square (rms) errors in the regression model serves as the theoretical estimates for the modelling uncertainties in the reconstructed spectrum. The right panel of Figure 3.5 shows these errors for the FIR region. The root mean square of the sum radiance errors, including cancellations from positive and negative values, is 0.054 Wm$^{-2}$sr$^{-1}$ over all simulated regions which gives a total relative error of 0.15%. Individual root mean square relative errors are shown in Figure 3.6 which shows a very low dependency on wavenumber.
3.2.3 CERES Single Scanner Footprint (SSF) Ed3A

The INLR product constructed from the extended IASI radiances is compared with the existing CERES directional radiance product. The CERES SSF Edition 3A dataset is obtained from the Atmospheric Science Data Center at the NASA Langley Research Center for both the Terra and Aqua polar orbiting satellites (Wielicki et al., 1996). In the cross-track scanning mode there are 90 FOVs in a single scanline with a 25 km footprint at nadir, however in terms of measurements and products it usually considered at a resolution of about 20 km. The swath takes 6.6 seconds to complete and has a maximum scan angle of 65.8°. For the present study only pixels with the minimum satellite zenith angles, which are less than 1° (FOV 45 and 46) are selected to retain only nadir-looking views. Cloud properties for CERES instruments are inferred from the Moderate-Resolution Imaging Spectroradiometer (MODIS) imager which flies on the same satellites, and are based on threshold tests with adjacent channels (Minnis et al., 2004). Each satellite carries 2 identical CERES instruments. For the data acquired, Flight Model 1 (FM1) on Terra and Flight Model 3 (FM3) on Aqua are operational in the cross-track mode.
CERES measures filtered radiances in terms of physical origin (i.e. thermal or solar), rather than imposing wavelength boundaries, however approximate ranges for the 3 channels are reflected shortwave (SW) (0.3 - 5 \( \mu \)m), total (0.3 - 200 \( \mu \)m), and window (8 - 12 \( \mu \)m). LW radiation is determined from a weighted combination of measurements from the other channels and hence all emitted thermal radiances that fall within the 0.3 - 200 \( \mu \)m (50 - >3000 cm\(^{-1}\)) range are included.

Relative errors due to the process of unfiltering radiances are found to be generally less than 0.2% in the LW (Loeb et al., 2001). The uncertainty in net TOA flux due to absolute calibration uncertainty including the radiance-to-flux conversion is 2% in the SW channel and 1% in the total channel at the 95% confidence level (Priestley et al., 2002). Since nighttime LW radiation is based only on the total channel the uncertainties are essentially the same at 1%. For the daytime combining the uncertainties of the SW channel yields an estimate of around 2.1%, which produces an average daily LW uncertainty of 1.5% (see appendix of Loeb et al. (2009) for the derivation). Given that the the present study uses CERES unfiltered radiances only, contributed uncertainties from the radiance-to-flux conversion do not apply, but as these errors are unknown the total level of uncertainty has an upper bound of about 1.5%.

Determining absolute radiometric calibration uncertainty once in-orbit is dependent on a reference instrument and it remains a challenge to achieve a reference traceable to international standards. This is a problem of such critical importance that it led to the formation of an international effort called the Global Space-Based Intercalibration System (GSICS) (Goldberg et al., 2011). The current CERES Edition-3 product established FM1 as the reference to place all the CERES instruments of the same radiometric scale and as such will contain fewer correction uncertainties. All flight models were corrected for spectral darkening at shorter wavelengths (<1 \( \mu \)m) due to UV exposure which caused degradation in both the SW channel and the shorter wavelength region of the total sensors. Studies that use an edition of CERES prior to Edition 3 will be subject to this error, which overestimates flux by as much as a 0.8% (CERES LW flux daytime for FM1 and FM3: see the CERES Terra and Aqua Edition3A SSF Data Quality Summary). Further refinements for the spectral correction have been proposed for the CERES Edition 4 production (Thomas and Priestley, 2014). This revision is expected to improve the accuracy and stability of CERES data, particularly over the daytime land scenes. The present study uses
CERES Edition 3 data and as such, it is important to be aware of the possible errors relating to this version.

### 3.2.4 Identifying Simultaneous Nadir Overpasses

Two satellites in sun-synchronous polar orbits with different equatorial crossing times will cross in the polar regions at approximately the same north/south latitude each time. When radiometers from both satellites view the same nadir scene at the same time this is called a simultaneous nadir overpass (SNO). Using SNOs is preferable to comparing composite measurements over the same time period because individual scene differences between cloud and surface properties are avoided. This study uses the database of predicted SNOs provided by the National Calibration Center of NOAA; available at [http://ncc.nesdis.noaa.gov/SNO/SNOs/NCC_SNOs_prediction_service.html](http://ncc.nesdis.noaa.gov/SNO/SNOs/NCC_SNOs_prediction_service.html) which makes SNO predictions based on the SGP4 orbital perturbation model (Cao et al., 2004).

Aqua has local equatorial crossing times (LECTs) of 13.30 (ascending) and 01.30 (descending), and Terra has LECTs of 22.30 (ascending) and 10.30 (descending). MetOp-A has an ascending node of 21:30 and a descending node LECT of 09:30. 2012 SNOs between MetOp-A and Aqua, and MetOp-A and Terra, are first filtered following the criteria set out in the methodology of Cao et al. (2005a). This specifies that at the SNO: 1) the time difference between nadir pixels is less than 30 seconds and, (2) the distance between nadir pixels is less than the diameter of one footprint. Based on the average of the 20 km CERES pixel and the 12 km IASI pixel this threshold is set to 16 km. This yields approximately 100 SNOs for each satellite pair over the course of a year. Using the predictions the closest matches in terms of time and distance were identified in the satellite data for the most nadir-looking field of views for each instrument. The resulting locations of IASI pixels identified as SNOs are shown in Figure 3.7. By virtue of their different equatorial crossing times MetOp-A and Aqua SNOs all lie around 74° N/S and MetOp-A and Terra SNOs all lie around 81° N/S. We estimate the biases for the rest of the globe by additionally performing a composite comparison of OLR products in section 3.3.2.
3.3 Validation of INLR with CERES

3.3.1 Simultaneous Nadir Overpasses

For maximum consistency with CERES, IASI INLR radiances are cut off at the 50 cm\(^{-1}\) lower wavenumber limit, and integrated over all remaining radiances up to 3000 cm\(^{-1}\). INLR estimates from coincident IASI and CERES pixels generally lie close together, with the majority falling within 2 Wm\(^{-2}\)sr\(^{-1}\) of each other (Figure 3.8). In general differences will be introduced by the slightly different nadir angles and footprint sizes between CERES and IASI, and the accuracy of the colocations. Absolute values range from 30 to over 80 Wm\(^{-2}\)sr\(^{-1}\) yet there is no identifiable relationship between scene radiance and bias indicating the IASI algorithm is robust against profile conditions at these latitudes. Nighttime radiances show a slightly higher correlation (0.99) compared with daytime scenes (0.98). Whether the lower daytime correlation originates from errors in the SW channel involved in estimating daytime CERES radiances, solar backscatter contamination of either instrument or the increased variability of daytime radiances is beyond the scope of this study.
Figure 3.8: Absolute values of instantaneous LW radiances constructed from IASI on Metop-A against CERES measurements for both the Terra and Aqua satellites at closest SNO events for 2012 for a) day, and b) night.

Table 3.1: Instantaneous biases between CERES and IASI INLR at SNO events with standard errors. Standard errors are the standard deviations divided by the square root of the total number of points. Units are Wm\(^{-2}\)sr\(^{-1}\). Figures in brackets are relative differences between the bias and the mean radiation measured by both CERES and IASI.

<table>
<thead>
<tr>
<th></th>
<th>All times</th>
<th>Day</th>
<th>Night</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both</td>
<td>0.33 ±0.11 (0.50%)</td>
<td>0.61 ±0.17 (0.95%)</td>
<td>-0.02 ±0.14 (0.01%)</td>
</tr>
<tr>
<td>Aqua</td>
<td>0.33 ±0.14 (0.57%)</td>
<td>0.48 ±0.20 (0.78%)</td>
<td>0.11 ±0.19 (0.25%)</td>
</tr>
<tr>
<td>Terra</td>
<td>0.32 ±0.18 (0.50%)</td>
<td>0.76 ±0.28 (1.15%)</td>
<td>-0.12 ±0.2 (-0.17%)</td>
</tr>
</tbody>
</table>

The same results shown as absolute biases (CERES - IASI) are presented as a time series in Figure 3.9, revealing no dependency of error upon season. Table 3.1 breaks down these biases by CERES instrument. Mean IASI INLR values are about 0.3 Wm\(^{-2}\)sr\(^{-1}\) lower than CERES when all local times are considered, and individual differences are generally within ±6 Wm\(^{-2}\)sr\(^{-1}\). Larger biases appear to be associated with partly cloudy or overcast scenes and are likely due to horizontal cloud inhomogeneity in the region of the SNO which can have a large effect on the height, and hence temperature/radiance of emission.
3.3. VALIDATION OF INLR WITH CERES IASI OLR PRODUCT

Figure 3.9: Time series of LW radiance bias at SNOs between CERES and IASI for 2012 for a) day and b) night. CERES measurements from Terra are marked with crosses and those from Aqua are shown as dots.

When relative differences are considered this corresponds to LW radiances that are 0.5% higher in CERES than IASI. Split into day and nighttime scenes it is apparent that this bias is dominated by daytime pixels as the mean nighttime relative error is only 0.01% whereas daytime differences are 0.95%. This could be related to the CERES Ed4 findings about the SRF correction determination method. All relative differences are well within the uncertainty range of CERES unfiltered radiance based on absolute radiometric calibration uncertainty and relative unfiltering errors as detailed in section 3.2.3. Given that the original correlation co-efficients between radiances were calculated using only tropical and mid-latitude profiles, the fact that the algorithm performs so well in polar regions shows that it is highly robust under different scene types.
3.3. VALIDATION OF INLR WITH CERES

3.3.2 Global composite INLR

In order to obtain an estimate of the magnitude of extra-polar biases, gridded and averaged nadir data from CERES (Aqua and Terra) for the whole month of April 2012 is compared with the equivalent constructed INLR composite from IASI (Figure 3.10). For a single day there are approximately 40,000 pixels collected for each instrument, binned to a 2.5° x 2.5° grid. Global mean biases split into day and night time scenes along with the differences between Aqua and Terra are also shown in Table 3.2.

Figure 3.10: Differences between monthly gridded and averaged total LW radiances (CERES - IASI) at all available local times in April 2012 for: a) Aqua all-sky, b) Aqua clear-sky, c) Terra all-sky, and d) Terra clear-sky. Zonal means are shown to the right. Units are Wm$^{-2}$sr$^{-1}$. Figures in brackets are relative differences between the bias and the mean radiation measured by both CERES and IASI.
Table 3.2: Global mean biases between IASI INLR and CERES instruments for April 2012. Units are Wm\(^{-2}\)sr\(^{-1}\). Figures in brackets are relative differences between the bias and the mean radiation measured by both CERES and IASI. Italic figures in brackets are the biases split by land and ocean respectively.

<table>
<thead>
<tr>
<th></th>
<th>All times</th>
<th>Day</th>
<th>Night</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Aqua CERES - IASI</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All-sky</td>
<td>0.79 (0.94%)</td>
<td>1.44 (1.65%)</td>
<td>0.16 (0.18%)</td>
</tr>
<tr>
<td>Clear-sky</td>
<td>1.14 (1.03%)</td>
<td>3.03 (3.00%)</td>
<td>0.46 (0.22%)</td>
</tr>
<tr>
<td><strong>Terra CERES - IASI</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All-sky</td>
<td>1.04 (1.26%)</td>
<td>1.40 (1.65%)</td>
<td>0.70 (0.87%)</td>
</tr>
<tr>
<td>Clear-sky</td>
<td>1.23 (1.23%)</td>
<td>1.80 (1.81%)</td>
<td>1.16 (1.15%)</td>
</tr>
<tr>
<td><strong>Terra - Aqua CERES</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All-sky</td>
<td>0.26 (0.32%)</td>
<td>-0.04 (-0.01%)</td>
<td>0.54 (0.69%)</td>
</tr>
<tr>
<td>Clear-sky</td>
<td>0.08 (0.17%)</td>
<td>1.28 (1.27%)</td>
<td>0.72 (0.94%)</td>
</tr>
</tbody>
</table>

The IASI INLR product continues to be underestimated with respect to CERES when the whole globe is averaged together, with a bias that is about 3 times greater than the SNO mean bias for both Aqua and Terra (0.79 and 1.04 Wm\(^{-2}\)sr\(^{-1}\), with a relative error of 0.94 and 1.26% respectively) in the all-sky. This increase is not wholly unexpected due to the nature of the compositing process and it is likely to be dominated by diurnal variations, which is evident from the general noisiness of the data in Figure 3.10. More extreme differences can be seen over land and deep cloud regions where diurnal variations are greatest. Dealing with clear-sky pixels only removes the cloudy part of this diurnal variation. On a daily basis clear-sky is identified in 15% of the data, but when gridded and averaged over the month 70% of the globe has clear-sky data. As CERES and IASI use different methods to detect clouds it is possible that they would interpret the cloudiness of the same scene differently thus incorporating a possible systematic bias into the clear-sky comparisons, which are all observed to be higher than their all-sky equivalents.

The difference due to the 3 hour local time difference between Terra and Aqua (0.26 Wm\(^{-2}\)sr\(^{-1}\) in the all-sky) indicates time sampling issues are not relatively significant, though a longer time period would undoubtedly reveal clearer patterns. Data volume issues prohibit testing this currently. As with the SNO comparison biases between OLR products are significantly larger in the daytime which falls in line with the ex-
isting correction error identified in the Ed3 CERES data mentioned in section 3.2.3. However, with the exception of daytime clear-sky differences between Aqua CERES and IASI, relative mean biases are still within the uncertainty ranges estimated for CERES for all time periods and given the uncontrollable factors involved in the composite process this gives us confidence that the algorithm used to estimate IASI OLR is spatially robust.

3.4 Spectral IASI OLR

3.4.1 Instantaneous spectral IASI OLR

Example extended instantaneous IASI radiance spectra from 17th April 2012 show that the estimated FIR contributes between 42 - 64% to the total INLR depending on the scene type (Figure 3.11). This is within the range of previous estimates (Harries et al., 2008). We present night time scenes which is when the FIR is particularly dominant as temperatures fall. In the daytime, however, higher surface temperatures often allow the window region to reach higher intensities when there is little or no cloud (Lindfors et al., 2011). In non-cloudy cases temperature is the dominating factor controlling the total intensity of LW radiance received at the TOA. For example, the spectrum over the Sahara (Figure 3.11c) emits about double the total radiance as that over Antarctica (Figure 3.11d). However when clouds are present their height and coverage can have a highly significant influence. For example it is certain that the temperature in the tropics will be higher than that in Antarctica, and yet Figure 3.11a and Figure 3.11d have similar values of total INLR. This is because it is likely that deep convective cloud brings the height of tropical emission to the cold upper troposphere where photons have lower energies. Clouds give more weight to the FIR as part of the INLR overall. The desert and the tropics are both warm regions and yet the FIR contributes 42% of the former clear dry case and 62% of the latter moist cloudy case, which is almost a third greater. The low stratiform clouds that are prevalent over midlatitude land will not have as large an effect on the whole spectrum (Figure 3.11b), but emission in the window region is still reduced with respect to the FIR.
3.4. SPECTRAL IASI OLR

Figure 3.11: The total outgoing longwave spectral radiance (25.25 - 2999.75 cm\(^{-1}\)) constructed from IASI measurements (black) and estimated far infrared radiances (blue) for 4 instantaneous scenes over: a) tropical equatorial land, b) midlatitude land, c) the Sahara desert, and d) Antarctica. All are night-time scenes from the 17th April 2012.

### 3.4.2 Mean clear and cloudy spectral IASI OLR

When split into global mean clear and cloudy scenes an average of 47% of the total LW radiance comes from wavenumbers less than 645 cm\(^{-1}\) when clouds are always present, and 44% when the atmospheric column is clear (Figure 3.12a). The peak wavelength of emission also shifts from 558.25 to 513.25 cm\(^{-1}\) in the cloudy only case. The NIR region constructed from a similar method contributes near-negligible radiances of 0.03 Wm\(^{-2}\)sr\(^{-1}\) (0.04%) in cloudy cases and 0.05 Wm\(^{-2}\)sr\(^{-1}\) (0.06%) in clear cases. This is a region of partial transparency and hence like the 800 - 1250 cm\(^{-1}\) window dominates more in the clear-sky.
Figure 3.12: The outgoing longwave spectral radiance constructed from IASI data globally averaged for: a) clear (purple) and cloudy (green) pixels. Numbers in parentheses are the fractional FIR contributions to the total LW broadband INLR. The all-sky curve is between the clear and cloudy curves but is not plotted for clarity. b) The difference between the clear-sky and all-sky spectrum’s constructed from IASI measurements (black) and estimated far infrared radiances (blue) from predictor wavelengths in the mid infrared with the highest correlations (red dots). The number in parentheses is the fractional contribution of the FIR INLR (FIR CINLR) to the total INLR (CINLR). Data is the area weighted mean of April 2012.
The difference between the averaged clear and all-sky is equivalent to the effect of a cloud and is often know as cloud radiative forcing (CRF) or cloud radiative effect (CRE). Figure 3.12b shows CRF values for the whole LW spectrum, with a total value of 8.1 Wm^{-2}sr^{-1} Note that our definition of CRF is in terms of radiance, not flux. In general there is more outgoing radiation at all wavenumbers in the clear-sky because liquid clouds are nearly opaque to the whole OLR spectrum and re-emit at lower temperatures/energies than the clear-sky case. Wavebands at 0 - 200 cm^{-1}, 650 - 700 cm^{-1} and around 1500 cm^{-1} are strongly sensitive to rotational water vapour transitions, CO_{2} \nu_{2} transitions and the vibrational \nu_{2} water vapour transitions respectively, and as such peak emissions are in the upper troposphere/lower stratosphere where clouds are few and hence the CRF is low. Even though in the cloudy case the FIR represents a more significant proportion of the total OLR, the clear-sky still emits more over this wavelength range in terms of absolute magnitude. Although the majority energy in cloud radiative forcing are distributed over the atmospheric window spectral interval, the FIR still accounts for 19% of the total CRF.

### 3.4.3 Maps of INLR, FIR and window wavebands

Spatially, all-sky IASI INLR averaged over the whole month of April 2012 peaks in the clear desert and extra-tropical subsidence regions around ±20°. In the latter low maritime clouds emit radiation at high temperatures similar to those at the surface (Figure 3.13a). Deep convective clouds over the intertropical convergence zone, Indo-Pacific warm pool and monsoon regions of Africa and South America reduce INLR because emission is from high, cold cirrus cloud tops. Correspondingly these regions also have the highest CINLR values (Figure 3.13b), as the difference between the all and the clear-sky is at a maximum.
Figure 3.13: INLR and CINLR maps created from all April 2012 pixels binned to a 2.5 by 2.5 grid and averaged. Zonal means are shown to the right of each map. On the left hand side is all-sky: a) INLR, c) FIR as a percentage of INLR, e) the window region as a percentage of INLR. On the right is CINLR (clear-sky - all-sky) for: b) INLR, d) the percentage of CINLR that is FIR, f) the percentage of CINLR that is in the window region. Note that the colour scales are different for every panel. Missing data is shown in white.

An unexpected feature of this plot are occasional negative CINLR values, bordering the polar continents. These values tend not to be lower than -1 Wm$^{-2}$sr$^{-1}$. CINLR is generally a positive quantity, i.e. if a cold cloud is added to any particular clear-
sky scene instantaneously the radiation emitted from the top of the cloud will be
reduced with respect to the clear-sky amount. However, when a lower tropospheric
temperature inversion is present, clouds can be warmer than the surface. These
clouds are particularly common over the Antarctic Plateau in austral winter as a
result of the snow-surface emissivity being greater than the atmospheric emissivity,
meaning that the surface will loose energy and cool rapidly whereas the overlying
air will retain its heat for longer (Hudson and Brandt, 2005). Additionally cloud
detection algorithms often struggle in the polar regions due to lack of thermal con-
trast between ice covered surfaces and cloud tops. Temperature inversions are also a
prominent feature of the subtropical trade wind regimes produced by the subsiding
air masses in the descending branches of the Hadley and Ferrel cells. As the mass
descends the pressure increases and its volume decreases adiabatically, and hence
as the energy is unable to be dissipated as heat its temperature rises warming the
air and producing shallow cumulus clouds with a higher temperature than the sur-
face. Examples of this behaviour are visible in the data around ±20° in Figure 3.13b.

The proportion of the radiance spectrum that falls within the FIR waveband peaks
in the coldest latitudes of Antarctica as most of the outgoing photons have very low
energies and hence low wavenumbers (Figure 3.13c). It is also higher in regions of
greater cloud cover, and this can be identified in the deep convective cloud regions
with respect to the surrounding clearer areas, such as over the Sahara. The FIR
and the window (WIN) waveband between 800 and 1250 cm\(^{-1}\) (Figure 3.13e) are
inverse to one another in terms of zonal variability, i.e. when the FIR contribution is
higher the WIN contribution is lower and vice versa. However, the FIR contributes
an average of 40% more to the INLR overall in terms of absolute magnitude. In
terms of contribution to the CINLR though, the WIN is 3 times greater on average
than the FIR (Figure 3.13d and f), but again the patterns of zonal variability are
inverse to each other. Interestingly, in the subtropical subsidence regions there are
some negative values of CINLR in the FIR, meaning the average all-sky radiation is
more than the average clear-sky at these wavenumbers. As the total INLR and the
WIN CINLR are still positive in (most of) these locations these cannot be attributed
solely to temperature inversions. It is possible to speculate about the cause of this
behaviour, for example, clear skies associated with humid conditions and trade wind
inversion clouds associated with dryer conditions would result in a higher emission
level for the FIR. It could also be the case that the FIR is more sensitive to a false diagnosis of a cloudy sky pixel as clear than the whole spectrum overall. As a result of these negative FIR CINLRs, the corresponding positive WIN CINLRs peak at these locations because they are now contributing more to the positive total INLR CINLR. This value is still low due to these two parts of the spectrum cancelling with one another, something that would go un-observed with a purely broadband analysis.

3.5 Conclusions and Discussion

In this chapter we have shown that IASI can be used to simulate the entire range of wavenumbers (25 - 3000 cm\(^{-1}\)) needed to estimate the total spectrum of outgoing longwave radiances at a sampling resolution of 0.5 cm\(^{-1}\) in the far infrared (\(<645\) cm\(^{-1}\)) and the near infrared (\(>2600\) cm\(^{-1}\)). The method is based on theoretical correlations between measured and un-measured parts of the spectrum, derived using simulations from the line-by-line radiative transfer code LBLRTM applied to 3200 measured atmospheric profiles. Broadband observations on other satellite platforms place constraints on the total radiant energy which effectively provides a direct comparison of the simulated regions, assuming the parts of the spectrum where CERES overlaps with IASI are fully in agreement, within the bounds of uncertainty introduced by calibration differences and other factors. This uncertainty is quantified at an upper limit of 1.5% for LW CERES radiances, and coincident all-sky measurements between IASI and CERES at simultaneous nadir overpasses in polar regions show mean differences of about 0.3 Wm\(^{-2}\)sr\(^{-1}\) (0.5% relative difference), which is well within this range. This is a strict test of the regression model, given that the two sets of measurements are completely independent and approximately 50% of the INLR is being estimated.

Instantaneous examples of the simulated spectrum show the far infrared contributes between 43 - 64% to the total INLR with a global weighted average of 47% in the all-sky and 44% in the clear-sky. The results of our comparison are consistent with previous values proposed in the literature (45% for the all-sky, Harries et al. (2008)). This study serves as a proof of concept of the usefulness of IASI for estimating the
terrestrial far infrared at an unprecedented level of spectral resolution. Quantities such as cloud radiative forcing which are commonly studied only as a single integrated quantity across the longwave spectrum contain much more information when examined on a spectral level, and in the absence of any corresponding empirical data in the FIR region this product provides a ‘next best’ alternative. Application of the reconstructed FIR to studies of cirrus clouds has not been explored here, due to the limited knowledge of the spectroscopy and optical properties of these types of clouds which is inherent in the LBLRTM model. This study strengthens the case for a spaceborne far infrared instrument with which to further validate and develop this model on a spectral level.

It is feasible that this product could be developed by applying angular distribution models to the radiances to give flux estimates using a similar approach taken by previous studies (e.g. Huang et al. (2008)), and as such IASI has the potential to be supplement existing broadband instrument observations. The algorithm as it stands is self-contained for all scene types, however, as anisotropy varies considerably with scene the regression algorithm could be customised to consider cloud cover, surface type and further inhomogeneities. Other inclusions in the construction of the model, such as instrument noise and determination of the optimal spectral interval size for the predictors could additionally refine the models performance further in the future. Given that IASI will eventually be carried by 3 different MetOp satellites in the same local-time orbit, and IASI - New Generation proposed for the second generation of MetOp satellites will have even higher sampling resolution (0.125 cm\(^{-1}\), Crevoisier et al. (2013)), this provides the possibility of a product with valuable length and the ability to be inter-satellite calibrated between instruments.
Chapter 4

IASI OLR Model Evaluation

4.1 Introduction

Outgoing longwave radiation (OLR) resolved at the spectral level is a highly useful quantity because it gives information not only on the underlying climate variables such as clouds, temperature and atmospheric gases, but also contains the fingerprint of long-term climate response (Goody et al., 1998). For example, Harries et al. (2001) examined different parts of the spectra measured by two different orbiting spacecraft 27 years apart in 1970 and 1997 and inferred global changes in five different greenhouse gas concentrations, providing direct experimental evidence for an increase in the greenhouse effect over this time period. The ability of a global climate model (GCM) to reproduce the finer details of the OLR spectrum is a stringent test for a large range of geophysical variables and their vertical distributions, and also calls into question issues surrounding radiative tuning (Turner and Tett, 2013). Although it is possible to simulate the full range of spectrally resolved OLR from GCM output using a line-by-line radiative transfer code such as the Line-By-Line Radiative Transfer Model (LBLRTM) (Clough et al., 1992, 2005), this involves great computational expense for the volume of globally gridded data produced, and evaluation is not something that has been possible in the past due to the lack of corresponding high resolution observations.

The construction of a verified and complete high resolution OLR spectrum from ex-
tended Infrared Atmospheric Sounding Interferometer (IASI) satellite observations, as detailed in Chapter 3, provides a new opportunity to circumvent these issues. It is important to remember that OLR in this context refers to nadir radiances and not flux. An equivalent model product can be simulated from GCM data using the fast Radiative Transfer model for TOVS 10 (RTTOV-10) which contains IASI as part of its simulation suite. The same process of applying predictors to the satellite measurements (described in section 3.2.2) can be applied to the model simulated radiances, with appropriate modifications, to produce a directly comparable model product.

This approach also has the advantage of allowing the RTTOV-10 code to be tested, by comparing constructed broadband values with those produced by the existing GCM radiation scheme, which separates the errors introduced by the GCM from errors introduced by the different treatments of radiation as outlined in Chapter 1, (Sections 1.3.6.1 and 1.4.4). This is a particularly important step as there have been several recent developments applied to the cloud scheme in RTTOV-10 that require verification. A recent assessment of RTTOV simulations of the IASI instrument has indicated that all-sky radiances show high sensitivity to cloudy inputs (crystal shapes, particle size, and cloud water content) which can reach several kelvin, and the authors conclude that the uncertainties in computed brightness temperatures are above acceptable ranges for data assimilation (Faijan et al., 2012). As modern day data assimilation requires increasingly more and more complex cloud inputs testing this aspect of the code is a vital step.

In Chapter 2, the model was evaluated in 12 narrow wavebands corresponding to the positions of the HIRS longwave channels (listed in table 2.1). An important conclusion drawn was that greater agreement is observed in an equivalent broadband analysis than in the 12 narrow bands sampled by HIRS, with particularly large differences seen in the window (WIN) channels. This suggested a possible cancellation of errors in the region outside of the instruments spectral coverage. This chapter allows this hypothesis to be tested by presenting a comparison of the extended IASI spectrum which not only allows examination of the biases in the gaps between HIRS channels, but also gives unprecedented insight into the far infrared (FIR) region from 25 to 645 cm$^{-1}$, and the near infrared (NIR) region that extends from 2760 up to
3000 cm\(^{-1}\). This is beyond the coverage of any multi spectral infrared sounder in current space borne operation.

The FIR has been shown on an instantaneous basis to account for up to 65% of the OLR by intensity (Figure 3.9). Given this large proportion it is possible that existing biases in this region of a GCM’s radiation code could contribute significantly to the total bias. Huang et al. (2007a) perform a similar hyperspectral evaluation of the GFDL AM2 climate model using convolved AIRS fluxes over the 650 - 1650 cm\(^{-1}\) range for ocean scenes to reveal negative biases in the water vapour \(\nu_2\) region (around 1533 cm\(^{-1}\)), speculating further negative biases in the FIR region to compensate for more prominent positive biases in the window region. In a separate study, the authors estimate fluxes for the uncovered bands below 400 cm\(^{-1}\) and above 1400 cm\(^{-1}\) for the clear-sky tropical oceans and the results corroborate this hypothesis (Huang et al., 2006). The 3 longwave HIRS channels that are sensitive to water vapour (channels 10, 11 and 12) all display positive anomalies for HadGEM2 simulated brightness temperatures, hence negative biases, if they exist, must originate from other spectral regions. As the \(\nu_2\) vibrational bending mode of water vapour extends from 1200 - 2200 cm\(^{-1}\) and the \(\nu_3\) asymmetric stretching mode is from 2600 - 3000 cm\(^{-1}\), behaviour in these regions is yet to be seen fully, and hence this analysis is highly instructive in revealing heretofore unknown biases for the HadGEM2 GCM.

The FIR wavenumbers below 645 cm\(^{-1}\) in the IASI OLR product were constructed via a regression technique that associates each line in the FIR with a line in the IASI wavenumber domain that displays a maximum correlation with it. These correlation coefficients are in excess of 0.99 (Figure 3.4) and the resulting radiances are verified via the results presented in Section 3.3.1. These comparisons infer that the constructed region is an accurate ‘proxy’ for the FIR, and as such can be used to investigate atmospheric constituents that influence it. This region is dominated by the rotational band transitions of water vapour, so for clear-sky data the representation of this type of low energy absorption in the model can be isolated. In the all-sky the FIR contains detailed information about the spectral signature of cirrus clouds. Yang et al. (2003) perform a modelling study that shows when a cloud is either optically thin, or optically thick, the 800 - 1250 cm\(^{-1}\) mid infrared range is sensitive to small ice particles, however, much greater sensitivity is observed in the FIR region, at times reaching a factor of 10 more. Because of the strong absorption
by lower tropospheric water vapour in the FIR, the surface and lower atmosphere are opaque to radiation below 400 cm\(^{-1}\), and as water vapour concentrations at these levels are far reduced this isolates the upper tropospheric ice cloud signal (Kratz, 2002).

It is known that the inhomogeneous nature of ice clouds, which have to be streamlined in climate models, contribute to their poor representation (Jiang et al., 2012; Waliser et al., 2009). Additionally, the interaction between radiation and ice particles is complex and highly sensitive to the individual form of ice (Kristjánsson et al., 2000), hence the simulation of ice cloud-radiative effects in GCMs has multiple layers of difficulty (Liou, 1986). The existence of 'dirty windows' in the FIR, where weak absorption at certain wavelengths renders the atmosphere more transparent (Rathke et al., 2002), provides vertically resolved information on the quality of ice cloud parametrisation within the GCM, not necessarily visible in the mid infrared region. It has already been inferred using the window region in the HIRS analysis (Section 2.3.4.2) that clouds are too low throughout the models atmospheric column, and the addition of a resolved FIR provides the potential for more thorough insights on the cloud types contributing to this bias.

### 4.2 Data and Methodology

#### 4.2.1 HadGEM2-A

The HadGEM2-A climate model dataset for 2009 is the same as that used in Chapter 2, Section 2.2.1 for the HIRS evaluation. As both the HIRS and IASI instruments fly onboard MetOp-A the same satellite time sampling methodology as detailed in section 2.2.7.2 is applied to IASI simulations. Following the findings based on model choices presented in Section 2.3.1, instantaneous output obtained at 15 hour intervals is first processed through the RTTOV satellite simulator and the resulting radiances/brightness temperatures are composited into a single month. As a 40% cloud fraction threshold was found to be sufficient for approximating clear-sky pixels this threshold is reused in the present study, however, given the sensitivity of the water vapour bands to this threshold as reported in section 2.3.1, it is important to
be aware of possible errors relating to this choice when examining clear-sky model biases at wavenumbers affected by water vapour transitions.

### 4.2.2 RTTOV-10

Climate model data is run offline through the RTTOV-10 radiative transfer code, in the same manner as in Section 2.2.6, but simulating the IASI instrument. The same cloud partitioning methodology applied to the HIRS simulation is used, as shown in the process diagram in Figure 2.1. All 8461 of the instruments channels are simulated for every gridpoint in the time reduced satellite sampled dataset and the coefficients used to calculate wavenumbers uncovered by the IASI instrument (see Section 3.2.2) are applied to the appropriate output radiances. For every file of simulated mid infrared radiances obtained, 2 separate files of predicted radiances are produced for both the far infrared (1240 channels) and the near infrared (480 channels). Finally these 3 files are concatenated to yield the complete simulated OLR spectrum from 25 - 3000 cm\(^{-1}\) (10181 channels).

### 4.2.3 IASI OLR

Full details of the IASI instrument onboard the MetOp-A satellite are given in Chapter 3 Section 3.2.1. Following the same methodology observations are filtered for the 4 most nadir looking views, and pixels flagged as clear are used to construct an equivalent clear-sky product. The percentage of pixels identified as clear varies between 12 and 20% for a single orbital file. In order to make the comparison with climate model data consistent, the order of applying predictor coefficients and gridding the satellite data is reversed compared with the method used to construct the monthly composite in Section 3.3.2. To explain, as each climate model file yields only 1 simulated radiance at every gridpoint, it must be assumed that it is the average result for the entire gridbox, therefore, to make the satellite product comparable all measurements that fall in the same gridbox over a similar time period must be averaged. The time period for climate model output is every 15 hours which results in either 1 or 2 outputs on any given day, hence it is appropriate to average the satellite radiances on a daily basis. This results in approximately 10 daily observations per equatorial gridbox reducing to about 2 or 3 per polar gridbox, however more of the
Figure 4.1: Global mean relative radiance differences between averaging processes for a) the FIR, and b) the NIR, for the composite of all IASI measurements taken in January and July 2009. The order of differencing is predictor coefficients applied first then averaged (standard method), minus averaging first then applying the predictor coefficients (model evaluation method). This difference is then divided by the radiances produced using the standard method to give the relative difference. The black lines are all-sky and the purple lines are clear-sky.

Polar gridboxes are filled over a single day. Predictor co-efficients are then applied to these results to produce the extended OLR spectrum. As the prediction equation (equation 3.1) uses a log transform the operation is non-linear and the order of averaging has an impact on the results. Global mean relative differences between radiances obtained using both processes are shown in Figure 4.1 for the parts of the spectrum that are estimated using the algorithm. Relative differences barely exceed 0.3% for the FIR, with the NIR showing some slightly higher spikes of up to 1.8% at upper values, however the very low radiances at these wavenumbers are a contributing factor. Overall these differences are much lower than the biases expected to be seen in the model to satellite comparison based on the results yielded in the HIRS analysis and this averaging process is not expected to impact results significantly.
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4.2.4 IASI Brightness Temperatures

As demonstrated in Chapter 2, brightness temperature is a useful way to present radiance in order to interpret the level of emission with a temperature-like quantity. The satellite data obtained for IASI does not include brightness temperature variables, but owing to the high spectral sampling interval (0.25 cm\(^{-1}\)) and high resolution (0.5 cm\(^{-1}\) FWHM) of the IASI instrument each channel can effectively be thought of as monochromatic. This allows IASI brightness temperatures to be accurately calculated by inversion of the Planck equation to the form given in equation 1.6. Note that this is in contrast to the HIRS instrument where the width of each channel spans several wavenumbers and a 'band correction' must be applied to the brightness temperature conversion to account for the irregular spectral response function.

Equation 1.6 is applied to every wavenumber in the extended OLR spectrum of the satellite data to obtain the equivalent brightness temperatures. RTTOV calculates brightness temperatures from radiances so in order to verify that it produces the
same result as the equation applied to satellite data, the RTTOV calculated brightness temperatures for all IASI channels are obtained, and compared with brightness temperatures produced by applying equation 1.6 to RTTOV radiances offline. Differences are below 0.0021 K for all wavenumbers considered, which is less than a 0.001% relative error even on the lowest brightness temperatures found over the globe, and which is possibly due to rounding errors (Figure 4.2). To be consistent with the method used in the observations, the offline method of calculating brightness temperatures is used on radiances produced by RTTOV-10.

### 4.2.5 Radiance to Flux Estimation

In order to compare spectral radiance biases with equivalent broadband results, such as those presented in Chapter 2, Section 2.3.3, it is useful to make an estimate of the directionally integrated OLR fluxes, measured in Wm\(^{-2}\), from the nadir viewing OLR radiance product, measured in Wm\(^{-2}\)sr\(^{-1}\). Fluxes are calculated in HadGEM2 using a two-stream approximation, where the angular variation of the radiance field is represented by an upwards and downwards diffuse flux (full details given in Section 1.3.6.1). Directionally dependent radiation is not calculated explicitly in the GCM, hence it is necessary to approximate the angular variation of the simulated IASI OLR product to calculate the equivalent flux. The quantity that describes this is called an anisotropic factor which is a value close to 1 that describes how much the flux \(F_j(\theta_0)\) differs from an isotropic radiance field given by equation 1.7. The set of anisotropic factors that determine the TOA flux are given by a function called an Angular Distribution Model (ADM). The variation for an instantaneous measurement of radiance \(I_j(\theta_0, \theta, \phi)\), for a given scene type \(j\), is the set of anisotropic factors \(R_j(\theta_0, \theta, \phi)\) which is calculated by:

\[
R_j(\theta_0, \theta, \phi) = \frac{\pi I_j(\theta_0, \theta, \phi)}{F_j(\theta_0)} \tag{4.1}
\]

\(R\) depends on solar zenith angle \(\theta_0\), viewing zenith angle \(\theta\), and viewing azimuth angle \(\phi\) (see Figure 1.1 for a schematic of these).

Angular distribution models are predetermined, even for satellite measurements, because instruments only measure radiances in certain viewing directions (Kato and
Loeb, 2005). ADMs vary with the properties of the scene in question with strong sensitivities to the following: cloud fraction, cloud height, cloud optical depth, cloud phase, precipitable water, aerosol optical depth, surface skin temperature and surface type. Previous studies have shown that ignoring the scene type results in significant errors in the calculated flux (Loeb et al., 2000). For longwave measurements the dependence of $R_j$ on solar zenith angle and viewing azimuth angle is negligible, apart from a weak azimuthal dependency in clear land conditions. As the viewing zenith angle for both observations and climate model data are constant at near zero degrees, anisotropic factors are considered to be purely a function of scene type in this study.

Loeb et al. (2003) estimate broadband ADMs using an empirical approach, whereas Huang et al. (2008) derive ADMs that are spectrally dependent. In order to estimate the spatial variability of anisotropy using broadband data an empirical approach based on coincident measurements from instruments onboard the same satellite is applied in order to calculate mean anisotropic factors for globally gridded scenes. These factors can then be used with gridded model data. Equation 4.1 is applied to instantaneous IASI OLR radiances and HIRS OLR fluxes at points where the footprints of both instruments overlap. The HIRS OLR product is described in section 2.2.4 and uses a regression algorithm to calculate fluxes from radiances measured in 4 of the HIRS longwave channels. The error in the regression process is a function of viewing zenith angle and for nadir views is about 3.5 Wm$^{-2}$ (Hai-Tien Lee, Personal Communication 2014), the corresponding error in the IASI OLR product was estimated at approximately 1 Wm$^{-2}$sr$^{-1}$ in Chapter 3, Section 3.3.2.

The collocation criteria chosen requires that the centre of both pixels are within 6 km of each other, when the times of both instruments swaths are closest. Given the diameter of the nadir field of view for the HIRS instrument is 10 km, and the equivalent for IASI is 12 km, this ensures at least half of the footprint overlaps. This results in up to 2500 collocated points being identified in a single day. Instantaneous anisotropic factors from the whole of 2009 are gridded to the same resolution as the climate model (1.25° latitude x 1.875° longitude) and averaged. Finally, these factors are applied to model simulated IASI OLR radiances by inverting equation 4.1 to calculate the IASI flux. As anisotropic factors are strongly scene specific the averaging process will almost certainly introduce some errors into the results which
are difficult to estimate, however seeing as all climate models produces quantities that are gridbox averages this approach is not inconsistent, and serves to give a best estimate of the global spatial variability of $R_j$.

4.3 Results

4.3.1 Radiances

Model radiances simulated using the method described in Section 4.2.2 are presented in this section along with their biases. These are shown spectrally and additionally as integrated quantities across all wavenumbers to give spatial and seasonal OLR biases.

4.3.1.1 Spectral comparison

The top part of Figure 4.3 presents the complete all-sky OLR spectrum simulated by HadGEM2-A via RTTOV-10, which has an annual global mean broadband radiance of 85.61 Wm$^{-2}$sr$^{-1}$. The red lines displaying Planck functions give an indication of the temperature of the level of emission of the received radiation at each wavenumber. The common features of OLR curves are outlined in Chapter 1, Section 1.1.4.

The bottom part of Figure 4.3 shows the cloud radiative forcing (Equation 1.6) and equates to a total broadband value of 4.24 Wm$^{-2}$sr$^{-1}$. The effect of clouds on the spectrum is seen most in the window band which contributes 57.4% of the total OLR CRF, and is due to the clouds perturbing radiation all the way down to the surface. The FIR contributes a fraction less than half this amount (21.8%), due to the opacity of the lower troposphere elevating the level of emission where only the tops of clouds can have an effect.

The difference between these modelled and observational spectra are shown in Figure 4.4a for the all-sky. There is an overestimation of radiance at nearly all wavenumbers with a total integrated bias of 4.52 Wm$^{-2}$sr$^{-1}$ (5.6% of the OLR), the majority of which (two thirds) originates from the window region, with the FIR contributing around a fifth of the total. Low biases are seen in regions where radiation is emitted.
from high in the troposphere and stratosphere, such as the CO$_2$ band from 600 - 700 cm$^{-1}$. By virtue of the high level of emission this band is rarely affected by clouds. The clear-sky equivalent (4.4b) shows a much reduced bias of 0.39 Wm$^{-2}$sr$^{-1}$ and individual wavenumber errors in both the FIR and the WIN regions are small, rarely exceeding 0.0020 Wm$^{-2}$sr$^{-1}$ in magnitude whereas all-sky biases in the window region reach as high as 0.0090 Wm$^{-2}$sr$^{-1}$.

In the all-sky, there is no appreciable compensation between one spectral band and another, which is surprising given the size of the biases in the window region. One would expect to see biases of opposite sign bringing the overall integrated value down. The isolation of the cloud effects in Figure 4.4c strongly suggests that these biases are dominated by cloud errors because the magnitude of the bias is nearly equal to that in Figure 4.4a and the shape is a near reflection of it. This is further corroborated by the reduced biases in the FIR region which is sensitive to only upper clouds, whereas the window channel has the potential to sense the clouds throughout the whole atmospheric column. The cloud radiative forcing is underestimated by 4.13 Wm$^{-2}$sr$^{-1}$, which equates to 50% less than the observational CRF (8.35 Wm$^{-2}$sr$^{-1}$) and is a significant difference. Only 16% of this bias, however, is coming from the FIR region, with over 50% originating from the WIN. This region is measured directly by IASI so is not subject to uncertainties associated with the method of estimating the FIR.
Figure 4.3: Top: All-sky OLR spectrum for the HadGEM2-A climate model for the all-sky. Data is time sampled to the MetOp-A satellite orbit. Figures in brackets are the percentage contributions of the FIR and the WIN regions to the total OLR. Red lines show the equivalent blackbody spectra at the given temperatures measured in Kelvin. (This figure is the model equivalent of Figure 1.2) Bottom: Cloud radiative forcing spectrum for HadGEM2-A climate model data simulated by RTTOV-10. Figures in brackets are the percentage contribution to the total OLR CRF by the FIR and the WIN respectively. Both plots are the 2009 annual global mean.
Figure 4.4: 2009 annual global mean radiance biases for a) all-sky radiances, b) clear-sky radiances, and c) cloud radiative forcing. A 30 member running average has been applied to the curves. Note a) and b) have a different ordinate scale to c)
Table 4.1: 2009 annual global mean biases (model - observations) of the OLR spectrum integrated over each band used in the Edward-Slingo radiation code used in HadGEM2-A. Units are Wm\(^{-2}\)sr\(^{-1}\).

<table>
<thead>
<tr>
<th>Band (cm(^{-1}))</th>
<th>Sensitivity</th>
<th>All-sky</th>
<th>Clear-sky</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-400</td>
<td>H(_2)O rotational</td>
<td>0.21</td>
<td>0.15</td>
</tr>
<tr>
<td>400-550</td>
<td>H(_2)O rotational ‘window’</td>
<td>0.39</td>
<td>0.03</td>
</tr>
<tr>
<td>550-800</td>
<td>H(_2)O CO(_2) window</td>
<td>0.77</td>
<td>0.04</td>
</tr>
<tr>
<td>800-880</td>
<td>window</td>
<td>0.66</td>
<td>0.01</td>
</tr>
<tr>
<td>880-990</td>
<td>window</td>
<td>0.80</td>
<td>-0.01</td>
</tr>
<tr>
<td>990-1120</td>
<td>O(_3)</td>
<td>0.64</td>
<td>0.05</td>
</tr>
<tr>
<td>1120-1200</td>
<td>window</td>
<td>0.41</td>
<td>0.03</td>
</tr>
<tr>
<td>1200-1500</td>
<td>H(_2)O vibrational (\nu_2) CH(_4) N(_2)O</td>
<td>0.45</td>
<td>0.06</td>
</tr>
<tr>
<td>1500-3000</td>
<td>H(_2)O (\nu_2) (\nu_3) CO(_2)</td>
<td>0.18</td>
<td>0.04</td>
</tr>
<tr>
<td><strong>0-3000</strong></td>
<td></td>
<td><strong>4.52</strong></td>
<td><strong>0.39</strong></td>
</tr>
</tbody>
</table>

The ES radiation code associated with HadGEM2 computes fluxes in 9 consecutive wavebands in the longwave, the division of which is related to different absorbing mediums in each band which were initially chosen to study the global warming due to CO\(_2\) and other greenhouse gases. To investigate errors associated with these predefined divisions that are sensitive to different atmospheric components the total bias in each of these wavebands is shown in Table 4.1. There are positive biases in all of the all-sky bands, the largest of which are found in the 4 bands between 550 and 1120 cm\(^{-1}\). The first of these ranges from 550 to 800 cm\(^{-1}\) and is rather broad, covering the latter part of the far infrared up to about 650 cm\(^{-1}\), the CO\(_2\) \(\nu_2\) band, and a substantial contribution from the surface from about 750 cm\(^{-1}\). Hence the large bias of 0.77 Wm\(^{-2}\)sr\(^{-1}\) is mostly the result of a strong positive bias in the window region, whereas as seen in Figure 4.4a the CO\(_2\) band between 650 and 750 cm\(^{-1}\) contributes very little bias. In the clear-sky, biases in all 9 bands are much smaller. The highest contributing bias is found in the 0 to 400 cm\(^{-1}\) strongly absorbing FIR region which suggests that water vapour is possibly underestimated slightly in the very upper troposphere.

There are small seasonal cycles visible in the global mean radiance biases (Figure 4.5). For the all-sky the range is 0.76 Wm\(^{-2}\)sr\(^{-1}\), with a peak of nearly 5 Wm\(^{-2}\)sr\(^{-1}\) in June and just over 4 Wm\(^{-2}\)sr\(^{-1}\) in February, which is small compared to the absolute biases. The range of the cycle is slightly greater in the clear-sky with a range of 0.97
Wm$^{-2}$sr$^{-1}$, however, as the absolute biases reach a maximum of 0.81 Wm$^{-2}$sr$^{-1}$ this is more significant. As discussed in Chapter 2, Section 2.3.2 with reference to Figure 2.7, this fluctuation is likely to be due to the model land surface temperatures not being prescribed and hence more uncertain than applied SSTs. Land experiences more of a seasonal cycle than ocean so it appears that clear-sky errors are proportional to seasonal variables such as higher temperatures in Northern Hemispheric summer.

Figure 4.5: Global mean radiance biases by month for all-sky radiances (solid line) and clear-sky radiances (dashed line) for 2009.

### 4.3.1.2 Maps of biases

Figure 4.6 shows the spatial distribution of biases for integrated bands over the total OLR spectrum, the constructed FIR region, and the mid infrared WIN region. The pattern of biases in the all-sky OLR are strongest over areas of deep convective activity and remain positive over the majority of the globe, with negative biases only appearing in regions where low subsidence clouds prevail. Individual errors can be as much as twice the global mean in these regions. The clear-sky equivalent bias is much lower due to a cancellation of spatial positive and negative biases. The more prominent land biases mentioned in the last paragraph are evident and particularly defined in the window band (4.6f), where there is a general trend of too little radiation.
emitted over land scenes which is balanced by a widespread overestimation of emitted radiation over the ocean. Comparing 4.6e with 4.6a shows that most of the positive pattern of all-sky OLR biases are coming from the window region with additional equatorial biases originating in the FIR region (4.6c), indicating that the very tops of clouds contribute to this error. The FIR also seems to be a source of negative bias in the subsidence regions. The clear-sky equivalents show low FIR biases that cancel zonally to near zero, whereas the WIN region shows an obvious pattern of biases over land regions which is indicative of discrepancies in land temperatures, likely due to land surface temperatures not being prescribed.

4.3.2 Brightness Temperatures

As discussed in Section 1.1.6 the equivalent radiance unit of brightness temperature is a useful way to visualise TOA radiation. This is particularly informative when examining wavenumbers with low radiant intensities but high brightness temperatures, such as those beyond 1500 cm$^{-1}$. This measure of radiance also allows comparisons to be made with results obtained from the HIRS evaluation in Chapter 2. The spectrum of longwave brightness temperatures and their biases are presented in this section.

4.3.2.1 Spectral comparison

Figure 4.7 presents the complete simulated infrared spectrum of brightness temperatures. There is a difference of approximately 6K between the all and the clear-sky in the window bands between 800 and 1250 cm$^{-1}$, and 2400 - 3000 cm$^{-1}$ which, owing to the lack of absorbing mediums at these wavenumbers, corresponds to the average temperature difference between the surface and cloud tops. Note that this neglects the water vapour continuum which decreases outgoing radiation in the clear-sky. Also high level ice clouds with low emissivity values will not show up significantly in the all-sky as they are semi-transparent.
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Figure 4.6: 2009 annual mean radiance biases, spectrally integrated for a) all-sky OLR, b) clear-sky OLR, c) all-sky FIR, d) clear-sky FIR, e) all-sky WIN, and f) clear-sky WIN. Zonal means are shown to the right and area weighted global means are given at the top right of each plot. Units are Wm$^{-2}$sr$^{-1}$.
The biases between these spectra and equivalent observations (Figure 4.8) closely match the biases calculated in Chapter 2 (see Figures 2.6 and 2.7) at wavenumbers corresponding to the positions of the HIRS channels (marked in red). This verifies that measurements from the HIRS and IASI instruments are consistent with one another. The FIR biases are of comparable size to the biases around the water vapour vibrational $\nu_2$ band (centred at 1533 cm$^{-1}$), and as the majority of the predictor radiances used to construct the FIR are found in this region it is consistent that they are positively correlated with each other. As the FIR level of emission is above the water vapour distribution where temperatures are mostly below freezing the difference between all and clear-sky biases isolates the misrepresentation of ice clouds, which is up to 3K. This is approximately half the 6K bias difference seen in
the window region which includes mid and low level clouds as well.

The only prominent negative biases in the brightness temperatures appear at around 2300 cm\(^{-1}\) and 2700 cm\(^{-1}\), which are affected by CO\(_2\) and methane (CH\(_4\)) respectively. The size of these biases are somewhat misleading and arise mostly because radiances at these wavenumbers are so low that small differences are emphasised by the application of the inverse Planck equation (Equation 1.13) to calculate brightness temperatures from radiances. Additionally trace gases such as CH\(_4\) and N\(_2\)O with sensitivity in this region are not variable in RTTOV-10. This suggests limited conclusions can be drawn from examining the NIR part of the spectrum simulated in this manner. Apart from these regions, and as with the spectral radiance comparison, there are no appreciable negative biases in the all-sky part of the spectrum, in contrast with the original hypothesis, giving a high overall bias. Verifying this seeming inconsistency with the broadband analysis is the subject of the next section.

### 4.3.3 Flux Comparison

For all-sky data the total mean global OLR bias is 4.52 Wm\(^{-2}\)sr\(^{-1}\), whereas the broadband flux bias presented in section 2.3.3 using fluxes taken directly from the climate models radiation scheme, evaluated against HIRS OLR on MetOp-A is 2.86 Wm\(^{-2}\) (Figure 2.8a), and 2.27 Wm\(^{-2}\) when evaluated against CERES EBAF fluxes (Figure 2.8c). The former is more appropriate to use because the diurnal sampling of the CERES data is different to that of IASI as both of the CERES instruments that make up the EBAF product fly on satellites with different equatorial crossing times to MetOp-A.
Figure 4.8: 2009 annual global mean brightness temperature biases (model - observations) for a) all-sky and b) clear-sky. A 50 member running average has been applied. Numbered red lines indicate the positions of the HIRS longwave channels.
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Figure 4.9: a) All-sky and b) clear-sky mean gridded anisotropic factors calculated from collocated IASI OLR integrated radiances and HIRS OLR fluxes. Units are dimensionless. c) All-sky and d) clear-sky model simulated IASI OLR fluxes calculated using these gridded anisotropic factors. Units are Wm$^{-2}$. All maps comprise the mean of 2009, with zonal averages shown to the right.

As a first approximation of the flux bias from the IASI OLR product, an assumption of isotropy (Equation 1.7) applied to the bias values calculated in Figure 4.4 gives a model flux that is 14.20 Wm$^{-2}$ greater than observations. However, the equivalent clear-sky flux is estimated at 1.23 Wm$^{-2}$ which is approximately consistent with the broadband clear-sky flux bias of 0.79 Wm$^{-2}$ evaluated using CERES (Figure 2.9d), allowing for the aforementioned discrepancies from diurnal sampling differences. As spatial anisotropy is heavily dependent on scene type and is particularly affected by the presence of clouds, the assumption of isotropy is not appropriate. Gridded and averaged anisotropic factors for the whole of 2009, empirically derived using the
collocation methodology described in section 4.2.5 are shown in Figure 4.9. Most scenes display an average value of 1.06 however larger values of up to 1.13 are present in regions of deep convective cloud, and values as low as 0.95 are found in the subtropical subsidence regions. Clear-sky anisotropic factors are slightly lower overall. The RMS error due to the uncertainties in both the IASI OLR and HIRS flux quantities is 0.02. Applying these gridded mean values to simulated IASI OLR data by inverting equation 4.1 yields an estimate of model IASI fluxes with their associated averaged RMS errors (Figure 4.9c and d).

Biases between the new flux product and HIRS OLR observations still remain large in the all-sky at 12.57 Wm$^{-2}$ (Figure 4.10a) which is not dissimilar from the value given by the isotropic assumption, indicating the effect of anisotropy is only around 1.63 Wm$^{-2}$ in the all-sky. The difference between these fluxes and the flux calculated by the ES radiation code is presented in Figure 4.10c and d. These results are independent of the bias introduced by climate model errors because both radiative transfer codes are operating on the same underlying data, hence provide a way of isolating their performance. The difference between them is significantly large in the all-sky at 9.83 Wm$^{-2}$. The errors in the model flux estimate for each scene, or in the model case, gridpoint, $j$, are estimated from the uncertainty in the construction of the IASI INLR product, $\Delta I_{\text{mod},j}$ (1 Wm$^{-2}$sr$^{-1}$, Chapter 3, Section 3.3.2), and the global distribution of uncertainties in the empirically estimated anisotropic factors, $\Delta R_j$. These are themselves subject to the uncertainty in the IASI INLR estimate, $\Delta I_j$, which is still 1 Wm$^{-2}$sr$^{-1}$ and that of the HIRS OLR product, $F_{\text{HIRS},j}$ (3.5 Wm$^{-2}$, section 4.2.5). The model estimated flux error, $\Delta F_j$, is given by:

$$\Delta F_j = F_j \times \sqrt{\left(\frac{\Delta I_{\text{mod},j}}{I_{\text{mod},j}}\right)^2 + \left(\frac{\Delta R_j}{R_j}\right)^2}$$

(4.2)

where $\Delta I_{\text{mod},j}$ is 1 and $\Delta R_j$ is given by:

$$\Delta R_j = R_j \times \sqrt{\left(\frac{\Delta I_j}{I_j}\right)^2 + \left(\frac{\Delta F_{\text{HIRS},j}}{F_{\text{HIRS},j}}\right)^2}$$

(4.3)

where $\Delta F_{\text{HIRS},j}$ is 3.5 and $\Delta I_j$ is 1. This combines to give a global averaged flux uncertainty of 5.8 Wm$^{-2}$ which results in a possible lower bound bias of 6.77 Wm$^{-2}$,
which is still more than double the ES model-satellite bias. The uncertainty associated with the 9 band GCM configuration of the ES code evaluated against the line-by-line code AER is estimated at 0.55 Wm$^{-2}$ for the clear-sky (Goldblatt et al., 2009), but unfortunately no equivalent exists for the all-sky. A pattern of positive biases associated with deep convective cloud is just visible in Figure 4.10c, but does not dominate the zonal bias as it does with observational evaluations (Figure 4.10a and 2.8a), indicating that the bias between radiative transfer codes is a global and systematic all-sky issue, not just one related to deep convective cloud. The vast difference between the all and the clear-sky indicate it is, however, a cloud related problem.
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Figure 4.10: a) All-sky and b) clear-sky biases between model simulated IASI OLR and HIRS OLR fluxes. c) All-sky and d) clear-sky biases between model simulated IASI OLR fluxes and those produced by the Edward-Slingo radiation code within HadGEM2. Units are Wm$^{-2}$. All maps are the mean of 2009, with zonal means shown to the right.

The lower flux biases produced by the ES code shown in Figure 2.8 have been reproduced previously by alternate studies (e.g. Wang and Su (2013)) so we can be
confident in these results. By comparing the spatial plots of IASI OLR flux bias (Figure 4.10a) with the ES flux bias (Figure 2.8a) it can be seen that in general the former produces too much outgoing radiation at all latitudes, and the negative biases that are present in the latter are not as prominent in the IASI OLR analysis. In light of this, and by a process of elimination of other possible errors, namely; the clear-sky analysis appears consistent, the IASI OLR observational product has been verified with independent observations in Chapter 4, Section 3.3.2, and the overestimated brightness temperatures produced by the HIRS and IASI evaluations are equal at corresponding wavenumbers, it seems likely that the all-sky inconsistency lies in the different treatments of the cloud-radiance interaction by both codes.

As detailed in Chapter 1 (Sections 1.3.6.1 and 1.4.4), both models parametrise cloud variables such as shape and effective hydrometeor diameter, where the latter does not represent a real physical quantity. For ice in particular, this parametrisation has the difficult task of providing a catch-all description of the wide varieties of ice crystal shapes (habits) and sizes that are present in nature. It is known that errors are introduced at this point particularly with semi-transparent clouds. These are often large because algorithms are unable to describe adequately the wide range of possible habits that could arise, which until recently had not even been described accurately by atmospheric science journals and textbooks (Bailey and Hallett, 2009). The range of radiation values associated with the different crystals in this distribution are large. For this reason such complex cloud systems are usually identified and discarded in assimilation systems to avoid inaccuracies (Lavanant et al., 2011). However, a comparison with observations that have not been equivalently filtered will clearly highlight this discrepancy.

As discussed in Chapter 2, Section 2.4 the radiation balance in HadGEM2 is controlled primarily by tuning cloud-related parameters to known broadband targets (Martin et al., 2011), and it is likely due to this tuning process that the code gives tolerable results with respect to observations. It is unlikely that the multiple scattering scheme in RTTOV has been tuned to such an extent, in part because a broadband instrument is not part of its simulation suite. In a sense this means that RTTOV provides a more independent test of the parametrisations that are part of its fast radiative transfer model. In a previous sensitivity study of RTTOV-10, Faijan et al.
(2012) identified the vertical distribution of clouds as having a large effect on brightness temperatures for a relatively small perturbation, consistent with the results of the sensitivity tests presented in Section 2.3.4.2, but also found that the choice of ice cloud effective diameter ($D_e$) exhibited far greater sensitivity than those shown in Section 2.3.4.3, with differences of up to 20 K between schemes (see Figure 5. of Faijan et al. (2012)) which prompts further analysis of this factor in the present study.
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Figure 4.11: Differences between globally averaged simulated spectra that differ only in their choice of ice cloud parametrisation within RTTOV. The order is Wyser $D_e$ and aggregate ice crystal shape (the default) minus Boudala $D_e$ and hexagonal ice crystal shape. Units are Wm$^{-2}$sr$^{-1}$(cm$^{-1}$)$^{-1}$. Data is the average of January and July 2009.

The Wyser parametrisation of $D_e$ (Wyser and Yang, 1998) combined with an aggregate ice crystal shape was selected as the default combination to perform all
simulations throughout this project based on the outcome of existing studies (Vidot et al., 2011; Baran and Francis, 2004). This arrangement is shown to predict one of the largest brightness temperatures of all the 8 possible combinations in the 12 HIRS channels (Figure 2.12). In order to test the effect of a different ice parametrisation choice at all wavenumbers, the Boudala et al. (2002) parametrisation of $D_e$ with hexagonal shaped ice crystals is selected to rerun IASI OLR simulations from January and July 2009. This combination produced the lowest brightness temperatures in Figure 2.12, by up to 2.5 K, so should give an indication of the full spectral range of sensitivity to ice cloud parametrisation. Figure 4.11 shows the difference between the 2 simulations which is highly spectrally dependent and reaches up to 0.0034 Wm$^{-2}$sr$^{-1}$ (2.5 K in the equivalent brightness temperature comparison) around the peak of the window region at 800 cm$^{-1}$. Errors of up to 0.0018 Wm$^{-2}$sr$^{-1}$ (1.5 K) are present in the FIR, isolating the effect of ice clouds in the upper troposphere. This range is still a factor of 10 less than those reported by Faijan et al. (2012) which likely arises because these are globally averaged profiles that include clear and non-ice cloud scenes, whereas the previous study is based on an instantaneous profile of identified ice cloud. Another feature visible in Figure 4.11 is the bug recently identified in the 800 - 1000 cm$^{-1}$ region which is associated with the aggregate particle shape, and shows an erroneous curved shape$^1$. In terms of the new flux bias that is given with this parametrisation combination the global mean bias is estimated at around 8 Wm$^{-2}$ rather than 12.5 Wm$^{-2}$. This is still a difference of around 5 Wm$^{-2}$ between the 2 radiation codes, hence if the treatment of ice-radiative effects is the primary source of this difference the range of parametrisations available in RTTOV-10 do not adequately encompass observational values.

4.4 Conclusions and Discussion

The construction of a spectrally resolved OLR observational product from 0-3000 cm$^{-1}$ that can be equivalently simulated in the climate model world has allowed the combination of the HadGEM2-A GCM and the RTTOV-10 radiative transfer code to be evaluated at a heretofore unprecedented level, in both the all-sky and the clear-sky. Annual mean all-sky radiances appear greatly overestimated at all wavenumbers

$^1$See the link to the forum post at the bottom of the webpage http://nwpsaf.eu/deliverables/rtm/rtm_rttov11.html
and compensating negative biases outside of the HIRS coverage previously hypothesized in Chapter 2 are absent, with the far infrared contributing to the overall bias rather than cancelling it. Equivalent clear-sky biases are much lower overall, in part due to spectral and spatial cancellation of errors. A flux-to-flux comparison was enabled by estimating the spatial distribution of anisotropic factors, using collocated HIRS OLR fluxes and IASI OLR radiances, which yielded global mean model fluxes in excess of 12 Wm$^{-2}$ higher than observations in the all-sky. The difference between this and the fluxes calculated using the climate models broadband radiation code are around 10 Wm$^{-2}$ which is outside the range of uncertainty in the method used to estimate flux. An equivalent analysis adjusting the ice cloud parametrisation to reflect the radiances that have the biggest differences to the original configuration selected showed a bias reduction of 4.5 Wm$^{-2}$, which is still not enough to completely explain its size, suggesting the existence of residual cloud problems.

Both the ES and the RTTOV-10 code operate on the same underlying cloud data but use different optical property parametrisations, with the ES simulation being significantly closer to observations. Even when an alternative ice cloud parametrisation is used in RTTOV that results in reduced biases they are still significantly higher across the spectrum, suggesting the parametrisation of clouds in RTTOV does not approach observations adequately enough to obtain meaningful results for cloud studies on a spectral level, i.e. identifying the signal of ice clouds in the far infrared. This is a conclusion that could only have been drawn due to the construction of a broadband product from hyperspectral data because it eliminates the possibility of compensating negative errors. However, this is not to say that RTTOV’s way of representing ice clouds is wrong and ES’s is right, particularly as it is possible that the latter’s tuning process produces compensating spectral errors particularly because the target observations are broadband rather than line-by-line. The ES code is tuned by adjusting OLR to macroscopic cloud parameters such as fraction that are themselves tuned parameters in a sense, using statistical relationships to approximate the outcome of a particular set of gridbox conditions. If the first tunable relationship is wrong, tuning of the second could create the right results based on an incorrect relationship, which may cause unforeseen problems in certain situations. It is important that the macro and microscopic properties are as accurate as possible in the first instance, before tuning commences.
These parametrisations are based on microphysical properties such as $D_e$ that given their highly variable nature, do not necessarily reflect an actual situation, and current developments are reflecting the need for even more sophisticated schemes, with more physical choices of input variables (Edwards et al., 2007). For example RTTOV-10 provides the option for the user to specify their own effective diameter, and in the most recent version of the code (RTTOV-11.2), a new ice cloud database that has been introduced which only depends on cloud top temperature and ice water content (Baran et al., 2009, 2014), and eliminates the need to estimate $D_e$ entirely. The database is based on an ensemble of different ice cloud habits, not just hexagonal or aggregates, which is expected to be more realistic than either of these shapes. It is planned to retire the ice parametrisations based on $D_e$ in a future version of RTTOV, as they are based on particle size distributions which are likely to be biased towards smaller ice crystals (Korolev et al., 2011). This newer parametrisation gives consistent optical properties across all wavelengths but still displays a bias comparable with the other schemes in comparison with observations. For example the bias is still higher than observations at all wavenumbers than the Boudala et al. (2002) parametrisation of $D_e$ combined with hexagonal ice crystals (Saunders et al., 2013), indicating there is still much work to be done in this area. This is also hindered by the limits of computational power, as even fast radiative transfer codes still struggle to simulate instruments with higher spectral resolution in terms of efficiency and time.

There are limited conclusions that can be drawn from the current project regarding the sources of climate model-satellite biases, because the OLR errors associated with the radiative transfer code are difficult to separate from those originating from the climate model. In order to improve the representation of clouds within radiative transfer codes, both satellite simulators and climate model based, accurate retrieved vertical profiles of the many varied microphysical properties of clouds, particularly ice clouds, combined with multispectral radiation measurements is the best way forward. This is an area of active research that is progressing at speed, particularly with the wealth of in-cloud properties that have been retrieved by virtue of the A-Train satellite constellation (Stubenrauch et al., 2013; Stephens et al., 2008). More detailed spectral observations could improve things further; a recent proposal for a
submillimetre sensor which would have a greater ability to retrieve ice water content further down in the vertical cloud column is one example (Buehler et al., 2007). This would allow a database of variables to be constructed that provides enough detail to derive better constrained relationships between current model diagnostics, or allows new ones to be created.
Chapter 5

Conclusion

This chapter brings together the key points and overall lessons learnt from the thesis, along with potential directions for future study. Radiances, and their corresponding brightness temperatures, from narrowband (HIRS), hyperspectral (IASI), and broadband (CERES and HIRS OLR) longwave satellite measurements have been compared with the equivalent quantities simulated using the appropriate forward model (RTTOV or ES) on HadGEM2-A climate variables. A major tool in this evaluation was the development of an extended hyperspectral product that is a fusion of real satellite measurements with those predicted via regression techniques, using physical correlations between different parts of the spectrum. Overall the study used an ‘all-sky versus clear-sky’ approach to isolate and assess the representation of clouds in the climate and radiative transfer model.

5.1 Summary

The forward model comparison was facilitated by satellite-like sampling of climate model data. Diurnal differences were minimised by restricting local times to the subset covered by the MetOp-A sun-synchronous orbit. Instantaneous climate model data obtained at 15 hourly intervals was selected instead of monthly averages to sample more of the diurnal cycle at a lower temporal resolution, in order to reduce data volumes. The clear-sky product was constructed with an upper limit of 40% cloud fraction, which proved robust for all channels apart from those with high sensitivity
to water vapour, due to its intrinsic correlation with clouds. To ensure consistency with gridded climate model grid data model-like sampling was applied to the IASI OLR product by gridding and averaging the satellite data before constructing the extended spectrum.

HIRS channels were used to investigate the sensitivity of radiances to cloud parameters through a variety of simple tests that perturbed macrophysical properties such as fraction, height and hydrometeor concentration, and made alternate choices when filtering clouds for input to the fast radiative transfer code, RTTOV. The main findings from this exploratory study were the discovery of large all-sky biases in the window region that were not observed in the corresponding clear-sky results. Broadband biases obtained using HIRS OLR and CERES satellite data, and HadGEM2’s own radiation scheme (Edward-Slingo) as the forward model were significantly lower, which pointed towards compensating biases outside of the HIRS coverage. Radiances were identified as being particularly sensitive to cloud height, and the choice of parametrisation in RTTOV for the interaction between ice clouds and radiation also displayed a significant range.

The coverage of the HIRS instrument was shown to be highly useful for evaluating the main features of the longwave spectrum, with channels at wavenumbers that isolate the effects of carbon dioxide, clouds and water vapour. However, the lack of channels in the FIR region required alternative observational sources. The issue of compensating biases raised by the HIRS evaluation prompted the construction of the IASI OLR product, with the primary aim of evaluating the FIR and the secondary benefit of obtaining the entire outgoing longwave coverage at extremely high resolution for flexible exploration of the whole spectrum.

The IASI OLR is one of only a few similar products currently in existence that provide quasi-observational satellite measurements of the FIR; a theoretical construction required due to technological gap in this spectral region. It has unprecedented coverage extending to 25 cm$^{-1}$ (400 µm) with a sampling resolution of 0.5 cm$^{-1}$ in the FIR and NIR regions. Two separate verifications of the product were carried out by comparing the spectrally integrated product with broadband CERES radi-
ances, instantaneously at simultaneous nadir overpasses, and on an averaged basis by comparing composites of global data. Mean differences were about 1 Wm\(^{-2}\)sr\(^{-1}\) (just over 1% relative difference) for all-sky measurements, which is within the 1.5% absolute calibration uncertainty for LW CERES radiances. Part of this difference will almost certainly arise from errors relating to both instruments sensing slightly different scenes at simultaneous nadir overpasses. Examination of the mean properties of the new product show that the FIR contributes between 43 - 64% to the total OLR intensity with instantaneous profiles, with global averages of 47% in the all-sky and 44% in the clear-sky. As the entirety of this percentage is estimated by theoretical correlations, the consistency with totally independent measurements is a strong argument for the products ability to accurately simulate the whole OLR spectrum.

The primary aim of producing the IASI OLR product was to allow the simulation of the same radiances from climate model output with RTTOV and identify compensating biases in the longwave spectrum. An additional goal was to assess the contribution of the far infrared portion of the spectrum because it is an unobserved but radiatively significant region. It also contains the spectral signature of ice clouds, whose inhomogeneity renders them challenging to parametrise in global climate models. The results of the IASI OLR evaluation were surprising in that all-sky compensating biases were negligible and outgoing radiation was over estimated across the spectrum, apart from at wavenumbers whose weighting functions peak in the stratosphere. As with the HIRS analysis clear-sky biases were again low across the spectrum, which is a tough test and therefore suggests HadGEM2 represents non-cloudy state variables well. The source of the all-sky bias is almost entirely dominated by clouds, which is evident from the spectral cloud radiative forcing biases being of near identical size and shape to the all-sky biases. However, by employing a method to estimate IASI OLR fluxes it was revealed that an average of 80% of this bias can be attributed to the radiative transfer code RTTOV, if it is assumed that the climate model configuration of the Edwards-Slingo infrared radiative transfer code is accurate. This assumption is discussed further in the limitations section.

The results of the HIRS analysis suggest that although the choice of RTTOV’s ice
cloud parametrization could contribute brightness temperatures of up to 2.5 K (42%) of the bias in window channels based on results obtained when the combination with the lowest bias is selected, the vertical distribution of clouds exhibit a greater sensitivity. Over the whole spectrum simulated with IASI the alternate parametrisation make a 50% difference (4.93 Wm\(^{-2}\) instead of 9.83 Wm\(^{-2}\)) to the flux bias between the RTTOV and ES codes. The clear-sky difference remains the same, hence there is still 4.9 Wm\(^{-2}\) of difference between the codes which is due to the cloud representation. These results suggest that the range of radiances simulated by RTTOV-10 using the ice parametrisations available do not encompass the true values, and there are further problems with either its ice or liquid cloud parameterisations that need to be addressed.

5.2 Challenges and Limitations

A current challenge involved when creating a relationship between ice particle concentration and effective diameter, which is then used to calculate the emitted radiation, is that crystal shape is currently not accounted for at anywhere near the level of detail required, given the large sensitivity of radiance to ice habit. The interaction between spherical liquid cloud droplets and radiation is much more easily described, hence, it is speculated that although all cloud-radiance interactions are challenging to parametrise, it is likely that the root of the substantial cloud error identified lies in RTTOV’s ice cloud parametrization. This discovery places a fundamental limitation on the use of all-sky simulated spectral radiances to assess the accuracy of climate model variables in the context of the current study, as the individual contributions of GCM cloud errors and RTTOV cloud errors are not well defined. The different units that climate models and radiative transfer models use respectively (flux versus radiance) presents additional challenges for their inter-comparison.

In addition to this major limitation deduced from the combined results of the study, several others were illuminated over the course of the project. It was shown in Chapter 2 that the construction of a clear-sky climate model product was challenging when considering channels sensitive to water vapour, as they exhibit sensitivity to the small fractions of cloud that fall under the specified threshold. This threshold
is a fundamentally arbitrary choice that fortunately proves robust in most channels, but the correlation between clouds and water vapour is unavoidable in those channels with the appropriate sensitivity. This places a limitation on the use of clear-sky climate model data for studies of water vapour and it is suggested this variable be used with caution.

Additionally, prominent compensating spatial biases were observed upon examination of stratospheric peaking channels in the CO$_2$ region which relate to the limited vertical resolution of the climate model, a common problem amongst GCMs. The project used the standard configuration, otherwise known as the 'low-top' model with 38 levels as opposed to the 60 level 'high-top' version. There is a limit to how accurately the stratospheric dynamics can be represented with the coarseness of the vertical resolution, hence limited information can be gleaned from examination of climate model radiation bands that peak in the stratosphere with similar configurations. Diagnosing this issue, however, is an important step in subsequently improving it.

The accuracy of the IASI OLR product presented in Chapter 3 was revealed to be within reasonable bounds of uncertainty, even with the added challenge presented by IASI and CERES being on different satellite platforms. The lack of a broadband product flying alongside IASI makes estimating fluxes more challenging. Previous studies have utilised CERES for obtaining information about scene anisotropy, by virtue of its existing algorithm, that has been applied to other instruments onboard at coincident footprints (Huang et al., 2008). The method used to estimate spatial anisotropy in Chapter 4 was very empirical and the large uncertainty in the resulting fluxes is dominated by the errors introduced when using this approach. Alternatively, a different method for estimating fluxes from IASI radiances is an option that could be the topic of future work. A further technological issue involved when using the IASI OLR product is its size, being comprised of 10181 channels. This places restrictions on processing and use of this dataset at current computational limits, which is a consideration that should not be underestimated.

The greater bias obtained when using RTTOV rather than the Edward-Slingo code
to model all-sky broadband fluxes (which is not seen in the clear-sky) suggests that RTTOV’s cloud parametrisation is significantly more inaccurate than the latter. However, this assumes that the ES code is accurate, which may not necessarily be true. Although a clear-sky evaluation of the GCM configuration against a LBL code has been performed (Goldblatt et al., 2009), no equivalent exists for the all-sky, which is needed to verify this hypothesis. Even with such an analysis, however, it should not be assumed that LBL codes are error-free themselves, as they contain their own parametrisations of cloud-radiative effects which are unlikely to be without uncertainties.

The ES code has the advantage of being previously tuned to known broadband values, but this process can produce inaccurate underlying variables, even with tolerable radiance results. To illustrate this concept, Figure 5.1 shows a simplified version of one of the many chains of parametrisations that link one variable to another. Each arrow represents one or more dependencies that are approximated by statistical relationships that greatly simplify the actual process. It is these many layers of parametrisations that can have a cumulative knock-on effect, potentially allowing errors to propagate through the chain. Herein lies a fundamental limitation of the insights that radiation studies can give into cloud parametrisations alone. It is the quantity extracted at the very end of the chain and can only provide a ‘top-down’ evaluation. A ‘bottom-up’ approach is needed to effectively improve parametrisations, by constraining the variables lower down the process to avoid tuning parameters to unreasonable values in order to produce the right top level quantity.

Figure 5.1: A chain of climate model variables whose values depend on the one preceding it. The arrows represent one or more parametrisations which are used to approximate the relationship between one variable and the next.
5.3 Future Work

A greater distinction could be attributed to biases in either of the radiation codes through further work, though in light of the deficiencies revealed in the RTTOV version 10 ice cloud parametrisations it is recommended that these configurations be avoided as the basis of future work. The most recent version of RTTOV (version 11.2) with its new parametrisation for ice-radiation effects could be tested and back-compared with the configurations available in version 10.2, by developing a methodology to separate the biases in ice and liquid clouds. It could also be possible to extract the effective diameter estimated by the Edwards-Slingo code for direct input into RTTOV to assess whether this improves results. However a detailed knowledge of the different ways both codes deal with this quantity would be required to ensure consistency, which is beyond the scope of the current project.

To remove the possibility of potential biases associated with the ES code from the RTTOV evaluation it could be useful to follow an approach similar to that adopted by Faijan et al. (2012), and attempt to use observed values of cloud and other variables as inputs together with their associated measured radiances. This could potentially be achieved with reanalysis data, although cloud quantities are still estimated therein using a model, or alternatively retrieved quantities from the cloud instruments onboard the A-Train constellation of satellites could provide more observationally constrained data. A potentially more difficult approach is to apply the climate configuration of the Edwards-Slingo broadband code to observations in a similar manner, however in the first instance a test involving a comparison with LBL output would indicate the level of overall performance in its different spectral regions and illuminate any compensating biases.

The spectral flexibility afforded by the new IASI OLR product offers the ability to create user defined wavebands across the spectrum by integrating across the appropriate part of the finely resolved spectrum. Based on the results of Chapter 4 it could be advantageous to use an alternative forward model to the RTTOV satellite simulator to test climate model output, such as the ES code itself. The 9 bands that make up the broadband simulated fluxes can be extracted separately and equivalently constructed from IASI, so long as an accurate enough method for estimating
band-by-band fluxes was developed for IASI OLR observations. The selected placement of future instruments on coincident IASI satellite platforms will influence this process. This would still allow the broad features of the FIR to be evaluated as it is covered by 3 consecutive bands in the ES code.

Finally the model-to-radiance approaches explored in this thesis could serve as a prototype study for assessing other climate models that participate in the CMIP project in a similar manner, so long as the corresponding required variables could be obtained, or constructed. This might involve further synergising of output so cloud macro and microphysical properties were consistent across all models, and would require examination of how different models partition different cloud types. Additionally, if the radiative transfer codes that relate to these different climate models were made flexible enough to be applied to a common set of state variables, this could highlight common biases amongst codes which would be instructive, as particularly in the all-sky this is something that is lacking.
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